
 

         

         

                          

 

 
Development of Predictive and Prescriptive 

Analytical Models Using Customer, Revenue, and 

Usage Data 

 Project Team 

 Abigael Kihu awkihu@wpi.edu 

Michael O’Connor moconnor@wpi.edu 

Shiyu Wu swu4@wpi.edu 

William Bazakas-Chamberlain wpbazakaschamber@wpi.edu 

 

Project Advisors  

Professor Wilson Wong  

Department of Computer Science 

 

Professor Robert Sarnie 

WPI Business School 

  

Project Co-Advisor 

 Professor Marcel Blais  

 Department of Mathematical Sciences 

  

This report represents the work of WPI undergraduate students submitted to the faculty as 

evidence of completion of a degree requirement. WPI routinely publishes these reports on its 

website without editorial or peer review. For more information about the project's program at 

WPI, please see http://www.wpi.edu/academics/ugradstudies/project-learning.htmls



 

ii 

 

Abstract 

In collaboration with the WPI MQP team, SaaSWorks is pursuing the development of a 

predictive model that integrates client data into classifications that enable the identification of 

key performance indicators correlated with a customer's lifetime value. The model pinpoints 

which customers display patterns indicative of a high churn risk cancellation and distinguishes 

them from those periodically churning and reactivating, re-purchasing or re-subscribing. These 

analytics will be productized into a configurable product feature set that drives strategic 

decisions within SaaSWorks clients’ companies and assists in the automatic discovery of 

previously unknown key performance indicators.
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Executive Summary 

Modern service and subscription-based businesses generate tremendous amounts of data 

throughout the continuous execution of their services and customer intake of those services. The 

success of those business models is based on the long-term retention of existing customers and 

recruitment of new customers. The value of a customer’s experience with a company is a 

proportional relationship known as customer lifetime value (CLTV). A company’s ability to 

predict an individual’s CLTV and then take steps to increase that metric would enable a business 

to systematically increase its overall revenue and cement its growth. The largest impact to 

average CLTV for subscription-based businesses–which typically provide flat-rate or tiered-rate 

products–is not how much a customer spends at one time but the length of time a customer 

interacts with the business.  

SaaSWorks–a software-as-a-service company that performs data analytics and knowledge 

discovery for other businesses–is in the development phase of optimizing its modeling and 

analytical tools to create services that can be generalized enough to fit various recurring revenue 

business models while also providing actionable context-dependent information to said 

businesses. They have enlisted the WPI MQP team to develop a model that generates predictive 

insight for SaaSWorks clients by analyzing their historical data to identify the Key Performance 

Indicators (KPIs) most correlated with CLTV. 

The production of a predictive tool that automatically outputs the specific KPIs unique to 

individual business models has the potential to yield monumental impact to the growth of all 

business industries that enlist this service from SaaSWorks. Upon the completion of extensive 

explorative research and testing under time constrictions, the model feature set will be 

productized into a configurable and repeatable SaaS service. By providing a tool that enables 

near-automated identification of the KPIs and metrics most correlated with CLTV, the model can 

be applied to the business data of any generic client regardless of their industry or target 

customers. This service will objectively hold immeasurable value to all stakeholders – 

SaaSWorks clients and SaaSWorks – as it will have a direct and real-time impact on company 

performance and bottom-line profitability for all parties
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 The MQP team aimed to develop a system capable of identifying customers' predicted 

lifetime and the likelihood of a given customer terminating its relationship with a business. The 

system for determining these values must be robust enough to capture the relationships for 

various businesses and perform the necessary analysis to accurately select a viable model. 

The team elected to employ Agile Scrum as the framework for software development and 

design. It enables continuous development, collaboration, and reorientation of goals as needed 

throughout the software creation process. For the development of models capable of leveraging 

historical data to forecast future behavior and metrics, the team chose to evaluate twelve 

different machine learning classification models and three models for regression analysis of 

lifetime. Additionally, principal component analysis (PCA) was also examined as a possible way 

to improve model accuracy through data dimensionality reduction. The models were repeatedly 

trained and tested using K-Folds cross-validation (k=5) to determine the average accuracy and 

Matthew’s Correlation Coefficient–a special variation of the phi coefficient–to select optimal 

models.The data utilized in the training and testing was a subscription-based company’s user-

account per month data from January 2018 - October 2022. 

The models were tested using six different data formats: 

● First 3 Active Months 

● First 3 Active Months with PCA 

● Last 3 Active Months 

● Last 3 Active Months with PCA 

● Last 3 Active Months with Derived Fields 

● Last 3 Active Months with Derived Fields and PCA 

The formats with principal component analysis (PCA) consisted of six principal 

components that captured at least 95% of the variance that the true feature space contained. The 

derived fields that some formats provided were an attempt to capture a nonlinear relationship 

between the recurring revenue of customers and their usage of the services. For the formats with 

both PCA and the derived fields, the derived fields were generated before PCA, so they have 

weights in the components–see Appendix B for full results.    

The testing results showed that random forest (estimators = 200) is a sufficient model for 

determining the classification of a customer as a terminated or active account. The team believes 

this data to indicate the ability to determine if currently-active customers exhibit behavior closer
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 to a previously terminated account or an active account. This will allow a given business to 

determine which incentive programs or other measures they should prioritize in order to 

encourage the customer to return. The regression attempts to predict customer lifetime were not 

as successful. Between the two models of linear regression and an artificial neural net with five 

hidden layers that uses ReLu as the activation function, the mean standard error was 16.6 and 

10.7 months, respectively.  

The team’s work here indicates there are underlying relationships between the dataset and 

the likelihood of a given customer terminating their account. Future work on this topic is still 

needed to better identify the exact nature of the said relationship, as the nonlinear relationships 

between the features clouded the team's ability to identify them in the given timeframe. Work 

towards developing a more transparent classification model would also allow greater insight into 

the key performance indicators (KPIs) of all businesses and assist with prescriptive measures.  

The team believes the program’s efficiency could be greatly increased by adding a 

specifically formatted schema that automatically manipulates the data as it is made available 

instead of reformatting at model training time. Finally, a long-term study of the software’s true 

accuracy rate is the recommended approach for future tests, as it currently is only compared to 

historical data.              

 



 

vii 

Table of Contents  

Abstract ii 

Acknowledgments iii 

Executive Summary iv 

Table of Contents vii 

List of Figures xi 

List Of Equations xii 

List of Tables xiii 

Authorship xiv 

1. Introduction 1 

1.1 SaaSWorks 1 

1.2 Problem Description 2 

1.3 Goals 3 

2. Research 4 

2.1 Software-as-a-Service 4 

2.2 Inactivity vs Permanent Churn 7 

2.3 Customer Lifetime Value 8 

2.4 SaaSWorks Approach to Agile 9 

2.4.1 Kanban 10 

2.4.2 Agile Scrum Sprint Planning 10 

2.4.3 Jira Board Configuration 11 

2.5 Competitors 12 

2.6 Machine Learning 13 

2.7 Regression Models 14 

2.7.1 Multivariable Linear Regression (MLR) 14 

2.7.2 Multilayer Neural Network 14 

2.8 Classification Models 16 

2.8.1 Decision Tree 16 

2.8.2 Random Forest 18 



 

viii 

 

2.8.3 Support Vector Machine (SVM) 19 

2.8.4 Stochastic Gradient Descent (SGD) 20 

3. Methodology 21 

3.1 What is Agile Scrum? 21 

3.1.1 Workflow of Agile Scrum 21 

3.1.2 Daily Stand-up 22 

3.2 Machine Learning 24 

3.2.1 Cross Validation 24 

3.2.2 Classification Metrics 24 

3.2.3 Regression Metrics 25 

4. Software Development Environment 27 

4.1 Project Management Software 27 

4.1.1 Slack 27 

4.1.2 Jira 27 

4.1.3 Discord 27 

4.2 Source Code Management Software 27 

4.2.1 GitHub 27 

4.3 Integrated Development Environment Software 28 

4.3.1 Python 28 

4.3.2 Jet Brain’s PyCharm 28 

4.4 Data Sources and Database 28 

4.4.1 Amazon Workspace 28 

4.4.2 DataGrip 29 

4.5 Software Tools 29 

4.5.1 Visual Paradigm 29 

5.  Software Requirements 30 

5.1 Software Requirements Gathering Strategy 30 

5.2 Functional and Non-Functional Requirements 32 

5.2.1 Functional Requirements 32 

5.2.2 Nonfunctional Requirements 32 

5.3 User Stories and Epics 34 



 

ix 

 

5.3.1 Epics 34 

6.  Software Design 39 

6.1 Primary Processes 39 

6.2 UML Class Diagram 41 

7. Software Development 42 

7.1 User Story Formatting 42 

7.2 Sprint 0: 10/24 - 10/26 43 

7.2.1 Sprint Retrospective 43 

7.2.2 Weekly Summary 44 

7.3 Sprint 1: 10/27 - 11/3 44 

7.3.1 Sprint Retrospective 46 

7.3.2 Weekly Summary 47 

7.4 Sprint 2: 11/4 - 11/10 48 

7.4.1 Sprint Retrospective 50 

7.4.2 Weekly Summary 51 

7.5 Sprint 3: 11/11 - 11/17 53 

7.5.1 Sprint Retrospective 56 

7.5.2 Weekly Summary 57 

7.6 Sprint 4: 11/18 - 12/1 60 

7.6.1 Sprint Retrospective 62 

7.6.2 Weekly Summary 63 

7.7 Sprint 5: 12/2 - 12/8 69 

7.7.1 Sprint Retrospective 70 

7.7.2 Weekly Summary 71 

7.8 Product Burndown Chart 72 

7.9 Software Testing 73 

8. Business and Project Risk Management 75 

8.1 Risk vs Reward 76 

8.2 Risk Culture 77 

8.3 Additional Risks 78 

8.3.1 Operational Risks 78 



 

x 

 

8.3.2 Security Risks 78 

8.3.3 Market Risks 79 

8.3.4 Accuracy Risks 79 

8.3.5 Financial Risk 80 

9. Assessment 81 

9.1 Business Learnings 81 

9.2 Technical Learnings 82 

9.2.1 Data Management in Python 82 

9.2.2 Machine Learning 83 

10. Future Work 84 

10.1 Increase Data Granularity 84 

10.2 Implement a Shared Schema 85 

10.3 Project Management 85 

10.4 Increasing Interpretability 86 

10.5 Forecast Testing 86 

11. Conclusion 88 

11.1 Method Applied 88 

11.2 Result 88 

11.2.1 Segmentation of Customer Base 89 

11.2.2 Putting Data in Context of Time 90 

11.2.3 Relationship with Customer Lifetime Revenue 92 

11.3 Learning 94 

References 95 

Appendix A: PCA Weights 99 

Appendix B: Results of Repeated Training and Testing of 12 Classification Models 107 

Appendix C: Feature Importance 109 

Appendix D: State Segmented Confusion Matrix Model Evaluations 116 

Appendix E: Daily Stand-ups 126 

 



 

xi 

List of Figures 

 

Figure 1: Diagram of SaaSWorks Services  6 

Figure 2: The Artificial Neural Network Model 15 

Figure 3: Multilayer Neural Network Architecture Diagram                                                                       16 

Figure 4:  Example Decision Tree Visualization Created with Graphviz Using Last 3 Months 

of Active Customer Data (N=100) 
17 

Figure 5: Support Vector Machine                                                                                                               19 

Figure 6: User Persona of the SaaSWorks Analyst Who Will Use the Model                                               30 

Figure 7: User Persona of A WPI Professor Who Will Evaluate Work Using This Paper                              31 

Figure 8: Use Case Diagram for the Two Primary User Types                                                                    31 

Figure 9: Process Diagram of Initial Model Selection                                                                                40 

Figure 10: Process Diagram of Customer Incentive Recommendation                                                      40 

Figure 11: UML Class Diagram                                                                                                                    41 

Figure 12: User Story Formatting                                                                                                                43 

Figure 13: Aggregate Confusion Matrices of Classification of Account Status Given First 3 

Active Periods (N=9770) 
58 

Figure 14: Aggregate Confusion Matrices for Classification Models (N=49992  65 

Figure 15: Covid Pandemic Impact on Active Accounts in Different Locations  68 

Figure 16: Confusion Matrix for the Stochastic Gradient Model 68 

Figure 17: Product Burndown Chart                                                                                                          73 

Figure 18: The Heatmap of Correlation Analysis                                                                                    90 

Figure 19: Time Periods Against the Number of Active Accounts                                                              91 

Figure 20: Time Periods Against the Churn Rate                                                                                       91 

 

  



 

xii 
 

List of Equations 
 

Equation 1: Customer Churn Rate Calculation 7 

Equation 2: Average Revenue Per Customer 8 

Equation 3: Lifetime Estimation 9 

Equation 4: Customer Lifetime Value 9 

Equation 5:  Multivariable Linear Regression 14 

Equation 6: Calculating A Single Label for A Neural Network 15 

Equation 7:  Gradient Descent 20 

Equation 8:  Stochastic Gradient Descent 20 

Equation 9: Accuracy Calculation 24 

Equation 10: Matthew’s Correlation Coefficient 25 

Equation 11: Mean Squared Error 25 



 

xiii 
 

List of Tables 

Table 1: Summary of Software Requirements                                                                                           33 

Table 2: User stories and Epics                                                                                                                    34 

Table 3: Sprint 1 Completed Story Points                                                                                                  44 

Table 4: Sprint 1 Incomplete Story Points                                                                                                 45 

Table 5: Sprint 1 Scope Change Story Points                                                                                             46 

Table 6: Sprint 2 Completed Story Points                                                                                                   48 

Table 7: Sprint 2 Incomplete Story Points                                                                                                   48 

Table 8: Sprint 2 Scope Change Story Points                                                                                              50 

Table 9: Sprint 3 Completed Story Points                                                                                                    52 

Table 10: Sprint 3 Incomplete Story Points                                                                                                  52 

Table 11: Sprint 3 Scope Change Story Points                                                                                             54 

Table 12: Sprint 4 Complete Story Points                                                                                                    60 

Table 13: Sprint 4 Incomplete Story Points                                                                                                 61 

Table 14: Sprint 4 Scope Change Story Points                                                                                            62 

Table 15: Model Accuracies                                                                                                                           67 

Table 16: Sprint 5 Complete Stories                                                                                                             69 

Table 17: Sprint 5 Incomplete Stories                                                                                                          70 

Table 18: Most Effective Models as Determined by Average MCC and Accuracy                               93 





 

xv 
 

SGD  

 

 

 

Shiyu Wu 

 

 

William Bazakas-

Chamberlain 

 

 

 

Multilayer Neural 

Network 

Decision Tree 

Michael O’Connor Shiyu Wu Random Forest 

SVM 

Methodology What is Agile Scrum? Workflow of Agile Scrum  

Michael O’Connor 

 

Abigael Kihu 

Daily stand-up 

Machine Learning Model 

Testing 

Cross Validation  

 

Michael O’Connor 

 

 

Abigael Kihu 
Regression Metrics 

Classification Metrics 

Software 

Development 

Environment 

Project Management 

Software 

Slack  

 

 

 

Michael O’Connor, 

Shiyu Wu 

 

 

 

 

Michael O’Connor, 

William Bazakas-

Chamberlain, 

Abigael Kihu 

Jira 

Discord 

Source Code Management 

Software 

Github 

Integrated Development 

Environment Software 

Amazon Workspace 

DataGrip 

Software Tools  Visual Paradigm Abigael Kihu William Bazakas-

Chamberlain 



 

xvi 
 

Software 

Requirements 

Software Requirements Gathering Strategy 

 

Michael O’Connor 

 

Abigael Kihu 

Functional and Non-

Functional Requirements 

Functional Requirements 

Non-Functional 

Requirements 

User Stories and Epics Epics William Bazakas-

Chamberlain 

 

Abigael Kihu 

Software 

Design 

Primary Processes  

Michael O’Connor 

 

Abigael Kihu 

UML Class Diagram 

Software 

Development 

User Story Formatting Abigael Kihu Shiyu Wu 

 Sprint 0: 10/24 - 10/26 Sprint 

Retrospec

tive 

 

 

 

 

 

Abigael Kihu 

 

 

 

Shiyu Wu 

Weekly Summary 

Sprint 1: 10/27 - 11/3 Sprint Retrospective 

Weekly Summary 

Sprint 2: 11/4 - 11/10 Sprint Retrospective 

Weekly Summary 

Sprint 3: 11/1 - 11/17 Sprint Retrospective  

 

 

Abigael Kihu 

 

 

Shiyu Wu 

 

 

Weekly Summary 

Sprint 4: 11/18 - 12/1 Sprint Retrospective 

Weekly Summary 



 

xvii 
 

Sprint 5: 12/2 - 12/8 Sprint Retrospective 

Weekly Summary 

Product Burndown Chart Abigael Kihu William Bazakas-

Chamberlain 

Software Testing Michael O’Connor Abigael Kihu 

Business and 

Project Risk 

Management 

Risk vs Reward  

 

 

 

Abigael Kihu 

 

 

 

 

William Bazakas-

Chamberlain 

Risk Culture 

Additional Risks Operational Risks 

Security Risks 

Market Risks 

Accuracy Risks 

Financial Risk 

Results Business Learnings   

Abigael Kihu,  

Shiyu Wu, 

 

 

 

Abigael Kihu 

 Technical Learnings Segmentation of 

Customer Base 

William Bazakas-

Chamberlain 

Michael O’Connor 

 

Relationship with CLTV 



 

xviii 
 

Future Work  Increase Data Granularity  

 

William Bazakas-

Chamberlain 

 

 

Abigael Kihu 
Implement a Shared Schema 

Project Management 

Increasing Interpretability 

A/B Testing 

Conclusion Method Applied William Bazakas-

Chamberlain Shiyu 

Wu 

 

 

Abigael Kihu, 

Shiyu 
Results Michael O’Connor, 

Shiyu Wu 

Learnings Michael O’Connor 

 

 

 



 

1 

 

1. Introduction

1.1 SaaSWorks  

SaaSWorks is on a mission to democratize the data-driven insights and expertise required 

to build and manage high-growth, high-value businesses. To provide analytics insights to 

businesses in various industries, SaaSWorks must have a wide range of data specified algorithms 

suitable to analyze any company’s data. As the start-up expands and grows their business, 

SaaSWorks is constantly developing and optimizing their modeling and analytical tools to create 

services that can be generalized enough to fit various recurring revenue business models while 

simultaneously having enough specifications to precisely perform in-depth analysis and return 

accurate reports.  

SaaSWorks is an analytics service provider to recurring revenue businesses in various 

industries. Recurring revenue business is any company which makes money on a recurring basis 

from products or services. These companies subscribe to SaaSWorks to extract, cleanse, unify 

and enrich their billing, CRM and usage data to, combine, and enrich their invoice, billing, and 

CRM data to generate a single source of truth. The value of SaaSWorks services comes from 

their ability to integrate knowledge derived from their clients’ multiple streams of context-

dependent data analytics into succinct and actionable information. 

SaaSWorks is actively developing solutions that maximize their clients’ recurring, 

subscription, and membership revenue growth and Lifetime Value. These solutions are designed 

to enable their client’s company executives to make informed decisions regarding the direction 

of their company. Ultimately, SaaSWorks will use a client’s own historical data to forecast 

outcomes and address areas within the business which could be improved for optimal customer 

retention. In pursuit of the growth of the business, SaaSWorks is seeking to develop a Predictive 

Model that will alert the SaaSWorks client when a customer is at risk of churning — meaning 

canceling their subscription — so that necessary actions can be taken at an impactful time to 

prevent churn and retain the recurring revenue of that customer.  
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1.2 Problem Description 

A subscription company's churn rate is the percentage of its customers who cancel their 

service over a specific period. “The churn rate is calculated by dividing the number of customers 

whose subscriptions have been canceled over a certain period by the total number of customers 

at the beginning of that period” (Zoho, 2022). This metric is vital for any business to measure its 

long-term success since the number of customers churned is directly proportional to the amount 

of revenue lost. It is a significant factor when determining a company’s Customer Lifetime 

Value (CLTV) which is calculated by dividing Average Revenue per Customer (ARPC) by the 

churn rate. 

With the knowledge that it is more cost-effective to invest in retaining current customers 

than to acquire new ones, SaaSWorks clients seek services to help them increase their CLTV. 

The ARPC is the average revenue generated from customers per month, which is found by 

dividing total revenue by the total number of customers in that given period. When addressing 

CLTV, a client’s ARPC cannot be easily manipulated; thus, they must focus on the churn rate. 

One of the most important factors a subscription company can consider when it comes to 

improving its customer retention rate is reducing its churn rate. This value can be used to 

highlight patterns related to location, seasons, quality of services, subscription plans, and any 

other underlying factors impacting the retention rates of their customers. 

SaaSWorks clients want to track their customer churn over every period, detect which 

variables directly affect churn, and use the customer behavior patterns associated with those 

variables to predict which customers have a high probability of churning before they do so. They 

need this information to identify which segments of a SaaSWorks client’s customers should be 

sent outreach messages called Nudges, and pinpoint the exact time to send them. These Nudges 

are designed to influence customer behavior by prompting customers to continue paying for and 

using a company’s services. The goal is to yield the greatest impact to topline revenue by 

reducing the chance of customer churn, boosting CLTV, and increasing the return on customer 

acquisitions. 

Applying analytic tools tailored to a specific client’s business involves a tremendous 

amount of man hours to create. Each client’s business model, industry, or target audience affects 

the algorithms necessary to determine the KPIs related to their CLTV. Traditional software lacks 
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the ability to automatically create predictive models on a wide variety of data sets regardless of 

these factors. The team aims to develop such a model that will predict the probability and period 

of a customer churning which then prompts the SaaSWorks Analyst to send Nudges that will 

drastically decrease chances of permanent churn. 

1.3 Goals 

To address this untapped market of competent analytical software, SaaSWorks has 

collaborated with the WPI MQP team to develop a model that generates predictive insight for 

SaaSWorks clients. The development process was broken down into multiple steps, beginning 

with SaaSWorks client’s customers being classified based on related demographics. The client's 

historical data was used to identify factors that affect a segment's CLTV. The plan is to identify 

the Key Performance Indicators (KPI) most correlated with CLTV and CLR after analyzing a 

client’s dataset then to pinpoint which customer behaviors will drive the most improvement 

when impacted. These factors determine which customer behaviors are most impactful to CLTV 

and then generates them into a near-automated process that can be used on a generic client. 

Not only will this process involve creating software, but also human intervention. The 

process will be used on varying clients meaning that the software developed will have different 

use cases, requiring some human intervention to generate optimal predictive insights. The 

SaaSWorks Analyst will use the information from the model to develop data-driven playbooks 

individually designed for each SaaSWorks client to impact customer behaviors, reduce churn 

rates and increase CLTV.
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2. Research 

2.1 Software-as-a-Service 

Software-as-a-Service (SaaS) companies sell cloud-based software to their customers in a 

subscription-based approach that generates recurring revenue. They provide and maintain 

servers, databases, and software that allow their applications to be accessed by their customers 

over the internet from almost any device. SaaS customers often pay a subscription fee based on 

the number of features and resources required for the client’s application (Levinson, 2007).  

A SaaS company’s major selling point is the efficiency and accessibility of its centrally 

managed applications that allow users to utilize their software online rather than installing it on-

site. SaaS customers seek the benefits of scalability, saving costs, IT expertise, customer loyalty, 

increased market potential, and growth in their recurring revenue which are provided through 

SaaS services (Brook & Zhang, 2020).   

SaaSWorks, Inc is a startup data analytics service provider that works with subscription, 

membership, and recurring revenue businesses to offer SaaS that optimizes their client’s revenue, 

performance, and customer satisfaction. Based in Norwell, Massachusetts, SaaSWorks was 

founded on May 1st, 2019, by Jim O'Neill and Vipul Shah. The private startup received seed 

funding on Feb 6, 2020, from Conversion Venture Capital. Currently, SaaSWorks is comprised 

of 33 employees made up of US based full-time employees, consultants, and 3rd parties that 

provide flexible resources in South America and Eastern Europe (O’Neill & Shah, 2022). Their 

goal is to provide a service that combines people, processes, and a proprietary data platform to 

make sense of their customers’ revenue data. Their team combines, cleans, and enriches 

invoicing, billing, and CRM data to provide straightforward KPIs that help their clients run better 

businesses. They identify the data field within the client’s historical data which yields the most 

impact on revenue and customer retention to help them understand what the data is telling them 

and how they can use it to improve business practices. SaaSWorks mission is to democratize the 

data-driven insights and expertise required to build and manage high-growth, high-value 

businesses (O'Neill & Shah, 2019).
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In the process of analyzing a client’s data and identifying areas requiring improvement, 

SaaSWorks applies a variety of tools to identify, analyze, and organize a client’s data to help 

them build data-driven, durable businesses. These steps complement each other and are used 

either separately or concurrently. Based on the needs of each client, SaaSWorks will 

individualize their services to fit their unique business models. These may include but are not 

limited to RevWorks, AccountWorks, and LeadWorks. For SaaSWorks clients, these services are 

a critical driver for trusting their data, which all begins with gaining an understanding of what 

the data means. With RevWorks, SaaSWorks analyzes a client’s revenue data to access and 

stream insights that drive retention and growth. This allows them to build a data pipeline that 

continually produces tailored KPIs for daily, weekly, and monthly review. A SaaSWorks team 

uses this data to monitor performance, and reveal revenue drivers, opportunities, and risks. In an 

attempt to improve relationships and revenue outcomes with a company’s customers while 

operationalizing data-driven engagement, SaaSWorks experts perform extensive research and 

deliver them to their client’s customer-facing teams to help them identify target customers and 

improve services to reduce chance of churn. They use AccountWorks to access revenue data to 

power customer focus and priorities. Using LeadWorks SaaSWorks teams examine the client’s 

conversion data by company, lead, and funnel stage to deliver key findings and underpinning 

data elements that will help them engage in the next phase of growth and provide a complete 

understanding of the drivers of the conversion and revenue (O'Neill & Shah, 2019). A diagram of 

the SaaSWorks Services is listed below in Figure 1. 
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Figure 1: Diagram of SaaSWorks Services 

 

SaaSWorks provides Subscription Companies interested in growing and understanding 

their business operations using their revenue data. They have built a portfolio of clients with a 

variety of companies such as Parkville, which operates a SaaS-based customer loyalty program 

platform to help businesses like gyms, salons, yoga studios, and retail stores create a customer 

reward program. They have also worked with Sentieo, a financial and corporate research 

platform that unifies analytics and modeling, market data, and document searches into a single 
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research management system. Fresh Technology is a SaaSWorks client that builds back-office 

and kitchen production systems to enable restaurants to process and control costs. 

2.2 Inactivity vs Permanent Churn 

Subscription based businesses – such as health and fitness studios – experience cycles of 

inactivity and reactivation from their customers that are documented in their usage and revenue 

data for each period. These companies record and analyze customer usage data and categorize 

customers as inactive when they have not attended any classes for one month and their recurring 

payments have stopped. They will be considered inactive if they surpass the grace period of a 

full month of consecutive inactivity. Many customers gain a status of inactivity following 

seasonal patterns, where customers are more likely to be actively attending classes during the 

summer and inactive during colder, busier months. These patterns also vary depending on the 

geographic region that the classes are held from various gyms, studios, etc in multiple locations 

in the US, and the social and economic circumstances in a given period. Certain circumstances 

such as the Covid-19 Pandemic have the potential to largely interfere with customer activity 

status and cause unprecedented churn rates. If the customer surpasses the grace period of one 

month without reactivation, they will be considered churned, as calculated in equation 1. 

Churned customers equate to revenue loss for subscription companies. These companies turn to 

SaaSWorks to compute and analyze their churn rates then propose impactful changes to reduce 

customer churn (Oliveira, 2019). 

 

𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑐ℎ𝑢𝑟𝑛 𝑟𝑎𝑡𝑒 =  𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑙𝑜𝑠𝑡 𝑖𝑛 𝑝𝑒𝑟𝑖𝑜𝑑 / 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑎𝑡 𝑏𝑒𝑔𝑖𝑛𝑛𝑖𝑛𝑔 𝑜𝑓 𝑝𝑒𝑟𝑖𝑜𝑑 

 

Equation 1: Customer Churn Rate Calculation  

 

There are various reasons why a customer may churn, involving both voluntary and 

involuntary churn. When a customer purposefully cancels their subscription, either by skipping 

paid classes or canceling future classes, they have voluntarily churned. This type of churn is 

indicative of an underlying problem in the company and customer dissatisfaction of services, 

unreasonable pricing strategies or simply the procurement of the wrong customers that do not 

align with the company's values or community. A customer has involuntarily churned if their 
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subscription is canceled due to a payment failure or decline. This type of churn does not provide 

useful information to SaaSWorks in terms of user experience of CLTV other than possible 

overpricing, so the team did not focus on this classification (I.R. Team, 2022).  

In subscription-based health & fitness service providers that offer classes with various 

levels of progression – such as fitness classes that offer beginner, intermediate, and advanced 

levels of instruction – churn rates are most influenced by customers not being able to graduate to 

the next learning level. This may be due to certain courses not being engaging enough or 

customers lacking interest enough to stick through the program and earn graduate status. The 

beginner class levels exhibit higher churn rates than higher level classes, indicating these classes 

are not adequately capturing the interest of their customers or providing a service that the 

younger customers and beginners can deem valuable enough to continually attend. 

2.3 Customer Lifetime Value 

SaaSWorks has done extensive research to develop methods that can grow their clients’ 

businesses. They utilize Customer Lifetime Value (CLTV) and Customer Lifetime Revenue 

(CLR) as growth indicators of their client’s customer base to understand their client’s needs and 

help them retain long-term customers. The importance of CLTV is that it reflects customer 

retention and drives customer acquisition cost (CAC), meaning that the higher a company’s 

CLTV is, the lower their CAC becomes which enables them to grow their business quicker. With 

CAC being comparably more expensive than the costs of customer retention, most companies 

seek to improve their CLTV so that customers can be active and incurring revenue for longer 

periods. That being said, there are two ways to increase CLTV; reducing overall churn rates 

through improvement of Customer Relationship Management (CRM), and increasing the 

Average Revenue Per Customer (ARPC). ARPC which is the average revenue generated from 

customers per month, tracked and analyzed in customer segments. The two main ways of 

increasing ARPC are raising prices, and customer expansion through subscription upgrades and 

add-ons. 

𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑟𝑒𝑣𝑒𝑛𝑢𝑒 𝑝𝑒𝑟 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 =  𝑡𝑜𝑡𝑎𝑙 𝑟𝑒𝑣𝑒𝑛𝑢𝑒 / 𝑡𝑜𝑡𝑎𝑙 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 

Equation 2: Average Revenue Per Customer 
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When a customer churns, they cease to be a customer or client of the company, meaning 

they are no longer bringing in recurring revenue. Estimated lifetime duration (LTE) is the period 

of time that a customer is estimated to stay with the company prior to churning. This metric can 

also be used to calculate CLTV using the following equations: 

𝑙𝑖𝑓𝑒𝑡𝑖𝑚𝑒 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛 =  
1

𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑐ℎ𝑢𝑟𝑛 𝑟𝑎𝑡𝑒
  

Equation 3: Lifetime Estimation 

 

𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑙𝑖𝑓𝑒𝑡𝑖𝑚𝑒 𝑣𝑎𝑙𝑢𝑒 =  𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑟𝑒𝑣𝑒𝑛𝑢𝑒 𝑝𝑒𝑟 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 ∗  𝑙𝑖𝑓𝑒𝑡𝑖𝑚𝑒 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛 

 

Equation 4: Customer Lifetime Value  

 

CLTV is most applicable to recurring revenue businesses and is most meaningful when 

tracked and analyzed at a segment level. The CLTV metric is likely to underestimate the lifetime 

value in recurring revenue businesses, so CLR is used to account for segments of customers that 

belong to the same weekly, monthly or annual period who churn and reactivate their 

subscriptions multiple times over their lifetime. CLR measures the average total lifetime revenue 

generated by each customer in a segment and specific period without leveraging churn rates or 

count of churn and reactivation. SaaSWorks uses these metrics to analyze their clients’ historical 

data and identify those that most correlate with CLR and CLTV so they can predict areas of 

improvement to decrease churn rate and increase ARPC (O'Neill & Shah, 2022; Jackson, 2022).

2.4 SaaSWorks Approach to Agile 

SaaSWorks has been continuously evolving their Agile methodology as the company 

and, more specifically, the product development team grows. Through past experience 

developing start-ups prior to his current role as Co-founder and Chief Technology Officer (CTO) 
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of SaaSWorks, Jim O'Neill (O'Neill) has applied extensive background knowledge and research 

into the Agile methodology that SaaSWorks currently practices. 

It is understood that the process needed for a team of two developers is different from a 

team of 5, 10, 25, 50, etc., so SaaSWorks is constantly adjusting their methods to account for the 

growth that they have experienced in anticipation that it will continue to multiply. More structure 

is needed once a team exceeds five or more developers where multiple work streams are being 

developed concurrently.  SaaSWorks agrees that with distributed teams, the investment in 

process and supporting tools and documentation is worth the formal engineering management to 

avoid miscommunications within the team. To account for the fast-learning cycles of early stage 

startups, SaaSWorks founders optimize for throughput vs. documentation and prioritize hiring 

active developers. Early-stage startups also tend to hire senior engineers who have the experience 

to lend themselves to more self-guided work, but SaaSWorks is inclusive to developers of 

differing skills ranging from recent graduates to engineers with twenty years of experience 

(O'Neill, 2022). 

2.4.1 Kanban 

Agile and DevOps software development are commonly implemented using the Kanban 

methodology. In addition to complete transparency of work, it mandates real-time capacity 

communication. Team members can always observe the status of each piece of work thanks to 

the visual representation of work items on a Kanban board. For an early-stage start-up, Kanban is 

a fitting framework to facilitate the identification of goals, timelines, and deliverables. When a 

product is being developed from the ground up, senior early-stage engineers are often not 

particularly fond of creating tickets and estimates, but they do value them when the product has 

already been built and new developers are joining who require more protective measures. 

SaaSWorks started using Kanban in their infancy and then evolved their sprints to build from 

tasks to detailed Epics in the last 6 months. Some areas of SaaSWorks operations still prefer the 

structure of Kanban such as the Sec/DevOps team which still currently use this framework. 

2.4.2 Agile Scrum Sprint Planning  

[Co-founder] is a big believer in using the right parts of the Agile framework that 

correspond to the size, scale, and maturity of the team.  “My opinion is if you are a large 
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organization going from Waterfall, or Lean, or other processes and adopting Agile, you should 

go all in as you likely have dozens or hundreds of engineers in the organization” (O'Neill, 2022). 

Although this is expected to change over time, SaaSWorks is currently practicing weekly 

Sprints with periodic backlog grooming. [Head of Product] will start to build more formal 

backlogs guiding the company to adopt more formal backlog grooming. SaaSWorks plans to 

begin performing more formal retrospectives once a formal Scrum owner is established in the 

upcoming weeks. Their present Pod concepts mirror some parts of Scrum but are not enforced. 

Namely, Pod owners would be Product Owners and there are no assigned Scrum Masters for 

each sprint. SaaSWorks has not yet adopted the formal “Scrum of Scrums” framework into their 

methodology, although they expect it to be introduced in the upcoming months once cross-

workstream collaboration and dependencies are established (O'Neill, 2022).  

2.4.3 Jira Board Configuration 

SaaSWorks has made several modifications and custom configurations to different 

aspects of their Jira Board to accommodate their Agile practices. Story points are not considered 

appropriate for a SaaSWorks team until a development team knows the product codebase and 

learns how to accurately estimate them. They are expected to be introduced in the next 6-12 

months once the team knows how to estimate and work volumes have increased to a point that 

requires scheduling beyond what is important and urgent. Senior developers at SaaSWorks have 

the capability to produce rough estimates and due dates for tasks which are created as Jira tickets 

and placed into epics to be assigned in each sprint.  Developers can push back or move up a 

ticket between sprints as needed with confidence that they are working as fast as possible 

(O'Neill, 2022) 

The replacement of due-dates has proven favorable to early-stage development where 

work hours are more intense as deadlines take priority when launching a product and collective 

work schedules are secondary. This is also partially to avoid story points becoming a gamed 

system where developers continue to increase the number and reduce their throughput that result 

in perfect burn-down charts with very little throughput. Used in limited situations and 

progressively more frequent as SaaSWorks commits to certain client deliverables, due dates are 

used by the teams (O'Neill, 2022). 
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SaaSWorks operates in pods which are equivalent to Scrum teams. “The Pod Owner and 

Primary Developer look over a 4-week timeframe and identify the work to be done, create Jira 

Epics, and Tasks, and then roughly lay out the work.  A Pod currently only has a single Primary 

Developer and an optional Secondary developer if the work requires additional help. [Head of 

Product] and I generally partner and oversee to make sure the right work is in the right priority 

across the right teams at a more macro level” (O'Neill, 2022). 

2.5 Competitors 

SaaSWorks competitors operate in the market of driving core KPIs like CLTV using 

predictive analytics. Pecan.AI is a competitor of SaaSWorks that is best known for providing 

Predictive Churn Rates. Founded in 2016 by Zohar Bronfman CEO and Noam Brezis CTO, 

Pecan.AI provides services in the form of, “Predictive Analytics Software that Solves Critical 

Business Problems for Revenue-Driving and Operations Teams” (Bronfman & Brezis, 2016). 

They drive customer loyalty and retention initiatives for their clients by predicting high risk 

customers and revenue, detecting 85% of customer churn, and lowering customer churn by 20%. 

They reported an annual recovery rate growth of 300% in 2021 and 2020 with $117 Million 

venture capital raised. Their workforce is made up of 90+ employees who operate in 12 countries 

worldwide to provide on average 30 million daily predictions to their clients (Bronfman & 

Brezis, 2016). Their strategy is to use machine learning to predict churn at every stage in the 

customer journey including Acquisition, Optimization, Customer Engagement, Customer 

Retention, and the Cross-sell/Upsell stage. Like SaaSWorks, Pecan operates using a four step 

strategy which consists of ingesting raw data & automated data preparation, model training, 

business predictions & audience creation, and push to ad platforms. Their clients enjoy the 

benefits of no long-term contracts, tech integration, simple pricing, time-to-value, and client 

experience. Pecan has worked with a variety of clients such as ABInBev, DELL, Ideal Image, 

Johnson & Jonson, Nestle, and Pepsico.  
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2.6 Machine Learning 

High dimensional datasets have an inherent difficulty of being uninterpretable to humans 

and naive algorithms. Identifying useful patterns and intelligent insights on these large datasets 

was limited prior to the practical application of machine learning. 

Machine learning (ML) is a branch of artificial intelligence that “focuses on the use of 

data and algorithms to imitate the way that humans learn, gradually improving its accuracy” 

(IBM Cloud Education, 2020). In general, machine learning algorithms work through the use of 

a statistical model that modifies itself during run-time to minimize error in its output as new data 

is provided to the algorithm, i.e. it learns with experience. Based upon its experience, the 

machine learning algorithm is able to make inferences about data it has not previously examined, 

and therefore, forecast future behaviors. This enables the generation of predictive models as long 

as sufficient and meaningful data exists for the model to learn from prior to prediction.  

There are two primary forms of machine learning applications: classification and 

regression. Classification problems consist of dividing data sets into one of a discrete set of 

groups or categories (Mitchell, p. 54, 1997). Facial and speech recognition, email spam filtering, 

and object detection are all classic examples of ML classification applications. Regression 

problems attempt to model the relationships between a feature set and a continuous, numeric 

output (Dasgupta, 2012). Stock price prediction, market value of a house based on size and 

location, and predicting the next day’s temperature are examples of regression problems that can 

be approached with machine learning.  

This form of artificial intelligence has seen a significant uptake in adoption across 

multiple industries–especially business analytics–due to its ability to detect and deliver insights 

from complex data sets and then accurately forecast future behavior based upon historic data. 

From a survey of businesses with >= $100 million in revenue (n=403), 83% of respondents 

reported increasing their budgets for AI/ML initiatives in FY 2019-2020 and 50% reported using 

or developing ML for “generating customer insight and intelligence” (Algorithmia, 2020).  
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2.7 Regression Models 

2.7.1 Multivariable Linear Regression (MLR) 

Multivariable linear regression (MLR) is a statistical model building the linear 

relationship between independent variables and labels (Maulud & Abdulazeez, 2020). 

Mathematically, a linear regression model can be represented as the relationship between a linear 

combination of independent variables and a resulting dependent value–see equation 5. 

 

 

𝑦 = β0 + β1x1 + ⋯ +β𝑚x𝑚 + e 

𝑊ℎ𝑒𝑟𝑒 𝑥𝑛 𝑖𝑠 𝑎𝑛 𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒, 𝛽𝑛𝑖𝑠 𝑡ℎ𝑒 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑓𝑜𝑟 𝑥𝑛, 𝑒 𝑖𝑠 𝑡ℎ𝑒 𝑛𝑜𝑖𝑠𝑒,  

𝑎𝑛𝑑 𝛽0 𝑖𝑠 𝑡ℎ𝑒 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 𝑣𝑎𝑙𝑢𝑒     

 

Equation 5: Multivariable Linear Regression (Maulud & Abdulazeez, 2020) 

 

The MLR machine learning model works to estimate the 𝛃 values–or the weights of the 

independent variables–by initially setting all of the weights to random values and determining 

the difference between the predicted dependent variable and the true value, this difference is the 

model’s error. The model will then modify the weights of each independent variable to minimize 

the error–this is typically done using gradient descent.  

Models are modified repeatedly and as the error decreases, the values that are more 

closely related to the dependent variable have a higher magnitude weight assigned to them.  A 

hypothetical example of this is using current barometric pressure, the current temperature, and 

the price of an ice cream sandwich to predict tomorrow’s temperature. Two of those variables are 

more closely related to tomorrow’s temperature; therefore, will have a greater weight–or 

coefficient–in the linear regression.  

2.7.2 Multilayer Neural Network 

The neural network is a popular model in areas like “medical diagnosis, geological 

survey for oil, and financial market indicator prediction” (Chaudhary & Sharma, 2021). From 
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Chaudhary and Sharma (2021), a neural network model works similarly as a collection of 

communicating simple processing units or neurons. To predict a single label, every independent 

variable is weighted, summed up, and applied to the activation function, and it is expressed in 

math as equation 6 and figure 2. 

𝑦𝑗 = 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛(𝑏 + ∑ 𝑤𝑖𝑗𝑥𝑖𝑗

𝑚

𝑖=1

) 

Where wij is an element in a weight matrix, xij is an independent variable, m represents the 

number of rows in matrix X, n represents the number of columns in X, b represents the error. 

 

Equation 6: Calculating a Single Label for a Neural Network (Chaudhary & Sharma, 2021) 

 

  

 

Figure 2: The Artificial Neural Network Model 

Note. This picture shows the architecture of the simple Neural Network model. From “Multilayer Neural 

Network Design for the Calculation of Risk Factor Associated with COVID-19,” by A. Chaudhary & M. 

Sharma, 2021, Augmented Human Research, 6(1), https://doi.org/10.1007/s41133-021-00044-4. 

Copyright 2021 by Springer Nature. 

 

In this simple neural network model, the x’s are the “input layer”, and the y’s are the 

“output layer”, and usually a naive neural network model does not contain any hidden layers in 

its model (Bottou, 2012). 
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The multilayer neural network is a model with at least one hidden layer between output 

and input layers (Chaudhary & Sharma, 2021). As shown in Figure 3, a neural network with a 

hidden layer can be treated as two naive neural networks models combined: Matrix X produces 

the hidden layer Y as its output after processing the first weight matrix, and Y predicts output 

layer Z by processing the second weight matrix. For the model with multiple hidden layers, this 

process will be repeated. 

 

Figure 3: Multilayer Neural Network Architecture Diagram 

Note. This picture shows the architecture of the Multilayer Neural Network model. From “Multilayer 

Neural Network Design for the Calculation of Risk Factor Associated with COVID-19,” by A. Chaudhary 

& M. Sharma, 2021, Augmented Human Research, 6(1), https://doi.org/10.1007/s41133-021-00044-4. 

Copyright 2021 by Springer Nature. 

2.8 Classification Models 

2.8.1 Decision Tree 

Decision tree classification models–see example in Figure 4–take the shape of directed 

tree graphs made of a series of nodes and edges. At each node, there is a question with a Boolean 

statement that directs the flow from the root node to the next level. At the leaf node, the 

classification is assigned.  
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The decision tree determines the questions using a criterion function. While there is 

technically a near infinite number of possible functions, the most common are Gini function, 

entropy, and the natural log of loss.  

The Gini function is the measure of purity for a class after splitting a given attribute. The 

function is maximized to provide the greatest number of correct classifications at each level of 

the decision tree (Tangirala, 2020). Levels are added until a minimum level of purity is reached 

for the classes.  

 

 

Figure 4: Example Decision Tree Visualization Created with GraphViz using Last 3 Months of 

Active Customer Data (n=100) 

 

In contrast to the Gini coefficient score, entropy measures the level of disorder after the 

selection of an attribute. It measures the overall chaos caused by the selection of that attribute 

and the metric is therefore minimized to improve model effectiveness (Aning & Przybyła-

Kasperek, 2022).  

Finally, log loss is described as “the negative average of the log of corrected predicted 

probabilities for each instance” (Seita, 2022). Essentially, log loss works to determine the 
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probability of a datapoint belonging to a particular classification. It then compares the probability 

to the actual classification and chooses the attribute split to maximize the probability of the true 

class.  

Decision trees are models that have the capability to handle large amounts of both 

numerical and categorical data to determine the predicted classification (Abdulazeez, 2021). 

Additionally, it is the easiest for humans to interpret as it can be processed as a simple flow chart 

that clearly identifies its decisions. However, decision trees perform poorly on corner cases and 

special populations as it generalizes classes to promote overall accuracy. An example of this is a 

decision tree that classifies animals as either dogs or ostriches. If the model chooses to base its 

decision on the number of legs, it will be overall accurate, but two-legged dogs will be 

misclassified.  

2.8.2 Random Forest 

Random forest models build upon the idea of decision trees, but instead of having a 

single, robust, and highly accurate tree, random forests use a collection of small and shallow 

trees. It determines its classification based upon a majority vote system.  

Random forests also employ the same criterion as decision trees to train and improve the 

effectiveness of the overall classifier. However, instead of applying the criterion to all of the 

possible features and selecting the overall best, each tree is provided with a random subset of 

features and optimizes those. This system ensures that a more diverse feature selection is 

evaluated during testing and is less likely to misclassify the special population (Schonlau & Jou, 

2020). 

The main drawback of the random tree model is that it loses its interpretability in 

comparison to the decision tree model as instead of one set of decisions being made, a hundred 

or more decisions are being made. However, it often provides better predictions than the decision 

tree model in exchange. Also, when working with large data sets where the number of 

independent variables is more than samples, random forests have a better performance than 

models like logistic regression (Schonlau & Jou, 2020). 
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2.8.3 Support Vector Machine (SVM) 

A support vector machine model produces a hyperplane that precisely separates data 

based on their different features (Mechelli et al., 2020, pp. 101). The hyperplane’s accuracy is 

shown as having the largest possible distance between the classes and the boundary line–see 

Figure 5 below. This total distance is also known as the “margin” of the support vector machine 

model.  

 

Figure 5: Support Vector Machine 

Note. This picture shows how SVM separates data by using a hyperplane.  

From Machine Learning: 

Methods and Applications to Brain Disorders (p. 102), 

by Mechelli, A., Pisner, D. A., & Schnyer, D. M. 2020, ScienceDirect. Copyright 2020 by ScienceDirect. 

 

 The separating plane can be generated in different forms that vary with effectiveness 

depending on the application. Typically, the boundary utilizes either a linear model, a 

polynomial model, or a radial-basis model. A linear model, as the name suggests, is a linear 

combination of the features such that the space is effectively divided between the classes. A 

polynomial model will generate a combination of the features from degree of 1-to-n to divide the 

feature space into the proper classifications. Radial-basis form of the SVM looks at the similarity 

between the features to order their importance and their overall effect on the classifier.  
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In comparison to random forest and decision trees this model is substantially harder to 

interpret and describe its decision-making process. Additionally, SVMs are typically less 

accurate in data sets with significant numbers of categorical variables. However, they are shown 

to perform well in high dimensional feature spaces (Purnami et al, 2015).   

2.8.4 Stochastic Gradient Descent (SGD) 

Stochastic Gradient Descent seeks the function f in order to minimize the total values of 

loss function, the total distance between the predicted and actual value (Bottou, 2012). To 

achieve the goal, analysts applied the gradient descent method, which can approach the 

minimum point by steps based on the value of the slope by using a weight matrix trained by 

different samples for each element inside, and its iteration follows equation 7 (Bottou, 2012). 

 

𝜔𝑡+1 = 𝜔𝑡 − 𝛾
1

𝑛
 ∑ 𝛻𝜔𝑙(𝑧𝑖 , 𝜔𝑡)

𝑛

𝑖=1

 

where l is the loss function, 𝛾 represents the learning rate, n is the sample size, z represents the 

coefficient randomly picking different samples with unknown distribution, and 𝜔 represents the 

weight matrix. 

Equation 7: Gradient Descent 

 

Following this idea, with a simplification, the new process, the Stochastic Gradient 

Descent algorithm, randomly selects pairs of independent variables and labels for each iteration 

instead of every prediction for 𝑥𝑖 (Bottou, 2012). The iteration works similarly to the gradient 

descent, but it will use the same samples to train all weights matrix elements (Bottou, 2012). 

 

 𝜔𝑡+1 = 𝜔𝑡 − 𝛾𝑡𝛻𝜔𝑙(𝑧𝑡 , 𝜔𝑡) 

where the meanings of all variables are the same as the Gradient Descent algorithm. 

Equation 8: Stochastic Gradient Descent 

 

It then can be processed in the system with a large dataset (Bottou, 2012). In real life, 

SGD can be used in recognizing and separating the different types of clothes by calculating the 

weights for every pixel of their photos.
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3. Methodology 

3.1 What is Agile Scrum? 

Pre-2000s, software development hinged primarily on a linear set of steps referred to as 

the “Waterfall Methodology.” The method consisted of steps that “flowed” from one into another 

with few loop-backs or checks on the progress. This system led to many products failing due to 

extended development timelines or changes in customer requirements that the teams could not 

meet. In response to the continuously changing nature of software development, the Agile 

Software Methodology was created to assist software teams in their responsiveness and integrate 

checks in the process. Agile Software Development —or just Agile— is an encompassing term 

for a collection of frameworks and practices deployed in a software development environment to 

enable small teams of self-organized, cross-functional peers to work quickly and collaboratively 

on customer-requirement-driven projects. 

The system restructures teams outside the corporate archetype of a manager, assistant 

manager, and other subordinates. Instead, Agile encourages organizations where team members 

choose the task they have the skill to complete, i.e., not one person has to take all of the network 

communication tasks because of a job title; any team member can assist if the need is justified. 

The flattening of traditional corporate structure prioritizes “individuals and interactions over 

processes and tools” (Beck et al., 2001).   

As these teams are self-organized, the practices they follow must be driven by a team's 

need to do so. Therefore, there is no “one” Agile methodology. The methods and processes used 

by any group must be generated, used, and then modified by the methodology’s users. Some 

methodologies have been generalized as frameworks that provide a foundation for teams and 

then adapt to their needs. 

3.1.1 Workflow of Agile Scrum  

Frameworks such as Agile Scrum—an implementation of Agile—have teams work in 

short development cycles called sprints. Scrum also distinguishes itself from other Agile 
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frameworks by the usage of two unique team member roles, the Scrum Master that oversees 

Agile-related meetings and overall execution of the Agile process, and the Product Manager (or 

Product Owner) that works to represent customers and stakeholders’ interests in the product. 

Before the sprint, a meeting led by the Scrum Master is held to organize all user 

requirements that have been provided and to prioritize the work. The customer-defined 

requirements are divided into high-level features or epics. These epics contain significantly more 

work than the team can accomplish in one or even multiple sprints. Therefore, they are broken 

down further into small chunks called “user stories” that provide value to the product on their 

own and can also be developed within a single sprint. These stories are given “story points” that 

measure their overall difficulty in completely implementing. Typically, Scrum Masters will 

make note of any individual stories that are rated as larger than a single sprint and have the team 

break them into smaller parts again later in the meeting. All of the user stories are stored in a 

prioritized list known as a product backlog. 

 At the beginning of the sprint, developers meet to establish the work to be completed 

during the development period. During this planning session—called sprint planning, the Product 

Manager generates a list of related, high-priority tasks from the product backlog that the team 

has the capacity to complete within the given period. The team analyzes the list, makes 

suggestions for additional tasks or removal of specific stories, and develops an initial plan for 

accomplishing the agreed-upon stories. These stories are ordered into a sprint backlog and 

assigned to members. During this meeting, the Scrum Master works to ensure that the entire 

team agrees with the initial plan for each major sprint objective and that all appropriate backlog 

items are included in the sprint backlog (Schwaber & Sutherland, 2020).  

3.1.2 Daily Stand-up  

As development progresses through the sprint, the team meets once a day for an 

extremely brief meeting called the “daily stand-up” or “daily Scrum.” This meeting entails the 

Scrum Master asking each member of the team three questions: what they have accomplished 

since the last meeting, what will they accomplish before the next meeting, and is there anything 

that will prevent them from accomplishing their goal. The Scrum Master makes notes of 

anything that will hinder performance–known as blockers–and will communicate directly with 
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the necessary team member(s) to remove the obstacle. Additionally, this meeting communicates 

the status of each team member’s progress to the rest of the team to ensure everyone is aware of 

the project’s position. The Product Owner may also take time to do an overview of the sprint 

backlog or Kanban board to ensure it is up to date with current tasks. 

After the sprint, the Scrum Master leads the Sprint Review meeting with the entire Scrum 

team. At this time, the Product Owner communicates the total amount of progress completed 

toward the final product during the sprint. This is typically done through a sprint burn-down 

chart that displays the number of user-story points that were completed relative to the total 

number of points remaining in the backlog. The developers analyze their overall progress 

towards completion of the software, communicate with stakeholders to ensure work is moving 

towards their requirements, and allow an opportunity for the team to modify the product backlog 

based on new information discovered during the sprint or provided by the stakeholders 

(Schwaber & Sutherland, 2020).  

The final event of any sprint is the sprint retrospective meeting. The team members 

review the highs and lows of the last sprint and discuss the conditions that caused them to occur. 

The team identifies ways to increase the effectiveness in regard to processes, individuals, tools, 

or even acceptance criteria of stories. This may result in an update of the team’s workflow or 

even additions to the next sprint’s backlog. The cycle then continues for the next sprint until the 

project is brought to completion.
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3.2 Machine Learning  

3.2.1 Cross Validation 

Machine learning leverages a phenomenal amount of mathematical power to unearth 

previously undetected patterns and relational systems in data that can inform decision-making 

and planning. However, no system is 100% effective in modeling consumer phenomenon. 

To determine the overall effectiveness of the system and have a basis for comparison from one 

model to another, the team assessed the models using K-Fold Cross Validation. Generally, cross-

validation is seen as a “technique for evaluating ML models by training several ML models on 

subsets of the available input data and evaluating them on the complementary subset of the data” 

(Alpaydin, 2021).  

Each row of the dataset was divided into one of five “folds” or groups. From the five 

groups, one was withheld as a test set, and the models were trained on the remaining. The models 

were then fed to the test dataset, and their accuracies were recorded. This process was repeated 

four additional times by withholding a different fold each time. The overall success of a model 

was described using the average accuracy from the five cycles.  

3.2.2 Classification Metrics 

For the classification models generated, two primary metrics were used to determine the 

effectiveness of the predicted classes: accuracy and phi correlation coefficient. Accuracy of the 

models is defined as the ratio of the sum of true positive, true negative assignments, and the total 

number of assignments as shown in equation 9. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
    

 𝑤ℎ𝑒𝑟𝑒  𝑇𝑃 =  𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑇𝑁 =  𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒, 𝐹𝑃 =  𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑎𝑛𝑑 𝐹𝑁 =  𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 

 

Equation 9: Accuracy Calculation 
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Accuracy is a typically accepted measure of success that is simple to interpret and 

present. However, a secondary measure was utilized as accuracy is less effective in imbalanced 

class distribution scenarios as it tends to favor the majority class (Branco et al, 2015). An 

example of this phenomenon is found in medical image classification. If a model is choosing 

which X-ray contains a tumor and only 3% –an arbitrarily small number–of X-rays are positive 

for tumors, a model can just assign all images as “tumor free” and have an accuracy of 97% but 

it is a fundamentally flawed model. 

 When performing segmentation of the customer data set, several of the feature space 

subsets became imbalanced and therefore accuracy was an ironically inaccurate metric. To 

supplement accuracy in some distributions with significantly imbalanced distributions, 

Matthew’s Correlation Coefficient was used to measure model success in capturing the 

relationship between the feature space and the true label as it equally prioritizes both classes of 

the binary classification (Chicco et al, 2021).  

 

𝑀𝐶𝐶 =  
𝑇𝑝 ∗ 𝑇𝑁 −  𝐹𝑃 ∗ 𝐹𝑁

√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
 

 𝑤ℎ𝑒𝑟𝑒  𝑇𝑃 =  𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑇𝑁 =  𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒, 𝐹𝑃 =  𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑎𝑛𝑑 𝐹𝑁 =  𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 

 

Equation 10: Matthew’s Correlation Coefficient 

3.2.3 Regression Metrics 

The regressions models generated were evaluated and compared utilizing two different 

metrics: mean squared error (MSE) and Coefficient of Determination (r-squared). 

Mean-squared error is the average squared error between the predicted value and the true value. 

As MSE increases, the effectiveness of the model to capture the true behavior of the data 

decreases. 

𝑀𝑆𝐸 =  
1

𝑛
∑(𝑉𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 − 𝑉𝑡𝑟𝑢𝑒)2

𝑛

1

 

 

Equation 11: Mean Squared Error 
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R-squared was used as an additional metric and considered more sensitive than MSE 

(Jierula et al, 2021). The combination of the two enables a system that is unlikely to result in a 

tie when ranking effective models. 
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4. Software Development Environment

4.1 Project Management Software 

4.1.1 Slack  

Slack and Jira were the main agile software used by the MQP team.  

Slack enables teams to communicate with each other quickly and in a more professional setting 

than most instant messaging platforms. As it is used in more than 750,000 businesses, it is a 

well-established and vetted technology (Slack, n.d.). 

4.1.2 Jira 

Jira provides features to track sprint and product backlogs, assign tasks and stories to 

individual members, automatically generate sprint progress charts (such as the burndown chart), 

and allow for customization of story information to meet specific team needs. Jira helps teams to 

know the progress and plan for the future at all times.  

4.1.3 Discord 

Discord is an instant messaging and voice chat platform. It allows the team to quickly 

communicate about the specifics of what they are working on throughout the workday and easily 

share files and information. Messages stay organized and relevant with multiple chat channels 

for different topics. 

4.2 Source Code Management Software 

4.2.1 GitHub 

Git and GitHub were the primary code-base management systems utilized. Git (version 

2.37.3) is an open-source program used in industry, education, and hobby communities for 

version control software development projects. When combined with GitHub, an online platform 
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5.  Software Requirements 

5.1 Software Requirements Gathering Strategy 

Software requirements were primarily gathered from informal interviews with 

SaaSWorks as they defined the gap in their capabilities. The interviews were conducted via 

virtual meetings as SaaSWorks illustrated the business need of detecting when clientele are 

likely to exit programs and the rewards of retaining the clients.  

Secondary to the informal interviews, the MQP team worked internally to develop 

requirements by brainstorming the necessary steps for classification and regression tasks, and the 

systems that needed to be in place to accomplish the data. The team utilized user personas– 

demonstrated in Figure 6 and Figure 7– in the brainstorming process to think through the typical 

usages and necessary features to accomplish those tasks. From those personas, the standard use 

cases–Figure 8– of the two primary user types were developed and used to determine more 

specific requirements for the software. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: User Persona of the SaaSWorks Analyst Who Will Use the Model 
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Figure 7: User Persona of a WPI Professor Who Will Evaluate Work Using This Paper 

Figure 8: Use Case Diagram for the Two Primary User Types 
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5.2 Functional and Non-Functional Requirements 

The requirements for the software were designated as one of two categories: function and 

nonfunction requirements. The team defines functional requirements as specifications given 

directly by the customer. Nonfunctional requirements include the necessary constraints placed on 

the product to ensure quality is maintained in the product. All requirements are summarized in 

Table 1.   

5.2.1 Functional Requirements 

SaaSWorks requested that the software utilize their custom data warehouse generated 

hosted on Amazon Web Services (AWS) PostgreSQL Database as our primary source of data. 

With the given data, the company needs the ability to be able to identify the likelihood of a 

customer ending their contract or relationship with their clients and then predict the outcome of 

retaining or failing to retain that group of customers. SaaSWorks also intends to integrate this 

product with pre-existing software used in their daily customer analysis process so it will need to 

have an output that can be easily assessed automatically by other software.  

5.2.2 Nonfunctional Requirements 

The MQP team agreed on designing the software using a class-based approach to ensure 

proper encapsulation of data and easier compatibility when other developers (both internal to the 

team and external) expand upon sections of the software.  

With all large datasets, the data will need to be cleaned and normalized to a certain 

degree to allow for cross-distribution comparisons and to simplify machine learning 

development. Additionally, the true behavior and exact equation to determine the likelihood of a 

consumer ending their subscription is unknown and will vary from one business to another. 

Therefore, a series of models with varying parameters will need to be trained and assessed before 

an optimal model can be selected. Once a model is selected, infrastructure must be in place to 

use the model to predict what customers are at risk of ending their subscription.  
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5 As a professor, I need to ensure the project group has long term and out of scope 

ideas. 

2 

5 As a professor, I need to evaluate the overall result of the project as seen by the 

project group. 

2 

Table 2: User stories and Epics 

 

6.  Software Design 

6.1 Primary Processes  

The team has identified two primary processes that the software undertakes during its 

usage. Firstly, it intakes data and derives a statistical model to determine the likelihood of a 

customer discontinuing their services with a SaaSWorks client– as pictured in Figure 9. 

Secondly, on a daily basis, SaaSWorks will deploy the software to determine which of their 

customers exhibit characteristics of a “likely to terminate” customer and would therefore benefit 

from an incentive to return to the business– as pictured in Figure 10.  
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Figure 9: Process Diagram of Initial Model Selection 

 

 

Figure 10: Process Diagram of Customer Incentive Recommendation 
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6.2 UML Class Diagram 

From a software architecture perspective, the primarily deliverable of this project is 

uninteresting. The overall series of classes– depicted in Figure 11– are essentially independent of 

one another except for the main class that acts as the pipeline for pushing data from one class to 

another. The system does not require substantial flexibility or program branching so there was no 

rationale for a complex class structure.  

 

 

 

Figure 11: UML Class Diagram
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7. Software Development 

The team developed a routine of meeting in person on Thursdays and Mondays when we 

had an agenda that required collaboration and in-depth discussions. Daily stand-ups took place at 

10:15 am on every working day. The team ran on Thursday-to-Thursday Sprints and worked 

daily from 10 am to 4 pm. Often we worked individually outside of our typical working hours to 

reach goals and deadlines outlined in the Jira Board. On Thursdays, we performed our sprint 

retrospective following the completion of a sprint and met with our MQP advisors for a weekly 

check-in. On Mondays, the team joined the SaaSWorks weekly kickoff meeting on zoom and 

some team members attended weekly individual meetings with their department advisors. On 

Tuesdays, Wednesdays, and Fridays, the team worked remotely, remaining on-call and available 

to meet from 10 am to 4 pm. Our regular meetings with SaaSWorks include 10 am Weekly Kick-

offs on Mondays, 11 am Weekly Check-in meetings with Eva and Jim, 10:30 am Weekly 

Development Planning on Thursdays, 12 pm Friday Fun Demonstrations, and one on one 

meetings with Eva and Alyssa at 10:30 am on Fridays to discuss business and stakeholder 

analysis. The team occasionally scheduled meetings with advisors for guidance and strategy 

advice. 

7.1 User Story Formatting 

Our user stories are formatted on Jira using the configuration illustrated in Figure 12. A 

story can be either part of an epic or its own separate issue, but both typically include a title, 

description, status, story point, assignee, and child issue(s) if any.  
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Figure 12: User Story Formatting 

7.2 Sprint 0: 10/24 - 10/26 

7.2.1 Sprint Retrospective 

During our first sprint, the installation of software packages went smoothly including the 

setting up of Jira and the creation of epics and user stories. We had multiple interactions with our 

sponsor through planned meetings, emails, and Slack correspondence to discuss the dataset and 

project goals which have all been very insightful. All our meetings with our professors and 

advisors have equally been successful and helpful toward the progression of our project. We put 

in extensive time and effort towards initial approach research to gain a deeper understanding of 

our data and the techniques we can use to garner the most success. 

Improvements could be made in the areas of individualized work which were undefined 

at the moment due to the uncertainties in the project as we were still in the planning phase. Some 

team members still needed to be familiarized with tools such as Git Hub, SQL, and Python and 

its classes. A system needed to be created to send out status updates for SaaSWorks, and we 
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terms of Jira tasks and user stories evenly, and with additional peer assistance and VC calls to 

have group discussions, we were able to complete most tasks on Jira on-time, despite the lost day 

of work due to database access issues. We developed many well-structured business and 

software requirement questions to ask SaaSWorks which led to many clarifications in our project 

objectives. The team did a good job advocating for us when communicating with our project 

sponsors and advisors. 

The team could improve to the extent that we broke down tasks on Jira for maximum 

efficiency. We ran into some issues with the database being down on Friday, which we could not 

avoid, but database connectivity could definitely be improved. Our translation of Jira tasks to 

code could also use some work to improve understanding of desired outcomes for that specific 

code.  

The team planned to improve how we broke down tasks on Jira during the planning phase 

by analyzing and discussing user requirements for Jira stories. This change also helped to 

improve the issue of translating tasks to code, alongside improvements in terms of the use of 

more pseudocode, development planning, and VC calls to talk through unknowns and areas of 

difficulty while coding. 

7.3.2 Weekly Summary 

Our first sprint of the term and first Thursday to Thursday sprint design started well after 

completing sprint 1 with good timing. We experienced a lost working day when the database was 

down, meaning we could not access the data or run queries, and our ID access issues for 50 

Prescott which forced us to work remotely from Monday to Friday. From this, we learned that 

the hybrid approach worked best for the team, with in-person meetings on Mondays and 

Thursdays to attend sponsor and advisor meetings and conduct sprint planning together, and the 

rest of the week working remotely with everyone being on-call from 10am-4pm. Our meetings 

with SaaSWorks and our advisors provided a lot of clarity for our project goals and allowed us to 

work efficiently to progress toward these goals. The creation of Agile Personas and UML use 

case diagrams were the first steps in the business value and project risk analysis of SaaSWorks 

which would be further developed as the project progresses.  Improvements were made to the 

capabilities of the Database class in Python, allowing for precise queries and data filtering using 

field definitions provided by Eva. Data Preprocessing and basic analysis classes were finalized 
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remote. Our communication remained strong within the team and with SaaSWorks and our 

Advisors through the use of Discord, Slack, Email, and text messaging. With that, our resource 

sharing had been effective in keeping all members of the team in the loop with the progress of 

the project and the necessary background knowledge. 

With the completion of Sprint 2 yielding fewer user stories completed than started, we 

realized that during our past sprint planning sessions, we heavily overestimated the capacity of 

user stories that we could realistically complete in a single sprint. A meeting with Eva and Jim 

from SaaSWorks revealed to the team that the dataset we were working with was a time series 

rather than aggregate data like we had approached the project believing. This led us to the 

realization that we were spending too much time on less important areas of the project and 

needed to restructure our prioritization of the user stories on Jira. 

We planned to revisit our Jira board to closely assess and prioritize user stories to better 

plan out our sprints. Using UML diagrams to plan the functions of our model, we were able to 

plan more thoroughly with a capacity of 20 story points per sprint split evenly between the 4 of 

us. Along with this, we planned to execute a complete Jira backlog refinement as a result of our 

goals being pivoted due to the discovery of our data being a time series. 

7.4.2 Weekly Summary 

The team began our sprint with an in-depth sprint planning where we later realized that 

we had overestimated our capacity to complete the excessive amount of user stories we assigned 

to this sprint. We worked on analyzing categorical data using correlation analysis tools, RFM, 

and SQL queries with the goal of identifying relationships between customers and their 

categorical data. There were not any statistically significant relationships found, and on 

Wednesday, Eva pointed out that we were working with a time series dataset rather than 

aggregate data. With this realization, we shifted our focus to researching methods of time series 

analysis and reconsidering our approach to our development. On Friday we prepared a 

Demonstration presentation of our current work to SaaSWorks which we presented during the 

12pm Friday Fun Demo meeting. It was a successful presentation. During our sprint 

retrospective, we discussed this pivot in our goals and created a new plan for how we would 

address the time series data as opposed to how we had been working under the assumption that it 
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was an aggregate dataset. Due to the WPI Wellness Day being on Monday 11/7, the sprint had 

one less working day than usual.
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7.5.1 Sprint Retrospective 

During sprint 3, the team was able to quickly and efficiently pivot the direction of the 

project after receiving new information about the dataset we were working with. After dedicating 

Monday to researching time series data and conducting multiple meetings with Eva and our 

advisors throughout the week, we were able to collect enough information to plan the next steps 

in our development process. On Friday, we presented a demonstration of our progress so far to 

the SaaSWorks team and received insightful feedback. On Saturday, the team met up to have an 

extra brainstorming session outside of our usual working hours, making up for any time lost 

during our short period of uncertainty. The brainstorming session consisted of every team 

member writing/illustrating their understanding of the project so far and developing a few drafts 

for the process map of our project on the whiteboard, which helped us visualize the requirements 

and necessary steps to achieve the goals set in place. By the end of the sprint, the team had 

successfully created a number of SVM and SGD classification models, decision trees, random 

forests, and first-generation linear regression models. The MQP paper was heavily reformatted 

and revised and we began the editing process alongside the writing of new sections and 

subsections. 

We noticed that our Jira board is still not very reflective of the teammates’ individual 

work, meaning that outside of our implementation documentation spreadsheet updated daily, we 

were not sufficiently tracking our work and progress on Jira. We also needed to work on our 

prioritization of the tasks assigned on Jira to ensure that the most impactful tasks and stories 

were completed before we attempted the less significant work. Regarding our Saturday meeting, 

although it was a good brainstorming session, we were not as productive as planned since we did 

not complete the sprint planning session in a timely manner. Following our pivot in the project, 

we realized that we could improve our communication with professors when seeking guidance in 

order to have more in-depth discussions. 

To address the issue with Jira tracking, we would begin updating the Jira board more 

frequently during the sprint, ideally after every daily stand-up, to ensure that our current and 

future actions aligned with the bigger picture planned out in Jira. Additionally, we planned to 

place more emphasis on task and story prioritization during our Jira sprint planning sessions 

moving forward. 
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7.5.2 Weekly Summary 

This week, the team worked on the MQP paper, adding sections and subheadings that 

detailed the techniques and research we have implemented thus far. We started a thorough 

editing process over the already written sections and made changes to improve the paper's 

accuracy and flow. We created the initial models for determining whether a consumer would 

engage in prolonged inactivity. This required data reformatting, cross-validation, and model 

accuracy evaluation. SVMs, decision trees, and random forests were all tested. From each of 

these models an accuracy score and MCC score was determined based on the confusion matrix 

results. The confusion matrix shows the distribution of classification compared to the true 

classification of the data.  

The matrices–as shown in Figure 13–show the number of real terminated classes and real 

non-terminated (or currently active) accounts used to test the model by the sum of the true 

positive predictions (top left sector) and the false negative predictions (top right sector), and the 

sum of the false positive predictions (bottom left sector) and the true negative predictions 

(bottom right sector) respectively. The predicted classifications–shown on the X-axis–show the 

total number of feature vectors categorized as terminated (sum of true positive and false positive) 

and non-terminated (sum of true negative and false negative).  An ideal confusion matrix has a 

low proportion of false positives and false negative predictions.  

Each model generated an average accuracy of 68-70% with three periods' worth of data 

per customer (n=9770). We developed a stochastic gradient descent classifier model, SGD, that 

predicts whether an account will churn in the next month given the historical data and a linear 

regression model that predicts the life span for each account version ID.  The team was able to 

create a function that generates segments of customers based on any unique attribute, which can 

be standardized and fed into various Machine Learning models. This breakthrough allowed us to 

connect the data containing customer segments to the ML model by breaking down the data 

frame of customer information into their respective segments and then converting the data frame 

to the required form for the ML model. 
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Figure 13: Aggregate Confusion Matrices of Classification of Account Status Given First 3 Active 

Periods (n=9770) 

Note: The color and number in the confusion matrix sector indicates the number of data points that follow into that 

category.  
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productivity and generate new ideas or solutions to blockers. The team has developed a high-

level understanding of our project goals and process that has allowed us to integrate the feedback 

of our stakeholders into our methodology. Overall, the team has shown proficiency in identifying 

which paths may work and which are not viable and having the capability to cut our losses when 

we realize that something is not working to restructure rather than to waste time and resources on 

unsuccessful paths, especially with the limited time remaining in the term. 

The team could improve on reducing the number of points we assign to a single sprint as 

we have noticed that we often overfill our sprints which often leads to a number of stories 

remaining incomplete at the end of the sprint as we lack the time to get to all of them. With 

Sprint 4 being longer than usual with the addition of 2 days from the previous week, we were 

able to complete a majority of our sprints, but we still recognized how overfilled our sprint was. 

We could also improve our prioritization and focus of specific tasks/stories to see them through 

to the end in a timely manner. We noticed that we had been planning and discussing completing 

a sample code pack to be sent to SaaSWorks at the beginning of this sprint, but we did not get to 

it until the final day of the sprint. 

The team will focus on learning and accurately estimating our work capacity, especially 

as our final sprint approaches, we will carefully plan our Jira board to ensure that we can 

complete all necessary sprints before our deadline. We plan to prioritize tasks and stories in order 

of importance rather than picking and choosing which stories to approach first as previously 

done. We may assign due dates for particular stories rather than allowing the full length of the 

sprint to complete important issues. 

7.6.2 Weekly Summary 

During sprint 4, the team prioritized technical and documentation finalization efforts as 

deadlines approached with the end of the term being a few days away. We worked on writing the 

remaining chapters in the paper and making final edits before our 12/2 deadline to submit the 

first draft. We wrote and edited the Abstract, Introduction, Research, Business Value, and Risk 

Assessment and parts of the Methodology Software Development Environment chapters. We 

continuously updated the Software Development chapter, Jira board, and Implementation 

Documentation spreadsheet as well. On the technical side, the sprint initially focused on cleaning 

up some of the spaghetti code and making sure the code is flexible enough for the other team 
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members to run their analysis without having to reinvent the machine learning wheel. For the 

latter half of the sprint, we worked on a new angle of the process by changing the question that 

the model was geared towards. Initially, it was "based on the first n months, does a given account 

demonstrate behavior closer to a terminated or active account". We changed it to "given the 

LAST n months...". The change of context resulted in better accuracy–see Table 15 and Figure 

14–and a model that should be better suited for the goal of the project. The confusion matrices in 

figure 15 Additionally, this should allow for SaaSWorks to essentially use the data in a "rolling 

window" setting where the data for each account can update every month as the prior context 

was static and would not change with time. We worked on analyzing the effects that PCA had on 

the new data. It appears that the dimensionality reduction is also reducing the accuracy in 

comparison with just using the full feature set (which is of a significantly higher dimensionality). 

The team also worked to resolve the imbalanced training for churn prediction at the account 

version level–i.e., when accounts churn and return at an irregular, periodic interval instead of 

when accounts churn and are not reactivated–by applying an oversampling technique and 

creating a deep learning model. The deep learning model (ANN with 5 hidden layers) resulted in 

a MSE of 11. In context, this indicates that on average the model was off by +/-3.3 months. As 

the average account will only be active for approximately 8 months before it will churn, the MSE 

was deemed too high by the team and SaaSWorks. The maximum MSE for acceptance was 

defined as approximately 4 (or +/- 2 months).  

 We developed a better way of segmenting customer data to fit the ML model, which 

involved creating functions for this and worked towards saving the output of ML models for 

each segment and saving their confusion matrices. Additional work was done by the developers 

to complete the writing of comments and documentation for existing classes, and then uploaded 

to Github. 

Overall, it was a successful week with most of our planned stories being completed. We 

sent a Current Status and Final Milestones update and a Code Snapshot to SaaSWorks for them 

to evaluate our progress before we submit our final deliverables on 12/8.  
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Figure 14: Aggregate Confusion Matrices for Classification Models (n=49992)  

Note: The color and number in the confusion matrix sector indicates the number of data points that follow 

into that category.  

A number of models were developed during this sprint to visualize our findings and 

outcomes of the project thus far. As shown in Figure 15 - the Aggregate Confusion Matrices use 
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Figure 15: Covid Pandemic Impact on Active Accounts in Different Locations 

 

 

 

Figure 16: Confusion Matrix for the Stochastic Gradient Model 
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made great strides to make the necessary adjustments and additions to the code and paper as 

advised by our sponsors and advisors with a quick turnaround time. Regarding prioritization, we 

made notable improvement in time management of the remaining issues on Jira to approach 

deadlines with ease. This was made possible through proficient story point estimations and equal 

division of work. The Code Snapshot delivery to SaaSWorks went smoothly as we were able to 

engage in an open dialogue about the data feature set and logic behind model selections. By the 

end of the final week, the team was able to finalize the paper, complete the debugging process, 

and push the final code to GitHub. The areas of improvement that the team could touch on 

include maintaining a consistent format throughout the paper to maintain uniformity for 

comprehensive reading. During the editing process, the team could have expressed better 

feedback internally for more concise and precise edits. To counter the issue of inconsistent 

formatting from individual teammates compiling their work into one document, we were able to 

establish a style guide that all could follow. 

7.7.2 Weekly Summary 

This week the team's priority was to make finalization efforts to the project in terms of 

writing, editing, and formatting the paper to accurately reflect our development process. We 

focused on the writing, editing, and updating of the table of contents, the Abstract, Executive 

Summary, Methodology, Software Development, Business and Risk Analysis, Future Work, and 

Conclusion chapters. Additionally, the team rewrote the classification model descriptions in the 

Research section and added significant information to the ML, Assessment, Software Testing, 

and a few other areas of the paper. We finalized the program features to be delivered to 

SaaSWorks. On Wednesday, there were a couple last requests that had not yet been 

implemented, so work was done to bring those into existence – specifically, decision tree 

visualization, formatting outputs to be readable, addition of more CLI arguments, adding 

additional documentation both in the code and as a README. A description was written for 

every model used and tables were created within the Software Development section to list every 

user story worked on during every sprint. The team updated the visuals for the number of active 

accounts vs churn rates graphs by replacing the location names with a simplified format of 

“location n". We spent some time editing the output of a function that potentially may be pushed 
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to production as well, but overall, the main focus of the team was the completion of the project in 

its entirety. 

 

7.8 Product Burndown Chart 

Total Completed Story Points: 114 

 

Burndown charts are visual information radiators that display the work that is projected 

to be completed in a sprint in handwritten, drawn, printed, or digital display that enables users to 

monitor the status of a project. Agile teams use burndown charts to visualize how much work has 

already been completed, how much work still needs to be done, and how much time is remaining 

to finish it. The graph "burns down" to zero on or before the last day of the time period as tasks 

are completed (Lucidchart, 2020). 

The Product Burndown chart in figure 17 represents the team’s progress throughout the 

sprint cycles in completion of the development and documentation of the predictive model. The 

chart highlights the incremental increase of user stories assigned as the team gained further 

insights and capabilities to contribute to all aspects of the project. This allowed the team to more 

accurately estimate story points and complete more stories in a given sprint toward the last two 

sprints as compared to the initial sprints.  

There were 51 remaining story points that were not completed. These are from 

abandoned user stories due to the pivoting the team experienced throughout the project as time 

progressed, and specifications were defined. These user stories were concluded to be no longer 

relevant or progressive towards the stakeholders’ goals, so the team ceased working on them and 

the story points were disregarded in pursuit of more impactful issues to complete. The 114 story 

points completed were crucial to the development of the project. 
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Figure 17: Product Burndown Chart 

7.9 Software Testing  

The machine learning models were tested against models of similar type (either 

regression or classification). Each grouping of models was trained and tested using the same 

randomly chosen to split five times utilizing K-Folds Cross Validation (k=5). After each 

sequence, the accuracy and MCC scores were recorded. After all five sequences, the metrics 

were averaged for each model and then compared to select the best model as determined by the 

MCC score with accuracy as a tiebreaker. The results for Cross-Validation comparisons can be 

found in Appendix B. 

The best model was then cloned as a cleaned, unfitted model and then provided 75% of 

the feature set and then tested with the remaining 25% of the data set using permutation feature 

importance to determine the impact of each of the features. Each feature was withheld from the 

dataset 30 times and the delta in the MCC was recorded and averaged to determine the impact 
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the feature had on the predictive power of the best model. The full results of the feature 

importance for the overall most effective model can be found in Appendix C.  
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8. Business and Project Risk Management 

SaaSWorks is working to strengthen and maximize the growth of their clients’ businesses 

by identifying which of their KPIs most correlate with their CLTV and CLR. With these metrics 

that they clean, organize, and concisely report to their clients’ CFOs, SaaSWorks wants to have 

the capability to make accurate predictions of which customers are at a high risk of churning and 

in what period they are expected to churn. SaaSWorks will use this information to make 

suggestions to their clients about which customers should be sent Nudges at which specific times 

in order to influence them to continue doing business with the company and reduce their risk of 

churn. SaaSWorks needs these Nudges to be backed up by comprehensive data analysis, 

modeling tools, and logic rather than a black box that makes suggestions to no explanation. With 

the development of a Predictive model designed to do just this, the goal is that these Nudges will 

be sent with accuracy that will yield a significant impact on the churn rates of a SaaSWorks 

client and thus increase the CLTV and CLR of that company. The value of this project lies 

within the Predictive model producing viable results for a SaaSWorks client in the form of 

increased CLTV and CLR which will encourage the growth of the company. These capabilities 

are expected to increase retention and willingness to spend of a SaaSWorks client. 

  The success of this project will be beneficial to all stakeholders, the SaaSWorks clients 

whose data is applied to the model, and SaaSWorks itself. As their clients experience company 

growth through increased CLTV and decreased customer churn rates, SaaSWorks will 

sequentially increase their own customer lifetime value as clients realize that their services are 

beneficial and worth long-term customer retention. SaaSWorks clients who may have been at 

risk to churn will disregard the idea of dropping their services once they experience revenue 

growth unattainable without the intervention of SaaSWorks. Other companies and competitors of 

clients who are unfamiliar with SaaSWorks services will recognize the growth of their clients 

through market research and seek similar outcomes. Upon the realization of their inability to 

produce the same results without the expertise and specialized tools that SaaSWorks provides, 

they too will inquire about their services, contributing to the growth of the startup. 
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8.1 Risk vs Reward 

Although there are high-value stakes associated with this project, there are risks that 

should be considered as well. With SaaSWorks being in its early stages as a startup, the risk of 

failure is always present as the company works overtime to establish itself as a high-value SaaS 

company. As explained by a SaaSWorks co-founder and the CTO, “There is always another 

company willing to outwork and outsmart you, so focus on time to value and time to market 

rather than a work-life-balance which you will have plenty of time if your company fails” 

(O’Neill, 2022). SaaSWorks is constantly trying to develop services that will differentiate itself 

from other SaaS providers in terms of accuracy, accessibility, and results. There are many 

opportunities for failure that SaaSWorks must avoid or overcome, varying based on the 

outcomes of this project. 

The development of this predictive model will increase the value of the services that 

SaaSWorks offers by providing a tool that enables near-automated identification of the KPIs and 

metrics most correlated with CLTV and CLR that can be applied to the business data of any 

generic client regardless of their industry or target customers. Doing so will progressively 

increase the revenue of SaaSWorks as they diversify their offered services with the introduction 

of this model specifically designed to drive business growth and improvement. This service will 

objectively hold more value to all stakeholders – SaaSWorks clients and SaaSWorks – as it will 

have a direct and real-time impact on company performance and bottom-line profitability for 

both parties. “The bottom line refers to a company’s net profits after deducting its cost of goods 

sold, fixed overhead and administrative expenses, interest charges on loans and other debts, 

depreciation and amortization charges, and federal, state, and local income taxes” (Woodruff, 

2022). Companies generate this value for shareholders who find importance in its ability to 

“emphasize the actions that influence a company’s net income or net profits. It is the concept that 

makes companies consider their social and environmental factors besides their financial 

performance” (WallStreetMojo, 2022). SaaSWorks ability to positively impact the bottom line 

will make it a valuable asset to businesses in all industries. 

Upon the successful creation of this Predictive Model, it will be “productized into a 

configurable and repeatable product feature-set” (O'Neill, 2022) that will impact clients’ 

willingness to pay for their software services as a direct result of the increase in revenue that 
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clients experience by using the software. Willingness to pay is the maximum amount of money a 

client would sacrifice in exchange for the software service. The best way to improve willingness 

to pay is to improve their service quality and/or variety. The success of this project will increase 

the effectiveness and demand of the SaaSWorks services, fulfilling both the quality and variety 

aspects of their Willingness to Pay variables. As their clients experience the benefits of their 

services, SaaSWorks will gain new customers through referrals and marketing. This influx of 

new customers will drive sales and increase revenue for SaaSWorks alongside their clients.  

To counter the risk of possible project failure if undesirable outcomes are reached, it is 

understood that in consideration to the limited time allotted for development, setting the model 

up correctly to be generalized enough to fit various data sets while concisely identifying the 

unique KPIs associated with CLTV and CLR for each company is far more important than the 

outputs that are produced. 

8.2 Risk Culture 

“Risk culture involves values, beliefs, knowledge, attitudes, and understanding of risk 

shared by stakeholders associated with a business. It encapsulates the amount and type of risk a 

business is willing to accept in pursuit of key objectives” (Adamson, 2022). SaaSWorks 

approaches risks rationally and highly calculated, with every possible outcome extensively 

researched and evaluated to plan for optimal results. Through taking risks moderately, 

SaaSWorks is dedicated to doing the research, analysis, and work that many companies know 

they need to do, but simply cannot manage financially or through labor hours. They evaluate 

each prospect for their data compatibility and completion before embarking on the project and 

devoting their time and resources. The SaaSWorks team leverages the risks of their work on their 

meticulous solution platform, whose value will ideally speak for itself through the generation of 

high ROI (O’Neill, 2022). Their risk culture is healthy and within reason, meaning that 

SaaSWorks has laid a good foundation of company discipline and decisiveness that will benefit 

them in the long run. 
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8.3 Additional Risks 

8.3.1 Operational Risks 

Operational risks are those associated with “the risk of losses caused by flawed or failed 

processes, policies, systems or events that disrupt business operations” (Morgan, 2021). The 

operational risks of this project are associated with the potential loss of the investment of time 

and resources dedicated to testing and customizing the model to suit SaaSWorks service 

specifications, merging the model with SaaSWorks software, and introducing it to the catalog of 

SaaSWorks services if the model fails or produces inaccurate outputs.  

If the project does not achieve the success that is expected, meaning that the model does 

not accurately identify key KPIs most impactful to CLTV and CLR, or if the Nudges it suggests 

do not deliver significant improvements to company growth, SaaSWorks will be at risk of their 

own CLTV being lower than anticipated. This may potentially result in revenue loss for 

SaaSWorks due to client churn if they are not able to deliver suggestions that result in client 

improvement and growth. SaaSWorks already provides services that analyze and organize their 

clients’ data into a more concise and easily accessible format for increased company 

understanding. However, in pursuit of growth, SaaSWorks must bring their business to the next 

level by introducing a service that applies their data analytics to real-time business performance 

to make recommendations that will positively influence future revenue and growth. As a start-up 

SaaS business, SaaSWorks recognizes that having the capability to impact a client’s bottom-line 

income is necessary to retain long-term customers and establish themselves as a high-value SaaS 

company. It is especially important that SaaSWorks assists their clients in generating substantial 

growth and establishing business playbooks that align with healthy KPIs during the first year of 

receiving their services.  

8.3.2 Security Risks 

The security risks pertain to the sensitive client data that SaaSWorks has access to, which 

they cannot allow to be breached or shared. They have taken extensive precautions to mitigate 

this risk during the development cycle in the form of NDAs, which all team members have 

signed.  The use of virtual desktops has been put in place to ensure that the data will be secured 
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and, reduce the chance of confidential information being transferred or manipulated between 

non-SaaSWorks servers. All team members and advisors privy to the project plan have agreed to 

uphold the security measures established and to never take information from the SaaSWorks 

systems or discuss it with others not directly working on this project without clear permission. 

8.3.3 Market Risks  

The current market for analytical data lacks the tools to automatically create predictive 

models on a variety of data sets. If the project is successful as planned, SaaSWorks will possess a 

powerful data analytics and predictive modeling tool considered to be the holy grail of business 

analysis. It will attract numerous subscription companies to SaaSWorks seeking their services for 

the results they produce. This will bring market awareness to their unique services and inspire 

potential competitors of SaaSWorks to replicate their services and challenge their market share. 

This could potentially risk SaaSWorks losing current or potential clients if their competitors are 

successful in recreating their services and providing them at either a greater value or lower cost. 

SaaSWorks can overcome this risk by competitively pricing their services while maintaining 

high-value results with consistent accuracy and satisfactory delivery to their clients. 

8.3.4 Accuracy Risks  

In this industry of data analytics, accuracy is an extremely important component of a 

company’s services that contribute to the value of the company. Any Nudges sent to SaaSWorks 

clients which are based on inaccurate analytics will be useless to the client as they cannot 

generate any meaningful results or contribute to the growth of the company. Since they do not 

precisely represent the dataset, inaccurate analytics will identify insignificant KPIs or make 

unnecessary oversights that will yield no value to a SaaSWorks client. To avoid such 

miscalculations, SaaSWorks stresses the importance of utilizing modeling and Machine Learning 

(ML) tools designed and tested specifically to find trends inconspicuous to the human eye to 

avoid human error. ML is constructed on a self-sufficient operational model and updated as 

needed to facilitate software programs and systems that enable the analysis of substantial 

datasets to present to clients through faultless experiences. 
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Within the umbrella of accuracy risks, this project is subject to risks of overfitting, the 

precision of time, and customer identification. In terms of overfitting, like SaaSWorks services, 

this model must be generalized enough to be applicable to any variety of business models if they 

fit certain criteria for the data being observed. The model must simultaneously have the 

capability to adjust to the specificities of certain businesses while maintaining a level of 

precision and accuracy in the outputs and Nudges suggested. It is important that the customers 

who are at high risk of churn are identified correctly and as soon as possible so that the proposed 

Nudges can be sent out in a timely manner to allow clients to prepare impactful outreach 

messages before the customers are lost. The precision of the time sent is a large factor in the 

success of these Nudges; because if the Nudges are sent too late after a customer has been 

identified as being at risk of churn, the customers will more than likely have churned already. If 

they are sent out too early before a customer is officially at risk of churn, then the Nudges will 

have no effect on customer retention (O'Neill, 2022). 

8.3.5 Financial Risk 

The financial risk may arise if SaaSWorks makes a large investment into this project in 

anticipation of company growth that does not live up to its potential. However, “as an early-stage 

startup, there are various investments SaaSWorks will make knowingly at a financial loss with 

the assumption the technology we build will provide future benefits and profitability.” (O'Neill, 

2022). All previously mentioned risks have connections to financial risks. This risk can be 

mitigated by SaaSWorks precisely and extensively producing, testing, protection and distribution 

of the model and data involved. 
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9. Assessment 

9.1 Business Learnings 

As the WPI MQP team was fully assimilated into the SaaSWorks working system, the 

team was able to dive into an invaluable learning experience that provided us with insights into 

how Data Analytics companies operate in the FinTech Industry. The importance of data analytics 

was soon revealed to the team as having the capability to gain valuable insights into business 

operations that help businesses uncover hidden opportunities and threats, support informed data- 

driven decisions, and provide a competitive edge to companies utilizing this tool in the market. 

As the business world reaches new levels of growth and advancement in today's fast-paced and 

data-driven market, data analytics will continue to be a vital and powerful tool to help businesses 

uphold their relevance. 

 The team learned how a well-functioning team should operate through our use of the 

Agile Scrum framework which proved to be useful on the platform Jira during our explorative 

development process. We utilized the configuration and personalization functionalities to 

thoroughly plan our project using epics, user stories, and child issues. These issues were assigned 

to one or more team members to ensure that a team member is responsible for every detail of the 

project. The team embraced the ability to create and remove stories as needed and track progress 

using story points within each sprint cycle. We found that consistently updating the Jira board is 

crucial to ensure that everyone is on track and making meaningful progress while upholding the 

priority commitments that impact the direction of the project the most. 

 The significance of effective stakeholder analysis and engagement in the form of 

systematic identification, analysis, planning and implementation of actions designed to influence 

stakeholders was recognized as the project specifications and goals were more clearly defined.  

Our consistent communication with our sponsors played a vital role in ensuring that their 

business needs actualized within the constrictions and scope granted. By continuously updating 

sponsors with a detailed overview of current progress and goals, the team was able to achieve a 

comprehensive understanding of the project that enabled increased efficiency through the precise 

and relevant feedback from those updates (APM, 2022). 
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The implementation of a hybrid workflow suited the team’s work style by involving open 

collaboration and promoting synergy. The balance of in-person and remote meetings allowed the 

team to work on individual tasks from respective offices then reconvene to combine ideas and 

participate in sponsor and advisor meetings together. 

9.2 Technical Learnings 

 Throughout the project term, the MQP team had to develop new and improve upon 

current technical skills to accomplish the project goals set. The team had to improve their Python 

and SQL skills in order to adapt to the large amount of data being manipulated. There was also 

much for the team to learn in the ways of machine learning. This initially included research into 

which models would be ideal for our use case but extended into research model evaluation 

metrics, visualizing models, and understanding their reasoning. 

9.2.1 Data Management in Python 

The first thing the team was prompted to learn was PostgreSQL, the relational database 

system which SaaSWorks used to contain all of the data relevant to the project. Initially the team 

had to form a basic understanding of the PostgreSQL system to set up a database connection in 

Python. Once this was learned the team could begin the next steps of pulling data from the 

database and working with it in Python. To accomplish these next steps, the team needed to be 

well versed in SQL. Code for filtering data in SQL was much easier to write than filtering in 

Python. Because of this, the team realized that investing time into improving their SQL skills 

would save working time and computation time from filtering data in Python. Another factor 

pushing the team to improve on their SQL was that the data set was so large the queries had to be 

detailed enough to filter for need-specific data, which pushed the team to learn how to write 

more detailed queries.  

 Once the data was stored in Python, the team used Pandas to manipulate the data for 

analysis. Pandas is a data management Python library that has functions for cleaning, 

manipulating, analyzing, and exploring data. Pandas is the same library used by SaaSWorks 

themselves. Because varying analysis methods and use cases required data in different formats, 
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being knowledgeable on the different methods included in Pandas allowed the team to complete 

different types of analysis. 

 The team also had some key takeaways from working with a large dataset. Given that the 

working dataset was so large, there was not enough random-access memory on the virtual 

machines being used to load the dataset all at once. Additionally, computations done on larger 

sets of data take far too long to run. For these reasons the team had to find a way to extract a 

portion of the data that is still representative of the majority. Any sample taken from the dataset 

may also need to maintain the same distribution as the original dataset to understand the true 

value of the data. One method the team learned for filtering data was to use random sampling. 

Random sampling pulls an unbiased subset from the data set to run computations on. To test the 

validity of each random sample multiple random samples are taken and the results are compared 

against one another. When the model or analysis being done onto the random set changes, 

recreating tests with the same input would not be possible without random seeding. Random 

seeding saves the seed used to generate the random data set meaning the same random set can be 

generated multiple times. This can be used to test the same dataset on multiple models with the 

dataset remaining random. 

9.2.2 Machine Learning 

 Prior to the project term, the team had minimal knowledge in the field of machine 

learning but were knowledgeable enough to dictate what further knowledge to pursue to achieve 

the project's goals. To begin, the team had to learn about various machine learning models to 

identify which would be ideal for their use case. The two model types chosen for analysis were 

classification and regression. Classification models classified customers as exhibiting behavior 

similar to churning or not churning customers. Regression models could detect relationships 

between variables, identifying key performance indicators in our case. 

 Through further knowledge discovery and meetings with professors the team picked four 

classification models, decision trees, random forests, support vector machines, and stochastic 

gradient descent as well as two regression models, multivariable linear regression, and a 

multilayer neural network. After learning how to best fit the data for these models they 

experimented to optimize the results. Initially the team used accuracy as an evaluation metric and 

assumed that models created with high accuracy were always useful. The team knew there were 
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further steps to be taken to validate the results of the trained models. Accuracy accounts for 

overall correct predictions but fails to consider how the model is guessing. As, on a normally 

distributed dataset, a classification model could be correct half the time by solely choosing one 

classification for every piece of data. It was only after generating confusion matrices, showing 

both sides of the binary classification, that the team learned this fault with accuracy. After 

researching this problem, the team learned to use another metric, Matthew’s coefficient, to 

evaluate the models. Matthew’s coefficient prioritizes both sides of a binary classification and 

gives insight into if a trained model has solid reasoning behind its classifications. 

 Through further testing and experimentation with the models, the team learned the effects 

of formatting how the data was imputed to the models. This was a key learning moment as the 

team realized that the way they formatted the data changed the questions they were looking to 

answer with machine learning. The models went from answering the question of “will this 

account ever churn?” to “given the last n months of data, does the customer exhibit behavior 

more like an active customer or a terminated customer?” simply by discovering new ways to 

present the data to the models. The team also learned that a model's performance will change 

depending on how much data is inputted, meaning the team had to find the optimal amount of 

data. Too little might give low accuracies but requiring too much customer data may limit the 

potential customers that fit that criterion.

10. Future Work 

Given that this project contained a large amount of research and experimentation, there is 

a significant amount of future work that could be done to improve and build upon current project 

structure to increase the efficiency of the aforementioned processes and further determine the 

true effectiveness of the program when implemented. 

10.1 Increase Data Granularity  

One of the simplest changes to the project that could result in better findings is changing 

the granularity of the data from monthly to weekly. The customer data given to us by SaaSWorks 

was split by month, but the team believes weekly data would have allowed for better and more 
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accurate trend identification as a higher level of detail could bring to light new behavioral 

patterns. To summarize, more useful data is more useful. 

10.2 Implement a Shared Schema 

One change essential to future work on this project is an editable database. The main 

benefits of an editable database are saving data tables, eliminating the need to run SQL queries 

multiple times, and creating columns or derived fields in the database.  

The current process requires users to import data to Python using a SQL query. The data 

is then cleaned, analyzed, combined with other query results, reformatted, and then tested in 

Python. Depending on the complexity and size of the query, it could take from a few seconds to 

ten-plus minutes. As developers needed to test the system repeatedly to verify results and test 

functionality, this consumed significant time. 

The solution used by our developers was to limit the queries to fewer data points. This 

solution is unideal for multiple reasons. First, a reduction in the data set could accidentally 

exclude significant patterns or data points to which the models are never exposed. When limiting 

the queries before segmenting the customers, it is often the case that the resulting data frames 

would not have any or enough of either churned or active customers, which is not enough data to 

train the model. Additionally, it became harder to replicate bugs as processing larger and larger 

datasets included significant downtime while the program waited on results. When a bug does 

not occur with a small subset but only with a sufficiently large set, a day of development may be 

wasted due to waiting on SQL queries and manipulation. Overall, our developers found that 

losing time to running queries was inevitable and mitigated as best as possible. With an editable 

database, queries would still need to be run, but the query would no longer have to filter through 

any data. It would just need to get the information from a saved table which would greatly 

decrease the queries run times. 

10.3 Project Management 

The project would also benefit from future work in certain project management aspects. 

When conducting research or testing, often, group members would be far too focused on their 
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individual tasks and lose sight of how their work connects to the project goals. It was not until 

later in the term, when creating a current state project summary for stakeholders that the team 

recognized the importance of collaborating to create write-ups summarizing our understanding of 

the project and what the team had accomplished. The team had initially avoided these as it was 

assumed to be more working time lost to planning, but the activity refocused the team and 

enabled more effective collaboration that typically saved more time than it cost. The project 

summaries improved the quality of feedback the team received from stakeholders. By providing 

SaaSWorks with a detailed overview of current progress and goals, they gained a more 

encompassing understanding of the project and, in return, provided more relevant 

recommendations. 

10.4 Increasing Interpretability 

Future efforts should be directed toward developing more interpretable outputs for the 

model's reasoning. There will always be a tradeoff in machine learning between precision and 

accuracy and interpretability. Typically, if a model is more generic and its reasoning can clearly 

be understood, it will likely suffer from being less accurate than a model which has a more 

complex way of making a classification. Choosing the ideal model depends on a client's needs 

and improving the way a model is evaluated will help find those ideal models. This effort falls 

into the field of transparent AI, which aims to generate robust models capable of near-white-box 

reasoning. 

10.5 Forecast Testing 

The most important piece of future work would be the real-time testing of predictive 

results. Although the team can test the accuracy of models on past data, the only way to 

determine the prescriptive power of the models and fine-tune the system is to apply the model to 

real-time data and then conduct the true predictive accuracy on a customer set. The team would 

verify that the customers identified as at risk of leaving would leave without intervention. It is 

important to note that many churning customers could just be seasonal. To verify a permanent 

churn, SaaSWorks would wait thirteen months as this was the time defined that a customer must 
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be inactive before being considered terminated. If the model was verified as accurate in 

determining customers likely to churn on this imaginary future set, it could then be applied to 

identify future behavior.
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11. Conclusion 

11.1 Method Applied 

Over the course of this project, the WPI MQP team worked in collaboration with 

SaaSWorks to analyze the relationship between customer account data and customer retention, 

and then leverage the analysis to generate systems capable of detecting customer loss before it 

occurs. To achieve this goal, the team applied several tools–recency, frequency, monetary 

analysis on customer lifetime revenue, aggregate statistical summary, correlation analysis based 

on a timeframe, Principal Components Analysis, and plotting graphs of churn rate and number of 

active accounts over a given time period. The team also built up several machine learning 

models–Linear Regression, Support Vector Machine, Decision Tree, Stochastic Gradient 

Descent, Random Forest, and Multi-layer Neural Network–to predict the lifespan of an account 

version id and whether it tends to churn in the nth month.  

11.2 Result 

Overall, the team was able to generate a process and software for generating models 

capable of classifying accounts as “exhibiting behaviors of a terminated account or not” based on 

the provided historical data from SaaSWorks. The software can then identify currently active 

accounts with a specific probability – as defined by SaaSWorks for their particular need – of 

being more like a terminated account than active. From there, additional incentives can be 

applied to bring the customer back to the SaaSWorks client. Additionally, the application can 

identify the significant factors corresponding to that prediction. 

However, the exact relationship of the features to the final prediction of the most accurate 

model cannot be determined at this time due to an apparent nonlinear relationship between the 

most significant features, such as recurring revenue, and the rest of the feature space.  

The data does not always provide the answers analysts expect.     

               

connection to the churn rate. However, in correlation analysis-based aggregate by period start 
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date, no variable has a significant correlation with churn rate.     

              

           

The team gained insights from graphs plotted for analysis. Based on the graph of the 

churn rate and number of active accounts, the Covid-19 pandemic impacted the business of the 

subscription-based classes as in about March 2020 churn rates spiked suddenly, and the number 

of accounts dropped like a valley. The development team also performed a recency, frequency, 

and monetary analysis. From the result, most customers had activities in the last 100 days, and 

the majority paid less than $2,000 in total as of the final period in the dataset. 

To predict the life span for each account version ID, developers applied linear regression 

and multi-layer neural network models and got mean squared error metrics of about 16 and 11 

for the test. The team also used random forest, decision tree, support vector machine, and 

stochastic gradient descent models to analyze whether an account version ID would churn in its 

nth month. Based on the confusion matrices, those models present good accuracy at predicting 

true negative but not true positive labels.  

11.2.1 Segmentation of Customer Base 

Identification of impactful customer segments enables businesses to focus on 

advertisement, recruitment, and incentive to encourage the growth of that customer subset. One 

metric useful to subscription businesses is a customer’s recency, frequency, monetary value 

score (RFM). This metric is used to group customers based on their value to the business, a 

customer with the highest RFM score had most recently interacted with the business, interacted 

with the business the most frequently, and provided the most revenue to the business. This 

project defines Recency as the customers' last month with the business, frequency as the 

customers attendance rate multiplied by their lifetime, and monetary value as a customer’s total 

amount spent with the business. 

Customer segmentation, by definition, brings together very similar customers, which in 

this project caused several issues. When segmenting by RFM, it was noticed that segments with 

lower RFM scores consisted of only terminated customers while segments with higher RFM 

scores consisted of only active customers and, therefore, could not be analyzed by the machine 

learning models as it was a single classification. Another issue with RFM segmentation is that 
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the initial calculation used for RFM included aggregate data from a customer’s whole lifespan. 

This variable could inflate the model's accuracy if the model was only supposed to have data 

from a certain set of periods. The customers were also segmented by various categorical 

variables, with models being trained, run, and evaluated on the segmented data (see Appendix 

D). For other segmentation types, it caused drastic imbalance issues that required additional 

metrics to properly evaluate the results. Additionally, oversampling was utilized to combat this 

but added computational expense and possible overfitting on the minority class as it repeated the 

same data points. 

11.2.2 Putting Data in Context of Time 

To set up a new column as churn rate where the WPI MQP team segmented the data by different 

time periods and formed a timeframe. The developers hoped to see the correlation between churn 

rate and variables, and they hypothesized that the attendance rate, average recurring revenue, and 

periods could have a strong connection with churn rate. However, the heatmap of correlation 

analysis in figure 18 did not provide the expected insight of data. The columns with high 

correlation were the results instead of reasons of churn rate. 

 

Figure 18: The Heatmap of Correlation Analysis 

 

Enlightened by the meeting with sponsors, the developers recognized that the COVID 

pandemic might affect data. To prove this assumption, they plotted the graphs illustrated in 
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figure 19 and 10 with time periods against the churn rate and number of active accounts for 

different locations. 

 

Figure 19: Time Periods Against the Number of Active Accounts 

 

 

 

 

Figure 20: Time Periods Against the Churn Rate 

 

 

As the graphs shown, COVID-19 impacted the churn rate and number of active accounts 

for classes between Jan and Jul in 2020, and the data was thus affected. 
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11.2.3 Relationship with Customer Lifetime Revenue 

As the data provided to us from SaaSWorks was a subscription-based company that 

primarily charged flat fees (based on locality), it was identified early on that the greatest impact 

on an individual’s lifetime revenue was their lifetime and not the amount or expense of the 

product they purchased as it could be in traditional business models. The focus in descriptive and 

predictive analytics gravitated towards identifying factors and relationships influencing customer 

lifetime. The team approached this from both a regression and classification perspective.  

On the regression side, developers worked to accurately predict how long a customer 

would maintain their subscription before permanently terminating. To achieve the goal, the 

developers aggregated data by account version id, set the maximum of the period since joining as 

labels, and applied Multi-Linear Regression (MLR) and Multi-Layer Neural Network (MLNN). 

Mean Squared Error (MSE) was the chosen metrics to test these two models. The average MSE 5 

5 MLNN models was 10.7140, and the mean MSE for 5 MLR models was 16.6334. A good 

MSE value should be closed to 0. Compared to the range, from 0 to 29 months of lifespan, these 

predictions indicated success for answering this question. 

For the classification approach, the question was initially phrased as “given the first n 

months of data, does the customer exhibit behavior more like an active customer or a terminated 

customer.” This showed significant success–see Table 18 for comparison to other queries and see 

Appendix B for full table of results–and led to further analysis of the data to determine what the 

underlying behavior was that produced this relationship. However, after the results of that 

analysis, the question was rephrased to “given the last n months of data, does the customer 

exhibit behavior more like an active customer or a terminated customer.” This reformatting of 

the data resulted in a significant increase in accuracy and MCC score; see Appendix B for 

specific results of all classification models. Logically, this makes sense, as one would expect the 

most recently captured behavior of accounts to be more variance between active and terminated 

accounts than in the beginning when accounts appear to act in similar patterns.  

The model training and testing results indicate that random forest is typically the most 

effective model for the dataset provided as it consistently scored the highest accuracy and MCC–

see Table 18 for specific scores. When used in combination with the derived features of 

attendance rate and utilization revenue, random forests with entropy as the criterion marginally 
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Appendix D: State Segmented Confusion Matrix Model Evaluations 

 

State_10 Segment Confusion matrices for classification models (n=354)  
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State_3 Segment Confusion matrices for classification models (n=444)  
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State_8 Segment Confusion matrices for classification models (n=1057)  
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State_9 Segment Confusion matrices for classification models (n=319)  
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State_7 Segment Confusion matrices for classification models (n=397)  
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State_6 Segment Confusion matrices for classification models (n=1406)  
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State_1 Segment Confusion matrices for classification models (n=1004)  
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State_2 Segment Confusion matrices for classification models (n=1145)  
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State_5 Segment Confusion matrices for classification models (n=385)  



 

125 

 

 

State_4 Segment Confusion matrices for classification models (n=155)  
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Appendix E: Daily Stand-ups 

 
 

Sprint 0 Daily standups, Sprint Retrospectives, and weekly summary 
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Sprint 1 Daily standups, Sprint Retrospectives, and weekly summary 
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Sprint 2 Daily standups, Sprint Retrospectives, and weekly summary 
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Sprint 3 Daily standups, Sprint Retrospectives, and weekly summary 
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Sprint 4 Daily standups, Sprint Retrospectives, and weekly summary
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Sprint 5 Daily standups, Sprint Retrospectives, and weekly summary 




