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ABSTRACT 

 

Carbon is one of the most abundant non-metal elements in the world. The 

unique arrangement of electrons enables diverse properties and applications of carbon. 

Long before the discovery of C60 in 1985, which is now considered a milestone in the 

vibrant field of carbon nanotechnology, carbon has been a vital part of human history. 

It has been a key enabling material in many fields including aerospace, transportation, 

energy storage, electric devices, infrared sensors, etc. The report of fullerene triggered 

a feverish surge of interest and effort in the study of nanostructured carbon. Along 

with the discovery of carbon nanotubes (CNTs) and graphene nanosheets (GNS), the 

nanocarbon family has been extensively studied. However, controlled production of 

carbon nanomaterials with low cost and high efficiency and incorporation of 

nanocarbons to maximize their contribution in advanced applications still faces a lot 

of technical difficulties. 

      The objective of this work is to study and optimize processes to synthesize 

multiwall carbon nanotubes (MWCNTs) and GNS, and to apply GNS in 

nanocomposite anode materials for Lithium ion batteries (LIBs). Therefore, in this 

thesis, there are three main parts: (1) development of the post-processing method to 

obtain free-standing CNT arrays by the template-assisted chemical vapor deposition 

(CVD) method; (2) development of a synthesis protocol to obtain GNS by oxidation 

of natural graphite flakes and reduction of the resulted graphene oxides; and (3) 

fabrication of TiO2/GNS in core-shell structure by a static electric assembling method 

to improve anode performance for LIB applications.  

 

  



ii 
 

ACKNOWLEDGEMENTS 

This thesis was completed under Prof. Liang‘s supervision. During my five 

years of Ph. D life, she has been always giving me helpful advice, encouraging me to 

keep moving towards the destination, to complete this thesis. It was her who taught 

me to write articles in an academic way. Besides, she has also been helping me to deal 

with many other things in life—my Ph. D work could never have been done without 

her. I also want to thank Prof. Sisson, Prof. Zhenhai Xia and Prof. Mingjiang Tao for 

being my committee members. 

      I would like to thank all of my lab mates I have been working with: Huanan, 

Qiming, Rose, Sid, Meghan and Yinjie, etc. They helped me a lot in the lab, which 

made my progress towards my graduation much faster. 

      I would like to thank my parents, Guangquan Yao and Huimin Gu, they have 

been supporting me all these years. They always encouraged me when I was 

upset—no matter in work or in life, I love them both very much.       

      Finally, I want to dedicate this thesis to my grandparents who both passed 

away during the very first year I came to U.S. They brought me up, and they 

supported me both financially and spiritually when they were alive. I Hope they could 

see this in heaven. 

  



iii 
 

TABLE OF CONTENTS 

ABSTRACT .............................................................................................................. i 

ACKNOWLEDGEMENTS .................................................................................... ii 

TABLE OF CONTENTS ........................................................................................ iii 

CHAPTER 1: INTRODUCTION ........................................................................... 1 

Research Objective.................................................................................................................. 2 

Research Plan .......................................................................................................................... 2 

Thesis organization ................................................................................................................. 4 

CHAPTER 2: LITERATURE REVIEW ................................................................ 5 

1. Introduction to Carbon Family .......................................................................................... 5 

2. Carbon nanotechnology .................................................................................................... 6 

3. CNTs: synthesis, characterization and applications .......................................................... 9 

4 Graphene Nano Sheets .................................................................................................... 26 

CHAPTER 3: PUBLICATIONS ........................................................................... 46 

Paper 1: Purification and exposure of carbon nanotubes by a novel two- step method ........ 46 

Paper 2: An Optimized Method to Synthesize Graphene Nanosheets................................... 56 

Paper 3: Fabrication of TiO2-graphene composite for enhanced performance of Lithium 

batteries ................................................................................................................................... 65 

CHAPTER 4: CONCLUSIONS AND FUTURE WORK .................................... 82 

APPENDICES ....................................................................................................... 84 

Appendix 1: Measurement of Interfacial Energy and Friction between Carbon Nanotubes 

and Polymer Matrix by a Micro-pullout Test .......................................................................... 84 

Appendix 2: A Method to Evaluate the Interfacial Friction between Carbon Nanotubes and 

Matrix ...................................................................................................................................... 96 

Appendix 3: Supporting information for Paper 3# .............................................................. 113 

 

 

 



1 
 

CHAPTER 1: INTRODUCTION 

―There’s Plenty of Room at the Bottom, the problems of chemistry and biology 

can be greatly helped if our ability to see what we are doing, and to do things on an 

atomic level, is ultimately developed — a development which I think cannot be 

avoided. ‖                                    -- Richard Feynman 

 

Feynman envisioned a ‗wonderland‘ of tiny things that could provide many 

fascinating opportunities. With the persistent pursuit of enthusiastic researchers, 

scientists and engineers in the past two decades, much of Feynman‘s prediction has 

been turned into reality. Nowadays, nanomaterials and nanotechnology are becoming 

an important part of our world and our daily life. For example, solid state lighting 

based on thin film semiconductors is widely used and contributes to savings in energy 

consumption. Nanostructured material-based sensors provide a powerful platform 

with higher sensitivity, selectivity, accuracy, and faster response benefiting biology, 

national security, fire protection, drug discovery, disease diagnosis, etc. 

Nanomaterial-based composite, like novel conducting polymers, conducting metal 

matrix composites, and high fracture-strength ceramics have shown superior 

performances. Among all the advancements, the discovery and study of carbonaceous 

nanomaterials captured much excitement and attention due to their unique structures 

and properties. 

Since the early ages of human history, carbon has been a familiar and useful 

element to us. Of course, now we know that many organic materials contain carbon 

and it is considered to be one of the essential elements of all life forms. But in 

prehistory, relatively pure forms of carbon were discovered and known as soot and 

charcoal and have been utilized since the earliest human civilizations. Several 

conventional carbon allotropes with diverse properties are still widely used in modern 

industries. For example, diamonds are widely used as cutting and grinding tools due 

to their superior hardness. Graphite is used in refractories, batteries, steelmaking, 

foundry facings, lubricants, etc. 

One of the nanostructured carbon materials, carbon nanotube, was discovered 

as early as the 1960‘s
1
. Since then, several nanostructured carbonaceous materials 

were discovered or studied, including C60
2
, carbon nanotubes(CNTs)

3
 and graphene 
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nanosheets(GNS)
4
. All of them have demonstrated unique mechanical, thermal, 

optical, and electrical properties due to their nanosize effect and special dimension 

feature. Hence, a growing number of scientists are working diligently to either seek 

for improved synthesis methods, or try to tailor, decorate, and assemble 

nanostructured carbon materials for various applications.  

Among them, fullerene, discovered in 1985, is considered the 0-D carbon 

material. Carbon nanotube(CNT) is the 1-D material rediscovered in 1991
3
.Graphene 

nano sheet(GNS) is the 2-D nano materials with a tight honeycomb arrangement of 

carbon atoms obtained by mechanical exfoliation
4
 in 2004. GNS had been predicted 

to be unstable under room temperature due to its 2-D feature
5
. Thus, its discovery not 

only rejected the old theory, but also filled the gap between 1-D carbon materials 

(CNTs) and 3-D carbon materials (graphite). 

 

Research Objective 

The goal of this work is to synthesize and process CNT and GNS with 

controllability for mechanical and energetic applications. For the intended 

applications, control over the morphology, size, structure and surface properties 

(chemistry) is of great importance.  

 

 

Research Plan 

The research plans for this thesis are mainly focused on synthesis and 

self-assembly of CNTs or GNS. In order to make well-oriented and free standing 

CNTs, we applied the template-assisted chemical vapor deposition(CVD) method to 

synthesize well oriented CNTs
6
. To expose the CNTs so as to meet the requirement of 

the future mechanical test, we devised a two-step post growth process: first, 

mechanical polishing to remove the amorphous carbon on the sample‘s surface, 

followed by an etching step by a NaOH solution at a certain concentration. 

Furthermore, we improved the oxidation process to oxidize natural graphite 

flakes into graphite oxide
7
, which can be considered a precursor of graphene. 

Combined with a fast thermal reduction step, a large quantity of GNS of high quality 
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was synthesized. 

Finally, we introduced GNS into TiO2 nanoparticles to make a TiO2/GNS 

composite with a novel encapsulation structure and studied its use as an anode for 

lithium batteries. 

The detailed research plans are listed below: 

1. Fabrication of highly oriented and free-standing carbon nanotubes: A 2-step 

anodization was conducted in this project to create the template for CNT growth. The 

CVD method was applied to synthesize multiple walled CNTs within the uniform 

nano-pores. After the synthesis, a simple but highly efficient mechanical polishing 

method was used to remove the amorphous carbon that covers the sample. In this step, 

different sizes of aluminum powder were used and the resulted roughness was 

investigated. Then the sample was etched by NaOH solution to obtain the 

free-standing carbon nanotube arrays. The topology was examined by SEM and AFM. 

2. Synthesis of graphene nanosheets by an improved routine: A previously reported 

method was adapted and improved to generate graphite oxide with high yield and 

high quality. The resulted graphite oxide served as a precursor to synthesize the final 

product: GNS. Two kinds of widely applied methods (thermal reduction and chemical 

reduction) were studied and compared. By various characterizations (SEM, AFM, 

UV-Vis, FTIR and XRD), it was concluded that the improved oxidization of graphite 

method combined with thermal reduction is a better routine to synthesize GNS with 

high quality. 

3. Syntheis TiO2/GNS composite for LIB applications: In this project, anatase TiO2 

nano particles were synthesized by a facile sol-gel method
8
. In order to improve the 

conductivity and shorten the lithium ion diffusion length, GNS was introduced. TiO2 

nano particles were treated with (3-aminopropyl)triethoxysilane (APTES) to make the 

surface positively charged
9
. Since graphene oxide was negatively charged in nature, 

an encapsulation structure was obtained by electrostatic mechanism. Followed by a 

reduction step, TiO2/GNS composite was synthesized. SEM was used to observe the 

morphology. FTIR and Zeta potential were applied to confirm the functional groups 

and the surface charging information, XRD was employed to investigate the crystal 

structure information. 
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Thesis organization 

This thesis includes 4 parts in total: the introduction part is to provide the 

readers with the motivation, objectives and research plans of the study. Second 

chapter is a paper review that summarizes the history of carbon nanotechnology and 

important advances in synthesis, characterization and applications of CNTs and GNS. 

The third chapter is a compilation of articles submitted or to be submitted to 

peer-view journals. Finally, the fourth chapter makes a conclusion of both literature 

and experimental work and suggests meaningful future work. The appendices include 

two articles published with the writer of this thesis as the second author regarding 

mechanical tests and further simulation of CNTs based composites, and the supporting 

information for paper 3#. 
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CHAPTER 2: LITERATURE REVIEW 

 
1. Introduction to Carbon Family 

Carbon is an amazing element with diverse hybridizing types due to its unique 

arrangement of the electrons around the nucleus: for a single carbon atom, there are 

six electrons around the nucleus, two for each orbital-1s, 2s, 2p, respectively. 

Therefore, carbon has different allotropes with diverse properties in solid phase 

(Figure 1.)
1
, including the more conventional allotropes such as diamond and graphite, 

as well as the newly discovered nanocarbon forms such as fullerenes, carbon 

nanotubes(CNTs) and graphene. In diamond
2
, the hybridization type is sp

3
, four σ 

bonds are formed as a tetrahedral structure, which give diamonds excellent hardness 

and high transparency; In graphite
3
, numerous layers of sp

2
 carbon atoms are arranged 

in a honeycomb lattice with the delocalized π bonding, which makes it dark and 

conductive.  

 
Figure 1: Introduction to carbon family

1
 

During past century, there has been tremendous development in carbon 

technology. Carbonaceous materials have been vigorously studied for different 

applications. In modern industries, carbon almost occurs everywhere: many 

fundamental materials, such as plastics, fibers, steels incorporate carbon (Figure 2).
4
 

According to BBC Research, in 2011 the total U.S market for structural carbon 

materials reached $2.1 billion. The future total market is expected to reach $2.8 
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billion in 2016, at an annual growth rate of 6.3%. The whole market has been divided 

into 7 business sectors: aerospace and defense ($1.1 billion in 2011 and 1.5 billion in 

2016), industrial applications ($434 million in 2011 and $586 million in 2016), energy 

($311 million in 2011 and $461 million in 2016), automotive and other ground 

transport ($100 million in 2011 and $127 million in 2016), sporting goods ($61 

million in 2011 and $64 million in 2016), infrastructure ($12 million in 2011 and $18 

million in 2016), and other structural carbon materials ($57 in 2011 and $97 in 2016).  

 
Figure 2: U.S market for carbon materials

4
 

Although CNTs were synthesized and reported by Bacon‘s group in 1960
5
, 

they have largely been ignored for decades
6
. In 1980s, the importance of 

nanotechnology started to be appreciated by more and more scientists. Since materials 

tend to behave quite differently when they are scaled down to nano size, their amazing 

properties at nanometer scales have intrigued active exploration in the past three 

decades. Since the beginning of the surge of nanotechnology, carbon nanomaterials 

have played an important role. The discovery of C60 in 1985
7
 declared the arrival of a 

new carbon era. 

 

2. Carbon nanotechnology 

As the latest member of nano carbon family that fills the gap between 

3-dimensonal and 1-dimensional structures, graphene was discovered experimentally 
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in 2004. Graphene is considered to be the mother of various carbon allotropes (Figure 

3): wrapping a graphene into a ball-like molecule leads to fullerene (0-D); rolling a 

graphene into a tube forms a carbon nanotube (1-D); disordered stacking graphene 

nanosheets will form graphite (3-D). 

2.1 Fullerenes 

Fullerenes (Figure 4) are a series of ball-like carbon molecules (C44, C60, C70, 

C90, C180 and C540, etc.), which belong to a family of graphene, because its dominating 

bonding type is still sp
2
. C60 was the very first fullerene to be discovered by Kroto, 

Smalley and their coworkers from Rice University in 1985, which is formed by 20 

hexagons and 12 pentagons in a single cage shaped molecule
7
. The discovery of 

fullerenes is considered as one of the most important discoveries in 20
th
 century. 

Kroto and Smalley were awarded the Noble Prize of Physics in 1996. After decades of 

development, fullerenes can now be produced in bulk quantity. In the year of 2004, 

the annual production capacity of fullerenes reached 1,500 metric tons
9
. Nowadays, 

fullerenes and their derivatives are available through many manufacturers all over the 

world, such as Solaris Chem Inc. and American Dye Source Inc., etc. 

 

     Figure 3: Graphene is considered to be the mother of all graphitic forms
8
 

 

Due to the highly bended plane, fullerenes have shown some interesting 

physical properties: they have different solubility in diverse organic solvents
10

; 

fullerenes also show outstanding optical limiting feature at a wavelength of 532nm
11

; 
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besides, doped fullerenes can be superconductive
12

. Furthermore, because of 

extremely high electron affinity, many fullerenes and their derivatives have 

demonstrated outstanding catalytic performance
13

.  Those properties granted them 

wide-ranged applications in many different fields, such as optical and electronic 

devices, photosensitive elements, electrochemical sensors, biochemistry and hydrogen 

storage.  

 

Figure 4: Models of the first fullerenes discovered, C60 and C70.
6
 

 

2.2 Carbon nanotubes 

Six years after the discovery of fullerenes, another allotrope of nanocarbon 

family—CNTs was claimed by Iijima‘s group
14

. CNTs can be considered as a hollow 

cylinder formed by wrapping one graphene sheet (single walled carbon nanotubes) or 

multiple graphene sheets concentrically (multiple walled carbon nanotubes). Similar 

to graphite, CNTs are chemically inert. It is considered as a 1-D carbon nanomaterial 

with its diameter in nanometer range and length in centimeter range. Because of its 

unique dimensions, micro structure and physical properties, this novel carbon 

nanomaterial soon took over the center stage of nanotechnology research. Different 

synthesize routines have been developed, including arc-discharge, laser ablation and 

chemical vapor deposition (CVD), etc. Furthermore, CNTs produced by various 

methods have been carefully characterized and studied for diverse applications: 

energy storage, CNTs composite, solar cells and biosensors, etc. As a result, 

publications and patents related to CNTs keep increasing for decades (Figure 5). 

According to an article published by Journal of Science, the annual production of 

CNTs increases more than 10-fold from 2006 to 2011. 
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Figure 5: Trends in CNT & graphene research and commercialization
15

 

 

 

2.3 Graphene 

While CNTs were studied extensively, in 2004, a new member of nanocarbon 

family came into people‘s sight: graphene nanosheets. According to previous 

theoretical calculation, graphene was not stable due to thermal fluctuations in room 

temperature
8, 16-18

. However, in 2004, for the very first time, Novoselov and Geim 

demonstrated that this novel 2-D material
19

 can be fabricated through mechanical 

exfoliation from bulk graphite by a Scotch tape. Perfect graphene only contains 

hexagonal rings, which are formed by carbon atoms. Due to its outstanding properties ̶ 

high carrier mobility (2*10
5
cm

2
/(V·s)), extraordinary stiffness (Young‘s modulus 

1.1TPa), excellent conductivity (10
6
S/m), etc., this novel carbon nanomaterial opened 

a new field and Novoselov & Geim were awarded the Noble Prize for in Physics in 

2010 for their discovery (Table 1).  

Table 1: Prizes awarded for discovery of nano carbons 

Prize Year Winner Discovery 

Nobel Prize 1996 Kroto& Smalley Fullerene 

Benjamin Franklin 

Medal in Physics 

2002 Iijima Carbon nanotubes 

Nobel Prize 2010 Geim& Novoselov Graphene 

 

 

3. CNTs: synthesis, characterization and applications 

3.1 Structure of Carbon nanotubes 

http://en.wikipedia.org/wiki/Benjamin_Franklin_Medal_(Franklin_Institute)
http://en.wikipedia.org/wiki/Benjamin_Franklin_Medal_(Franklin_Institute)
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      CNTs are the hollow cylinders formed by concentrically rolled graphene 

nanosheets. Because of the different number of layers of graphene nanosheets, CNTs 

are classified into single walled CNTs (SWCNTs), double walled CNTs (DWCNTs) 

and multiple walled CNTs (MWCNTs) (Figure 6). Iijima and his co-workers first 

reported the successful synthesis of SWCNTs 2 years after their report of MWCNTs
24

. 

With the assistance of STM, the hexagonal structure can be resolved (Figure 2).  

 

Figure 6: Atomic structure and spectroscopy of metallic SWNTs. STM images of (a) SWNT 

exposed at the surface of a rope and (b) isolated SWNTs on a Au(111) substrate
25.

 

 

      We can take SWCNT as an example for simplicity. SWCNT is formed by a 

single layer of graphene nanosheet, which can be described with a vector C. 

According to the vector of graphene nanosheets, a1 and a2, vector C can be written 

like this: 

C = na1+ma2
26

                                          (1) 
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Figure 7: Rolling graphene nanosheet to form a SWCNT
27

 

     When the graphene nanosheet is rolled until two ends of vector meet, a 

SWCNT is formed, the diameter can be calculated as below: 

D = | C |/ π = a (n
2
 + nm + m

2
 )

1/2
 / π                   (2) 

      Where a is the lattice parameter, which is equal to |a1| and |a2|. Generally 

speaking, CNTs are arm-chair nanotubes when m is equal to n; when m equals to zero, 

CNTs are classified as the zigzag type, the other variation are all classified as the 

chiral type (Figure 8). Both calculations and experimental studies have confirmed that 

in CNTs, C-C bonding‘s average length is 0.142 nm, and the average distance 

between neighboring walls is 0.34nm
26

, which is identical to the interlayer spacing of 

graphite. Chirality is a very interesting property of CNT‘s structure that has a huge 

influence on their electronic and optical properties, which will be discussed in the 

following sections. 
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Figure 8: Three types of SWCNTs (armchair, zigzag and chiral) 
6
. 

 

3.2 Properties of carbon nanotubes 

     As a novel 1-D nanomaterial, CNT offers many advantages: low densities, 

chemically inert and high stiffness. In addition, scientists have been able to decorate 

the surface of CNTs or dope CNTs to induce and enhance their advantageous 

properties for different purposes. 

Nowadays, they are widely used in field emission devices
21, 28

, CNT-polymer 

composites
22, 29, 30

, bio or gas sensors, etc
31-34

. In this project, mechanical, optical and 

electrical properties of CNTs are most relevant. Thus, these properties are reviewed in 

the following subsections. 

3.2.1 Mechanical properties  

Compared to traditional materials, CNTs have extraordinary stiffness and 

Young‘s modulus (Table 2), which is considered a result of σ bonding from the 

covalent sp
2
 bonds, one of the strongest chemical bonding in the world. Both 

experiments and theoretical calculations
35-37

 have indicated that CNT is the 1-D 

material with the highest strength (number) along axis. Compared with diamonds 

(420GPa), CNTs‘ demonstrate even higher hardness of 462~546GPa with much lower 

densities. 
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Table 2: Comparison of mechanical properties of different materials
38-43

 

Material Young's 

modulus (TPa) 

Tensile 

strength (GPa) 

Elongation at 

break (%) 

Density 

SWNT ~1.2 13–53 16 1.3~1.4g/cm
3
 

MWNT ~1 150 10 2.1g/cm
3
 

Stainless 

steel 

0.2 2.5 15–50 8.03g/cm
3 

Graphite 0.35–0.18 2.5 1~1.5 2.09~2.23g/cm
3
 

Graphene 1.1 125  2.1g/cm
3
 

 

When CNTs are formed by wrapping graphene nanosheets, the axial 

component of σ bonding increases rapidly, this phenomenon is believed to be the 

cause of CNTs‘ higher strength than that of graphite. Young‘s modulus of CNTs does 

not depend on the chirality but on the diameter, which reaches the highest when 

diameter is around 1nm
44

. In MWCNTs, the Van de Waals force will also contribute to 

the Young‘s modulus. Thus, MWCNT‘s Young‘s modulus is typically higher than that 

of SWCNTs. 

CNTs also show excellent elastic response. For most materials with high tensile 

strength, their elongation strains are usually less than 1%. For comparison, 

experimental result indicates that elongation in CNTs can be up to 15% before they 

break
39

. This result is also supported by theoretical calculation
45

. All of CNTs‘ elastic 

strains are non-linear, which is considered to be caused by re-hybridization and 

releasing of sp
2
 bonding 

6
. 

 

3.2.2 Optical properties 

Diverse technics such as Fourier transform infrared spectroscopy (FTIR)
46, 47

, 

ultraviolet-visible (UV-VIS) meter
48

 and Raman spectrum
49, 50

, have been employed 

to study the optical properties of CNTs. An individual SWCNT with certain diameter 

and chirality has a fixed band gap, which is preferred by optical scientists. Different 

SWCNTs have different band gaps that are determined by their different diameter and 

chirality. Thus, there are metallic CNTs and semiconducting CNTs depending on their 

band gaps. Figure 9 shows that density of states (DOS)~energy transition energy, 

metallic CNTs and semiconducting CNTs behave quite differently due to their 

different band gaps and different electronic density of states. Optical properties of 

CNTs depend on the electron transitions along the 1-D direction. Unlike 3-D materials 

with continuous DOS, SWCNT‘s DOS is discrete. This unique property has resulted 

http://en.wikipedia.org/wiki/Young%27s_modulus
http://en.wikipedia.org/wiki/Young%27s_modulus
http://en.wikipedia.org/wiki/Tensile_strength
http://en.wikipedia.org/wiki/Tensile_strength
http://en.wikipedia.org/wiki/Stainless_steel
http://en.wikipedia.org/wiki/Stainless_steel
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in recently reported non-linear absorption features in CNTs especially SWCNTs: 

when CNTs are laminated by a laser with a wavelength of 1064nm, pulse width of 

35ps, an obvious non-linear absorption behavior was observed
52

. Wei‘s group
23

 

observed electro-luminescence spectrum peaks at 407, 417 and 655nm, which was 

attributed to the discrete DOS. Besides, the optical polarization property of CNTs is 

quite attractive. Compared with other polarizing materials, CNTs demonstrated higher 

efficiency, stable electric resistance and relatively stable structure. Those outstanding 

optical properties have indicated that CNTs have a huge potential in this area. 

 

 

Figure 9: Electronic density of states for armchair nanotubes
51

. 

 

3.2.3 Electrical properties 

CNTs‘ electrical property is determined by their diameter and chirality. 

SWCNT with (n,m) chirality, it is metallic only when (n-m) is an integer multiple of 3 

while others are semiconducting. Therefore, referring to the model built up by the 

scientists, 1/3 of SWCNTs are metallic while the rest of them are all semiconducting 
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ones, which is confirmed by synthesis
53

.  

Early theoretical studies, predicted exceptional electric properties
54, 55

 in CNTs 

that were experimentally confirmed after Iijima‘s report
56-59

. For a simplest model, the 

electric properties of CNT can be derived by a relation from dispersion of graphite
54, 

55
: 

E(kx, ky) =±γ{1+4cos(
√3𝑘𝑥𝑎

2
)cos(

𝑘𝑦𝑎

2
) + 4cos

2
(
𝑘𝑦𝑎

2
)}

1/2
         (3) 

Where (kx, ky) are the wave vectors, γ is the closest hopping parameter and a is 

the lattice parameter.  

Table 3: Transport Properties of Conductive Materials
43, 61

 

Material Thermal Conductivity (W/m·k)  Electrical Conductivity (s/m) 

Carbon Nanotubes > 3000 106 - 107 

Copper 400 6 x 107 

Carbon Fiber - Pitch 1000 2 - 8.5 x 106 

Carbon Fiber - PAN 8 - 105 6.5 - 14 x 106 

Graphene 5000 2000 

 

When diameter is less than 25nm, CNTs will exhibit property of quantum 

transition. On the wall of CNTs, there are always some coupled pentagons and 

heptagons, which are called ―defects‖. Different defects as well as their density and 

distributions influence the electrical property of CNTs
60

. There have been numerous 

reports regarding the comparisons between CNTs and other conventional materials 

(Table 3)—for a highly ordered SWCNT sample, the resistivity is about 0.4μΩ·m  

under  room  temperature and even lower,  which  indicates  that  CNT has 

shown excellent conductivity. This amazing phenomenon is due to the 

re-hybridization of σ-π bonding, which makes the delocalization of π electrons 

stronger, thus it brings the better conductivity. When a graphene nanosheet is bended 

to form a CNT, the π orbits start to aggregate outside the tube, becoming more 

delocalized, which causes the increase of conductivity. It is reported that resistivity 

decreases along with the temperature, which is due to the contact, coupling, and 

defects among the CNTs.  
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Figure 10: Examples of SWCNT bendings (a) 34°; (b)~(d) 26° bending with different 

arrangements; (e) 8° (f) 4°
62

 

     In addition, because of the sharp curvature at the tip of a CNT, it serves as an 

interesting part because its curvature is nano size, this means CNTs can be considered 

as an excellent emission electrode.  

       

 

3.3 Synthesis of carbon nanotubes 

As discussed previously, CNTs show different properties depending on their 

individual structures and rolling directions. In recent years, because of their 

wide-ranged applications, the market of CNTs keeps growing. Synthesis and 

manufacturing of CNTs with controllability over their structure and properties is of 

great importance. Several methods— including chemical vapor deposition
63, 64

, 
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arc-discharge
14

, laser ablation and high-pressure carbon monoxide have been 

developed and extensively studied. Each of them has its own advantages and 

disadvantages, which will be discussed in this section. 

 

 

3.3.1 “Top-down” methods  

       There are two methods—including arc-discharge and laser ablation starting 

from bulk graphite, which are considered as top-down approaches.  

(1) Arc-discharge synthesis 

This method was the first employed to synthesize CNTs
5, 14

. The typical setup 

is shown in Figure 11. Inert gas at certain pressure is introduced into the reaction 

vessel to provide protective atmosphere. When the power supply is turned on, an arc 

will be generated between two graphite electrodes
65

. C60 can also be synthesized by a 

similar method. In the early stages, only MWCNTs were reported by using 

arc-discharge method. Iijima and other groups developed different catalysts for 

SWCNTs synthesis for this method. However, an important issue noted in many 

reports is the large amount of impurities produced along with SWCNTs. How to 

purify the as-made product and retaining beneficial structure as well as properties of 

SWCNTs was studied as an essential problem. In order to synthesize SWCNTs with 

high purity, researchers tested catalyst systems, including binary metallic catalysts
66-68

. 

Hisashi and his co-workers fabricated the anode by incorporating Fe, Co, Ni and FeS 

into graphite, this method can produce SWCNTs with extremely high purity (up to 

90%)
66

 and great graphitization
69

. 
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Figure 11: Setup of arc discharge method
6
 

 

Mechanism The mechanism of this growth method has been extensively studied and 

well developed
70

. For a typical arc-discharge method
71

:  Graphite is ionized by the 

plasma, by which the flow of carbon ions are accumulated above the pillars. This flow 

is the raw material for the tube-shape growth. Helium buffer gas was flushed with 

carbon ions above the pillars, followed by being pushed to the edge, back to the 

plasma above zone 2
44

. This flow can be considered the major feedstock for column 

growth. The helium buffer gas drawn in by the carbon ion flux to the top of the pillars 

is swept to the side, and then returns back to the plasma over zone 2, which is the 

intermediate area between adjacent columns. 
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Figure 12: Developed modeling of Arc-discharge method
71

. 

Ejection of electrons constantly occurs everywhere around the pillar structure. 

By scientists‘ observation, most of the carbon deposited on the pillar will be vaporized 

to form gaseous bundles, which is the original source of fullerenes and CNTs. Those 

small bundles are attached to the top of the graphite anode due to the large amount of 

positive charge they carried. These small bundles begin to collect at the top of the 

graphite anode and are considered as the new raw materials for CNTs growth. 

 

(2) Laser ablation synthesis 

This method was used for the very first time to obtain gram-scale CNTs in 

1996, by Smalley group at Rice University
72

. The typical setup is shown in Figure 13. 

The main routine of this method involves heating the graphite/metal composites with 

laser pulses, or using continuous illumination to fabricate CNTs. The overall quantity 

of the products is influenced by some parameters such as light intensity, process 

temperature and geometry, carrier gas type, pressure, and flow conditions, etc.
73

. This 

method also requires metal particles to serve as catalyst, but one major drawback is 

similar to that of arc-discharge method, i.e. there are lots of by-products along with 

desirable SWCNTs. Besides, cost of this method is too expensive that it prohibits its 

wide application for bulk-production. Currently, it is as popular as some of other 

methods. 
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Figure 13: Setup of CVD method
6
 

3.3.2 “Bottom up” method 

Gas-phase synthesis methods, including conventional chemical vapor 

deposition(CVD), plasma-enhanced CVD (PECVD), and pressure catalytic 

decomposition of carbon monoxide (HiPCO), based on pyrolysis of organic carbon 

sources to create CNTs are considered as bottom up approaches. 

Different methods in this catalog have some in common features: (1) they are 

all carried out under a ‗medium‘ temperature, i.e. a temperature range from 

700~1200°C; (2) compared to top down methods, they depend on fewer parameters, 

mainly thermal energy and catalyst, which results in more controllability. Thus, they 

are now becoming more and more favorable and adopted by many groups (Table 3). 

 

Figure 14:  Setup of chemical vapor deposition for CNTs synthesis
6
. 

      The well-known report of CNTs synthesized by chemical vapor deposition 

(CVD) was developed in 1993
74

, 2 years after the Iijima‘s report of CNTs (Figure 14). 

Although CVD method has been well developed, the mechanism is still debatable. 

Among proposed theories, the growth of hollow carbon nanofiber is most widely 

accepted (Figure 15). In this model, the growth process involves the following steps: 
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Figure 15: Most accepted CNTs growth model: Tip-growth
75

. 

1. It introduces carbonaceous gas into a tube furnace as the precursor, let it react with 

the metal particles, which can be considered as nucleation sites to start the growth 

of CNTs, the feeding gas is converted into carbon atoms on the surface of metal 

catalyst by pyrolysis; 

2. Carbon atoms start to diffuse within those metal nano particles and start to form a 

graphitic layer at the bottom of those particles; 

3. The catalyst is pushed up by the growth of graphitic layer; when the surface of 

catalyst is totally covered by graphitic layers, the growth of carbon nanotubes 

stops immediately, and the catalyst stays on the top of those CNTs. 

High yield of CNTs is one of the advantages offered by this method. In addition, 

this method shows very good compatibility with different growth conditions, such as 

different substrates
76

, catalysts
60, 69, 77-79

 and feeding stocks
80

, etc. Because of this 

compatibility, the dimension of synthesized CNTs (length, diameter) is much more 

controllable. CVD method is now favorable method to produce CNTs— both 

MWCNT and SWCNT in bulk quantities at relatively low cost. The price of SWCNT 

produced by Carbon Solutions Inc. is now only 50$/2g.  

     Through years of development, several more sophisticated variations of CVD 

method are also available: plasma-enhanced CVD (PECVD)
81

 and high pressure 

catalytic decomposition of carbon monoxide (HiPCO)
82

, etc.  

Table 4: Comparison of different methods for CNTs synthesis
83

 

Method Arc-discharge Laser ablation CVD 

Energy required High High Low 

Cost High High Low 

Production rate High High High 

Purification Required Required Required 
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Design of reactor Complicated Complicated Simple 

 

3.3.3 Purification 

     Since in most applications, CNTs with high quality and purity are desired, 

purification of CNTs is a critical post treatment. Usually, the impurities include 

amorphous carbon, metal nano particles encapsulated in carbon spheres, fullerenes, 

and other aromatic hydrocarbons. Many methods were developed to purify 

as-fabricated CNTs, such as thermal oxidization, hydrothermal method, plasma 

oxidization, acid treatment and high efficiency liquid chromatography. All of those 

methods can be classified into two catalogs: dry method and wet method.  

Wet method  Wet purification methods are very popular. As a matter of fact, some of 

the dry methods require wet treatments to serve as a pretreatment to remove the solid 

impurities with high melting point, such as metal nano particles. Typically, HNO3 and 

HCl are used to remove metal catalysts at low cost and with high efficiency
84, 85

. It is 

well known that in as-prepared CNTs, agglomeration and bundling are unavoidable. 

Thus, in a typical wet purification treatment
86

, CNTs are dispersed in concentrated 

HNO3, refluxed for extended period of time up to 45 hours. After several vacuum 

filtration-rinsing cycles, CNT with desired purity can be obtained (Figure 16). 

Compared with dry method, wet method is considered to be more compatible with 

following applications of SWCNTs
86-88

. 
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Figure 16: Purification procedure to separate coexisting nanospheres and polyaromatic carbons by 

microfiltration and combustion
89

. 

Dry method Basically dry method uses gas to treat the as-made sample. Since 

amorphous carbon is one of the species of impurities and its reactivity is much higher 

than that of CNTs, gaseous reactions are employed to remove them. For example, 

amorphous carbon can be removed by oxidation at controlled atmosphere and 

temperature. However, this method is more suitable for MWCNTs, because SWCNTs 

are much more reactive. Variations of this simple oxidation approach have been tested 

to make it applicable to SWCNTs. For example, in order to increase the selectivity of 

the dry method, Zimmer-man and his co-workers introduced HCl and Cl2 into the air 

to obtain high purity SWCNTs
90

. However, this method also has an obvious drawback: 
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compared to the wet method, the efficiency of removing metal catalyst is too low. 

3.4 Characterization   

Characterization techniques are important to evaluate the application potential 

and, of course, to understand the basic chemical and physical properties of a certain 

material. Many application methods have been employed to fully investigate CNTs‘.  

Electron microscopy: Scanning Electron Microscopy(SEM) and Transmission 

Electron Microscopy(TEM) 

Electron microscopy is very useful to characterize, monitor in-situ processes 

of and modify CNTs. For example, SEM enables us to observe the morphology of the 

SWCNTs, but also to identify the composition of CNTs
91, 92

. TEM enables us to view 

the detailed microstructure of CNTs, and understand detailed microstructures, and 

understand their structure-property relationship. 

With information obtained from electron diffraction, the formation mechanism 

of CNTs has been deducted. It is this technique used in Iijima‘s paper, he and his 

coworkers could deduct the formation of the CNTs. Besides, with this technique, 

researchers can also determine other particles (Pt, Ru) present within CNT structures. 

  

Raman spectroscopy 

The basic principle of this method is to illuminate materials with an incident 

light at a certain wavelength to cause inelastic scattering on the material. The inelastic 

scattering absorbs or releases a phonon, and changes the intensity of the incident light 

93
. This change can provide information on the detailed bonding, electrical and optical 

properties and structures of carbon materials
28, 51, 94

. It has been used since 1970s to 

study carbon or carbon composite materials. And it remains as a powerful tool to 

study CNTs. 

 

 

Atomic Force Microscopy (AFM) 

Compared to EMs, AFM provides even higher resolution and has been widely 

used to investigate SWCNTs
95, 96

. However, the resolution of AFM is always limited 

by the shape and mechanical properties of AFM tip. It is interesting to note that due to 

their 1-dimensional structure and high flexibility, SWCNTs are already employed as 

AFM tips
97, 98

. A variation of AFM, the scanning tunneling microscopy (STM) is 

another powerful technique used to investigate SWCNTs in atom scale
99, 100

. 
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Experimental data has shown that it is capable of detecting the defects of CNTs
101-103

. 

 

3.5 Applications of CNTs    

CNTs can be divided into two groups: SWCNTs and MWCNTs. Due to their 

different structures and arrangements of carbon atoms, they possess different 

mechanical and electronic properties and are used in different applications. 

3.5.1 Field Emission Devices 

Controlled transportation of electrons in vacuum has enabled many modern 

technics, such as X-Ray generator, electron microscopy and plasma treating, etc. In 

general, these technics rely on the control of free electrons either in electric or 

magnetic fields. One essential factor in these technics is the electron source. Among 

various of methods to generate free electrons, field emission is considered to be the 

best choice. Field emission applies strong electric field on the surface of a certain 

filament to excite electrons
104

. Compared to thermal methods, field emission has the 

advantages of high current density and high efficiency.  

CNTs are considered as a good filament material for field emission devices.  

Experimental results
105

 showed field emission yield of a current density as high as 

1A/cm
2
 at low electric intensity (less than 1V/µm) using CNTs. For example, the 4 

inch fully sealed CNT-FED panel has been fabricated by Samsung Inc. and operated 

for 500 h without any significant degradation
106

. 

 

3.5.2 Composites 

      Due to CNTs‘ intriguing properties (mechanical and thermal properties, for 

example), they have also been incorporated in various composites. For example, 

MWCNTs were introduced into polymer matrix to serve as conducting constituent. 

Experimental results (Table 3) shows that little MWCNTs can highly improve the 

conductivity of the composite and without reducing other properties (strength and 

Young‘s modulus); contrarily, once CNTs (either MWCNTs or SWCNTs) are 

incorporated, those mechanical properties will get a huge increase
107

. For commercial 

purpose, both MWCNTs and SWCNTs have shown considerable advantages 

compared to their ―ancestor‖, carbon microfibers due to extremely low percolation 

threshold
108

.       



26 
 

Table 5: Several composite system with enhanced electrical propertie
44

 

Polymer Nanotube 

Type 

Nanotube Concentration (wt. %) Percolation 

Threshold (wt. %) 

ABS SWCNT 0.5~10  

Epoxy MWCNT 0.0225~0.15 0.0225~0.04 

Polyimide SWCNT 0.01~1.0 0.02~0.1 

PMMA SWCNT 0.1~8.0 <1 

Polystytrene MWCNT 1~5 <1 

PmPV and 

PVOH 

MWCNT 0.037~4.3 0.055 for both 

PVOH MWCNTS 5~50 5~10 

 

 

4 Graphene Nano Sheets 

Graphene nanosheet(GNS) is a 2-D carbon nano material(Figure 17). It is 

believed to be a ―relative‖ of CNTs
8
, i.e. under certain conditions, they can transform 

into each other
109

. GNSs possess many exceptional properties, such as 0 band gap, 

extreme high excellent thermal conductivity (~5000W·m
-1

·K
-1

)
110

, fracture strength 

(125 GPa)
111

 and carrier mobility (200 000 cm
2
·V

-1
·s

-1
)

112
, etc. Immediately after its 

discovery, it was introduced to various applications and different synthesis methods 

were developed
8, 113

. 

 

Figure 17: Crumbling on graphene nanosheet‘s surface
114, 115

 

 

4.1 Structure of graphene nanosheet 
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     Graphene nanosheet is a mono or multiple layers of sp
2
 hybridized carbon 

atoms organized in honeycomb network. The atoms are aligned periodically within 

the same plane. Every carbon atom is connected to three adherent ones by σ binding 

(formed by interactions of S, Px, Py orbitals) by a separation angle of 120°. The 

existence of σ bonding results in excellent mechanical properties. Also the π bondings 

from the Pz orbitals are believed to contribute to the outstanding electric properties of 

graphene nanosheets
116

. 

      It is well known that ideal 2-D materials are not thermodynamically stable 

under room temperature, and that is why for over 60 years graphene only exited in 

theory
117

. According to the observation under TEM and SEM, mono layer of graphene 

nano sheet is still not completely flat, gentle crumbling can be easily found in 

graphene nanosheet
114

. Thus, GNS is considered as a 2-D material only when the area 

is large enough
118

. 

 

4.2 Properties of graphene nanosheet 

4.2.1 Mechanical properties 

     As discussed above, within GNS plane, carbon atoms connect to each other by 

σ bonds, which gives GNS exceptional mechanical properties. Lee and his co-workers 

conducted mechanical test by AFM and obtained the Young‘s modulus and fracture 

strength of GNS to be 125GPa and 1000GPa, respectively
111

. Therefore, GNS has 

received the name of ―strongest materials ever‖
119

. Beside the experiments, theoretical 

calculations have been also employed to estimate those mechanical properties, which 

perfectly meet with the experimental results
111

. Compared to stainless steel, ideal 

GNS thin film‘s tensile strength is 200 times stronger
120

. These results strongly 

suggest that GNS can be a promising reinforcing component for construction of 

various composite materials. 

 

4.2.2 Optical properties 

     GNS has outstanding optical properties. Both theoretical and experimental 

results show that GNS has high optical transmission (97.7%)
121

. According to 

principles of reflection and interference, different colors and contrast will result from 

different number of layers of GNS
122

. Similar to CNTs, GNS exhibits saturable 

absorption behavior at near infrared wavelength range, this property implies that GNS 
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can be a promising material for fiber laser generator (Figure 18)
123

. 

 

Figure 18: Mode-locked pulses characteristics. (a) Output spectrum; spectral resolution 0.1 nm. (b) 

Autocorrelation trace of output pulses; delay resolution 20fs. (c) Oscilloscope trace. (d)Wide band 

RF spectrum up to 0.8 GHz
124

. 

.  

 

4.2.3 Electric properties 

     As mentioned previously, the π-π bonds in GNS contribute to the extraordinary 

electric properties. The mobility of electrons within GNS plane can be as high as 

2*10
5
cm

2
/(V·s)

125
 and its conductivity can reach 1*10

6
S/m

126
. Besides, GNS is a 

semi-metal with a 0 band gap
127

. Every unit cell of GNS is formed by 2 carbon atoms 

(Figure 19), with two conical points touching each other
116

. This unique band 

structure separates the cavities and electrons so that irregular quantum hall effect 

occurs, which results in semi-metal behavior. Additionally, Heersche and his group 

also detected superconductivity in GNS
128

. 
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Figure 19: Band structure of GNS
116

 

 

4.2.4 Thermal properties 

     Under room temperature, the thermal conductivity of GNS can go up to 

5.30*10
3
Wm

-1
K

-1
, as reported by Balandin and his co-workers

110
. In their study a 

single layer of GNS was deposited on a Si/SiO2 substrate, the sample was illuminated 

by an incident of laser and the reflected laser‘s energy were collected to make contrast, 

then the thermal conductivity can be calculated. The result of this experiment shows 

that thermal conductivity of GNS is much higher than other carbon nanomaterials 

(Table 2). 

 

4.3  Synthesis of graphene nanosheet   

      The first reported method to obtain graphene was mechanical exfoliation of 

graphite
19

 by A. K. Geim and K. S. Novoselov in 2004. The two researchers were 

awarded Nobel Prize in 2010 because of this great work. But this original method was 

proven to be time consuming and lack of efficiency. During past few years, extensive 

attention has been paid to developing synthesis methods with improved controllability 

over properties and dimensions of GNS at large scale and low cost. Several methods 

have been extensively studied, including CVD, epitaxial growth, chemical reduction 

of graphite oxide and graphite intercalation compounds and arc-discharge, etc. Similar 

to CNT synthesis, these methods can be divided into two catalogs: top-down and 

bottom-up. Table 6 summarizes the popular fabrication methods. 
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Table 6: Comparison of different methods for graphene synthesis
43

 

Method Mechanical 

exfoliation 

Epitaxial 

growth 

CVD Chemical 

reduction 

Energy required High High Low Low 

Cost High High Low Low 

Production rate Low Low High High 

Size Small Small Large Large 

Compatibility Low Low Low High 

 

 

4.3.1 “Bottom up” methods 

1. CVD method 

This method was first reported in 2006, graphene was synthesized on 

transition metal foils (Figure 20)
129

. Quite similar to CVD synthesis of CNTs, 

advantages include low cost, environmental friendliness, mild temperature, etc. In the 

earlier developments it was really hard to control the thickness of fabricated graphene. 

The synthesized samples typically contained 35 layers
129

. Later, as the precursor was 

changed from camphor to H2 and CH4, substrate switched from Ni to Si/SiO2, an ultra 

thin graphene with thickness from 2~3 layers of monolayer graphene was obtained
130

.  

 

 

Figure 20: Schematic setup of CVD method for GNS growth
131

 

More recently, GNS has been synthesized on different substrates, like SiC, Si, 

and Cu, etc
130, 132

 with good quality. However, precise control over the number of 

layers at a wafer scale, still remains to be difficult. 

Mechanism  

1. On Cu substrate 
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      Cu is one of the transition metal to serve as a catalyst in the growth process, 

called self-limiting process
133

. Ruoff‘s group reported that, the whole process 

involved the following steps(Figure 21(b)):  

(1) First of all, carbon atoms are formed by decomposing methane;  

(2) Secondly, carbon keeps growing and thus starts to nucleate on the substrate 

surface; 

(3) Then the nuclei keep expanding until the whole substrate is covered by 

graphene.
133

 

2. On Ni substrate 

    Ni is widely used to serve as catalyst to grow CNTs and GNS by CVD. It was 

employed to catalyze the decomposition of carbonaceous gas under mild pressure and 

temperature, and formation of ultrathin graphite film on its surface. Li and his 

coworkers proposed a so-called segregation mechanism
134

:  

(1) First of all, hydrocarbon feedstock is decomposed by assistance of Ni;  

(2) Segregation and precipitation;  

(3) Finally, by a surface adsorption procedure, an ultrathin graphite film can be 

formed on the substrate(Figure 21. (a)). 

 

Figure 21: Schematic diagrams of the mechanism on different substrates: (a) On Ni(b) On Cu
134

 

 

2. Arc-discharge method  

Arc-discharge method has also been used to synthesize graphene nanosheets. 

The setup is very similar to the one for CNTs fabrication. The sample made by this 

method has shown great crystallinity and high thermal stability because the healing 

effect of the high plasma temperature and the etching effect of the H2
135

. The 
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concentration of mixed atmosphere and discharge current can be varied in this method. 

Rao‘s group
136

 found that when discharge current was within 100~140A, in an H2/He 

mixture atmosphere, GNS with perfect graphitization can be synthesized. Furthermore, 

the contribution of H2 to the conductivity and thermal stability was also studied
43

. 

 

3. Epitaxial Growth of Graphene 

The growth of graphitic layers by the sublimation of Ni substrates has been 

known since 1970 (by Eizenberg)
137

. To meet the need of synthesizing uniform 

graphene layers, this method revived recently
138

. In principle, this method utilizes the 

sublimation rate differences between silicon and carbon under high temperature to 

leave the carbon behind on the substrate surface, and then rearrange them to form 

graphene layers. Many silicon-based substrates have been tried out and more and 

more high quality and free standing graphene nanosheets were synthesized. 

Srivastava‘s group introduced microwave to this process, they fabricated petal-like 

GNS on a Si substrate coated with Ni
115

. It was pointed out that power of the 

microwave will influence the morphology of GNS. Zhu and his co-workers
139

 

developed a catalyst-free method assisted by plasma and obtained a final product that 

was close to single layer of graphene. It was also found that substrate could have a 

significant effect on the electric property of GNS surface, as reported by Heer‘s 

group
140

. 

 

 

4.3.2 “Top down” methods 

Chemical reduction and thermal reduction of graphene oxide are the most 

common method in top-down catalog. Chemically exfoliating natural graphite by 

certain oxidants followed by the reduction step has been considered as one of the most 

efficient ways for easy and scale-up production of GNS. In this method, GNS can be 

dispersed in organic solvents and can be conveniently deposited on any substrate by 

simple processes—like spin coating, for example. The first step is using strong 

oxidation of natural graphite to produce graphene oxide
141

. In this step, lots of 

functional groups (epoxide, hydroxyl, carbonyl and carboxyl) are introduced to 

weaken the van der Waals interactions between layers. The obtained graphene oxide is 

then reduced and most of the functional groups are removed in the reduction step. 



33 
 

There are mainly two ways to reduce the graphene oxide: chemical reduction
142

 and 

thermal reduction
143

. 

 

Chemical reduction 

      With graphite oxide powder completely dispersed in organic solvent, strong 

reducing agent, like hydrazine
113

, NaBH4
144

, GNS can be synthesized. Stankovich 

used hydrazine to reduce graphite oxide, which was fabricated by Hammer‘s method, 

the final product, GNS, was obtained
113

. However, Due to the strong Van de Waal‘s 

force, those nanosheets tended to aggregate
43

. Zhang‘s group developed an easy 

reducing process, which used KOH as reductant, a stable, well dispersed GNS 

suspension was synthesized
145

.  

 

Thermal reduction 

     The mechanism of this method is to thermally decompose the oxygen-contained 

functional groups within the graphite oxide into small molecules, such as H2O and 

CO2. These small molecules will escape into air and leave the GNS separated from 

each other without agglomerating. 
146

.  

 

 

4.4 Characterization of graphene nano sheets 

Similar to CNTs, AFM, Raman, XRD and microscopy are commonly used to 

characterize GNS 

Atomic force microscopy 

     By tapping mode, atomic force microscopy can be used to determine the 

thickness of GNS, which can be also converted into the number of layers
147

. The edge 

size of GNS can be obtained in the method. However, GNS‘ unique 2-D structure will 

cause some H2O molecule absorption on the surface, which results in an 

approximately 1nm experimental thickness of ―single layer‖ 
19

. Thus, in ultrathin 

samples, it is hard to tell if it is single or double layered. 

 

Raman spectroscopy 

     Compared to AFM‘s limited ability to recognize the difference between single 

and double layered GNS, Raman spectroscopy is considered to be the most efficiency 
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method to determine single layered GNS
138, 148

. For both graphite and GNS, their 

feature Raman spectra show a signature G band at 1584cm
-1

 and G‘ band and 

2700cm
-1

. G band is caused by E2g vibration mode while G‘ band is caused by the 

double resonance process. In GNS, the positions of both G and G‘ band are 

determined by number of GNS‘ layers. In single layered GNS, the peak‘s position is 

shifted by 5cm
-1

 to the right with constant intensity. Generally, G‘ band is defined as 

the ―2-D‖ band, because its intensity and position will both vary due to the changes of 

number of layers in GNS. In graphite, this 2-D band consists of two peaks: 2-D1 and 

2-D2, their intensities are about 1/4 and 1/2 of G band, respectively. In single layered 

GNS, there is always a sharp peak at lower position, and the intensity is 3 times 

higher than that of G band. This is used as a signature to differentiate single layered of 

GNS and multiple layered of GNS. However, when the number of layers is more than 

5, then it is hard to distinguish from graphite
149

. 

 

Optical Microscopy 

     In Geim and Novoselov‘s study
19

, optical microscopy was used to characterize 

mechanically exfoliated GNS on a SiO2/silicon substrate. Optical microscopy can 

provide detailed information on size, shape, color and color contrast determined by 

the number of graphene layers. The preparation of SiO2 coated substrate is essential to 

the interference and diffraction of light that result in detectable color contrast in 

GNS
150, 151

.  

 

X-ray diffraction (XRD)  

 Unlike the study of CNTs, XRD is a useful tool to tell the structure of graphite, 

GNS and graphite-oxide. XRD is useful to determine the extent of oxidation in 

graphite oxide in top-down methods. It can also determine the structure of the reduced 

GNS. In the study of ordinary graphite, the signature peak is (002), with a 2θ angle at 

26.44°. In graphite oxide, this peak disappears indicating reduced ordering in graphite 

and a new peak at 10.6° appears, which is the signature peak of graphene oxide at 

(001). In GNS, the peak at 10.6° disappears while a wide peak at 26.44° comes back 

with a much lower intensity compared to that of graphite. This result indicates the 

decreased crystallinity and increased disordering in graphene
152

. 
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4.5  Applications of graphene nano sheets 

4.5.1 Energy storage 

Lithium battery 

Li-ion secondary battery
153

 has found wide applications in modern society and 

is being actively researched for better performance. However, current anode material 

was graphite, which suffers from several drawbacks
154

, including low theoretical 

capacity, volume change during charge and discharge process, poor cycle life due to 

graphite‘s 3-D structures. Graphene has been proposed as an an alternative anode 

material because of its superior electrical conductivity, high surface area and chemical 

tolerance. Many reports demonstrated graphene/metal oxide anodes with the enhanced 

performance including high capacity, better cycle life and excellent performance 

under high charge and discharge rate. 

  

Super capacitors 

      Super capacitors are also called electrochemical capacitors. It is a novel device 

for energy storage, which is based on high efficient electrode materials, such as high 

specific area carbon material, metal oxide and conducting polymer, etc
155, 156

. Super 

capacitors still hold several advantages: fast charging rate, long cycling life, high 

power density and excellent performance under high temperature. The most attractive 

property of super capacitors is the ability to generate high instant current, which is 

very desirable in applications like electric vehicles, flash lights and lifting 

apparatus
157

. 

      Compared to traditional carbon electrode materials, GNS offers many 

advantages as the electrode material in super capacitors. For example, their high 

specific area can enhance the energy density. Their unique planar structure will be 

helpful not only for saturating electrode with electrolyte
158

, but also for enhancing 

absorption/desorption process. GNS‘s exceptional electric and thermal conductivity 

are expected to effectively reduce the internal resistance, and improve the heat 

dispersion within the device
159

. Those attractive properties of GNS make it an 

interesting candidate electrode material for super capacitors.   

           

4.5.2 Field Effect Transistors (FET) 
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FET is another potential application of GNS. Field effect of GNS
19

 was first 

reported immediately after the discovery of GNS. In this study, graphene based FETs 

demonstrated a bipolar characteristic at an electron/hole concentration of 1013sq
-cm

, 

with mobility at almost10000 sq
-cm

/V
-s 

under room temperature It is worth noting that, 

graphene as a zero band gap material requires tailoring of its dimension and physical 

properties first
109

.  

 

4.5.3 Gas and Bio Sensors 

The conductivity change in GNS depends on the change in carrier 

concentration due to the absorption of gas molecules that can act as electron donors or 

acceptors. Some unique properties of graphene aid to increase its sensitivity to single 

atom or molecular level detection
160, 161

:. For example, as a 2-D planer material, all 

carbon atoms are exposed to analyte which contributes to maximizing the adsorption 

of analyte. Also the high conductivity in GNS contributes to improved sensitivity. 

According to recent reports, graphene-based sensors not only show good performance 

in detecting gas, like NO2, NH3, H2O and CO
162

, but also in detecting organics, such 

as DNA
163

, etc. 
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CHAPTER 3: PUBLICATIONS 

Paper 1: Exposure of carbon nanotubes fabricated by 

template-assisted CVD through a two-step method 

 

Abstract 

      Carbon nanotubes/ceramic composites have been studied extensively in recent 

years. Well aligned carbon nanotubes are highly desirable for various studies and 

applications. Template-assisted chemical vapor deposition have been developed and 

applied for a decade. However, post growth surface cleaning to remove the junk 

carbon on sample surface and expose carbon nanotubes still relies on either capital 

intensive facilities or ‗hard to control‘ process. In the letter, we report a mechanical 

polishing method to remove the amorphous carbon layer. Compared to other 

conventional surface cleaning methods, mechanical polishing is relatively 

straightforward, much easier to scale up and requires no expensive instruments. 

Combined with a wet-etching step using sodium hydroxide as the etchant, highly 

ordered carbon nanotube arrays were reliably obtained. Scanning electron 

microscopy and atomic force microscopy were employed to investigate the surface 

morphology and roughness and to optimize the processing conditions. 

 
1. Introduction 

     Since the report of carbon nanotubes (CNTs) by Iijima
1
, these materials have 

demonstrated exceptional mechanical, thermal and electric properties due to their 

unique structures. Hence, CNTs have been vigorously studied as promising candidates 

for varies applications, including electron field emitters
2-5

, electronic devices
6-10

, bio 

sensors
11-13

, and drug delivery vessel
14-17

. For many applications, such as flat panel 

displays and some sensors, it is essential to have free standing and well aligned CNT 

arrays with controllable length. In order to provide large area of dense packed and 

highly ordered CNTs, template assisted method has been well developed
18

. During the 

last decade, several groups have synthesized well-aligned CNTs by using template 

assisted method for diverse applications
19-22

. To meet the requirement of fabrication of 

well aligned and free standing CNT arrays, porous alumina templates is one of the 

most popular candidate because it can provide uniform, vertical nanopore channels 



47 
 

and hexagonal packed structure
18

. In addition, the most attractive advantage of AAO 

template is that its thickness and diameter is highly controllable, which is critical to 

control the dimension (such as length and diameter) of the final product (CNTs), 

which is favored by many researchers—by varying the several parameters, such as 

electrolyte, DC voltage and anodization duration, the thickness, pore density and pore 

diameter are tunable
19

. As a starting material, bulk aluminum sheet has been applied 

by many groups for the two-step anodization method to serve as a highly controllable 

platform for the fabrication of aligned CNTs
23-25

.  

     Herein, a template assisted catalytic chemical vapor deposition (CCVD) method 

was developed to gain uniform and well-aligned CNTs. In this letter, a two-step 

anodization method is used to provide nanoporous templates with high controllability. 

The diameter and length of CNTs grown within the pores can be determined by the 

pore size and the thickness of the template, respectively
19, 26

. Furthermore, this 

method can be scaled-up for manufacturing and is highly compatible with the existing 

manufacturing techniques
27 

. Thus, this method has been widely employed in both 

research labs and commercial manufacturing practices
28, 29

.  

     However, an issue has accompanied the template-assisted CCVD method: after 

the growth of CNTs, there‘s always a layer of junk carbon on the as-made product
19

. 

Since for many applications it is essential to remove this layer of junk carbon and 

controllably expose the highly ordered CNTs, a method to selectively and effectively 

remove the junk carbon without ruining the CNTs within the nanopores is highly 

desirable. Up to now, numerous attempts, such as air oxidation and reactive ion 

etching (RIE)
30-32

 were studied for this purpose. However, each of these methods has 

their own pros and cons: air oxidation is relatively cheap, but it is quite hard to control. 

It is rather difficult to optimize treating temperature and duration; if the condition is 

not optimized, it not only removes the junk carbon on the surface, but also damages 

the CNTs within the nanopores
33, 34

; RIE
35-38

 can reliably and selectively remove the 

junk carbon layer, but this process may take up to 5 hours depending on the layer 

thickness. Besides, it requires rather expensive equipment and sophisticated 

maintenance, thus are less available outside of large research universities and 

laboratories. In this report, a simple, fast and low cost post treatment, which is 

composed of mechanical polishing and subsequent wet-etching, was demonstrated as 

an effective method to clean the as-made product surface immediately after CCVD of 
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CNTs in templates and expose the CNTs. Through the characterization of sample 

surface by scanning electron microscopy and atomic force microscopy, it was 

confirmed that by using small polishing particles a smooth surface with complete 

removal of junk carbon layer can be obtained through 1 minute of mechanical 

polishing. Controlled wet etching can be used to further expose the CNTs to desired 

height. 

      

 

2. Experimental 

     The CNTs were synthesized by a well-established template assisted CVD 

method
38

, which consists of three steps(as illuminated in Figure 1.): 1. Anodize 

aluminum sheets to gain nanoporous templates; 2. Grow CNTs via CCVD method; 

and 3. Post treat the as-made sample to expose the CNTs. 

     First of all, an aluminum sheet (purity 99.999%) was anodized via a typical 

two-step method to generate highly ordered nanoporous templates
39

. Briefly, a first 

anodization step was carried out in 0.3M oxalic acid at 40 V DC and 10℃ for at least 

16 hours. Then a mixture of chromic acid and phosphoric acid was used to remove the 

AAO thin film on the sheet, followed by the second anodization step conducted under 

the same conditions for about 12 hours to form highly ordered arrays of hexagonal 

pores.   

 

             
Figure 1: Schematic process of sample preparation 

 
To grow CNTs inside the nanopores, a CCVD method was applied after the 

template preparation
39

. Cobalt is used as catalyst for CNT growth. The cobalt 

nanoparticles were electrochemically deposited to the bottom of the nanopores
39

. To 

reduce the catalyst, the template with cobalt particles was placed in a tube furnace, 
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heated up to 600℃ under CO flow (80ml/s) for 2 hours. Then CO was replaced by a 

mixture of C2H2 (20ml/s) and N2 (60ml/s) for CNTs growth, the reaction lasted for 2 

hours. Finally, the sample was annealed in a nitrogen atmosphere at 600℃ for another 

12 hours.  

The amorphous carbon layer was removed by mechanical polishing. Different 

particles (Gamma alumina, from Bucheler Inc.) were used to polish the sample 

surface by E- plus AC Adjustable Speed control polishing machine from FHP Inc. for 

1minute. As a comparison, two other conventional surface cleaning methods, ion 

milling and air oxidation were also employed to treat identical samples. For a typical 

ion milling process, the sample was cleaned at BCl3 20 sccm, Ar 5 sccm, Pressure 15 

mTorr, Power: 100 W by a RIE system of Trion Minilock II for 15 minutes
 39

. For a 

typical air oxidation, the sample was calcined in the air at 650℃ for 30min
40

. 

After surface cleaning, the samples were wet etched by 0.01M NaOH solution 

for 20minutes. 

The morphologies of samples were investigated with scanning electron 

microscopy (JOEL 7000F) operated at 15kV; and the surface roughness was studied 

by atomic force microscopy (AFM, MFP3D Bio, Asylum Research) operating in 

contact mode. 

 
Figure 2: Top view of the template after (a) the 1st anodization; (b) Top view after removing the AAO layer; c) 

Top view of the template after the 2nd anodization; (d) cross- section of AAO template41 
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3. Results and discussion 

Fig. 2a and b show tightly aligned nanopores formed within the AAO film after 

the first anodization. After the second anodization, hexagonal nanopores were found 

to be embedded in the template (Fig. 2c). To extract the diameter distribution of the 

pores, the SEM images were analyzed with an open source software ―Image J‖
42

. The 

result shows the size distribution is quite uniform, the mean diameter is 40.06nm 

(Figure 2c). In addition, straight channels were obtained (Fig. 2d), obviously the 

channels are vertical to the film surface, which meets the essential requirement to 

fabricate homogenous dispersed CNTs. 

After the CCVD synthesis, as shown in Fig. 3a, a thick amorphous carbon layer 

was observed on the sample surface, similarly to previous reports and typical for the 

template-assisted CCVD process
33

, which is inert to most etchants and will jeopardize 

the subsequent wet etching step. From Fig. 3b, it is obvious that after air oxidation, 

some of the junk carbon was removed. However, there is still a layer of carbon that 

blocks the well aligned and ordered CNTs. This result supports the view that the air 

oxidation method is hard to control.   

 

Figure 3: Top view SEM image of the sample after: (a) CNTs growth; (b) air oxidation; (c)RIE cleaning; (d) 

mechanical polishing; 
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The sample was also treated by a reported RIE method. Top view of the sample 

(Figure 3(c)) shows that after RIE, the sample surface is flat and the amorphous 

carbon has been removed. So apparently the RIE method is much more controllable 

than the air oxidation method. However, the RIE procedure took up a long time (5 

hours according to this experiment), and the equipment is not common on many 

campuses. Therefore, an alternative method is still desired. 

 

 

Figure 4: AFM topograhies after polished by particles of (a) 1µm (b)300nm (c) 50nm in diameter. 

 
The high rigidity of the sample promises the possibility to employ a simple 

mechanical polishing method to clean the as-made sample surface. Mechanical 

polishing eliminates the risk of damaging the CNTs. For all mechanical polishing 

procedures, the duration was 1 minute, and the rotate speed was fixed at 144 rpm, 

different sizes of polishing particles were used for comparison in this process. Here 

polishing particles with 3 different sizes (1µm, 300nm, 50nm, respectively) were 

applied. Each sample after polishing was scanned by AFM to inspect the topography 

(Figure. 4 a-c). All the as-made samples were scanned at an area of 10×10µm, but as 

shown in the inset of Figure 4(c), it was hard to tell the details of the sample surface at 

such a huge scan area, therefore, for the sample polished by 50nm particles, 

topography with small scan area (1×1µm) was acquired (Figure 4(c)). 

Table 1: Sample roughness after different polishing conditions 

Duration Rotate speed Particle size Roughness(RMS) 

1 min 144rpm 50nm 2.1nm 

1min 144rpm 300nm 3.4nm 

1min 144rpm 1µm 16.4nm 

 

Figure 3c is the SEM top view image of a typical sample surface that was 

polished by 50nm particles for 1 min. It is obvious that the amorphous carbon has 

completely been removed and CNTs were exposed out of the template matrix after 

1min mechanical polishing. Figure 4 a, b, and c are AFM topographies of the sample 
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after been treated by particles of 1µm, 300nm and 50nm in diameter, respectively. 

Compared to Figure 4c, it is difficult to see the notable effect of polishing from Figure 

4 (a) and (b). In addition, the surface roughness was also collected by AFM at the 

same scan area(5×5µm) (Table 1), it can be concluded that the smaller polishing 

particles gave better uniformity, this result means 50nm particles is the optimized 

polishing condition. 

To compare mechanical polishing with the two traditional surface methods 

above, the sample treated with 50nm particles was further investigated by SEM and 

AFM. From Figure. 4c, remarkable removal of amorphous carbon was observed and 

what‘s more, the CNTs were exposed to a certain extent. The result was comparable to 

the surface cleaning by RIE (Figure 3c).  

Figure 5a is the top view image of the sample after etching the sample with 

0.01M NaOH for 20 min, the CNTs were successfully further exposed (Figure 5a) and 

the matrix remains flat. To measure the exposed length of CNTs accurately, AFM 

topographic measurements (one typical test shown in Figure 5(b) and (c)) confirmed 

that the CNTs in the samples treated by this two-step post-growth process were 

exposed rather uniformly, the height is about 50nm, identified by Figure 5(d). 

 
Figure 5: (a) SEM top view image; (b) 3-D image of the sample after post- treatment; (c) AFM topography of 

the sample; (d) cross sectional profile of the sample 
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4. Conclusions 

 

In conclusion, the CCVD process based on Template-assisted method is an 

convenient way to synthesize highly ordered CNTs in large scale. AAO templates 

made via two-step anodization method can serve as a platform to provide uniform 

nanopores for the synthesis of well-aligned carbon nanotubes. Mechanical polishing 

combined with wet-etching method can be considered as a low cost  and effective 

alternative method to clean the surface and expose CNTs, it is relatively simple, 

straightforward, controllable, and useful for the future applications, such as interfacial 

mechanical test, electric applications, etc. 
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Paper 2: An Optimized Method to Synthesize Graphene Nanosheets 

Yuqin Yao and Jianyu Liang 

 

Abstract 

     As a novel 2-D material, graphene has been vigorously studied since its 

discovery in 2004. Synthesizing methods have been sought by many researchers since 

graphene was first made by mechanical exfoliation. In this report, the reduction of 

graphite oxides by chemical and thermal methods has been employed to convert 

graphite oxide synthesized by a wet chemical method using KMnO4 and H2O2. with 

lower temperature and much less toxic gas. Comparing the results from the two 

reduction methods, it can be concluded that a combination of wet oxidation of 

graphite and thermal reduction method is an efficient and environmental friendly way 

to produce as-made samples with more single layered graphene and less oxygen 

functionalities . 

 
 
1. Introduction  

Graphene is a two dimensional planar material with atomic thickness, formed 

by sp
2
 hybridized carbon atoms in a honey-comb arrangement. According to previous 

theory, 2-D crystals could not exist due to their thermal unstability, which resulted in 

the consideration of graphene only as an ―academic‖ materials for decades
1
. In 2004, 

graphene was made by Geim and Novoselov by a micro-mechanical exfoliation 

method, claiming this kind of material does exist in reality
2
. Since then, this unique 

material has sparked high interest within the nanotechnology research community. 

 Extensive work has been done on synthesis, characterization and applications 

of graphene. Both theoretical and experimental studies have revealed outstanding 

physical properties of GNS such as very high specific area (1500m
2
g

-1
)

3
, 

extraordinary conductivity (~2*10
5
Sm

-1
)

4
, large Young‘s modulus (~1000GPa)

5
, 

outstanding carrier mobility (200000cm
2
/(V·s))

6
, high chemical and thermal stabilities 

and exceptional thermal conductivity (5000W/(m·K))
5
. These unique properties imply 

that GNS has huge potential for numerous applications, such as composites
7-9

, 

sensors
10, 11

, batteries
12, 13

 and solar cells
14-16

. 

   Although the significance of GNS has been recognized by many researchers 

and scientists, optimization of synthesizing GNS still remains as a challenge
17

. 
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Mechanical exfoliation was the first reported method for producing GNS
2
. However, 

soon it was found to be time consuming with a yield that is too low for most of the 

applications
1
. Chemical vapor deposition (CVD)

18, 19
 is considered to be a promising 

method for bulk production. However, strict conditions, such as high temperature and 

complicated process of substrate treatment still impose limits of this method
1
. 

Chemical synthesis
20, 21

 is considered to be cheap and easy to be tailored. But the first 

step of this method typically involves the use of strong acid to oxidize natural graphite 

flakes to graphite oxide (GO), which is considered to be the precursor of graphene. 

There have been several methods developed for the chemical oxidization process, 

including Brodie‘s method
22

, Staudenmaier‘s method
23

 and Hammer‘s method
24

. The 

common drawback of them is that they all involve explosive reactions, and generation 

of toxic gas (Table 1). To solve this problem, an improved method to synthesize GO 

was reported in 2010 by Daniela‘s group
25

. Compared with traditional methods, this 

method increased the amount of KMnO4 and eliminated the need of using NaNO3. 

Also, no toxic gas is generated in this process due to the mild reacting temperature 

(50℃) compared with conventional method (up to 80℃)
26

. Therefore, this method 

can serve as an alternative way for safe production of graphite oxide. 

Table 1: Drawbacks of three traditional synthesis of graphite oxide 

Method Chemicals Duration Temperature Toxic gas Oxidation 

degree 

Brodie‘s 

method 

HNO3, 

HClO3 

24 hours 0℃~80℃ Cl2 High 

Staudenmaier‘s 

Method 

H2SO4, 

HClO3, 

HNO3 

56 hours 0℃ Cl2 Low 

Hummer‘s 

method 

H2SO4, 

KMnO4, 

NaNO3 

48 hours 4℃~98℃ NO2 High 

 

   Reduction of graphite oxide is the second step in chemical synthesis of GNS. 

Chemical reduction and thermal reduction are considered to be two of the most 

efficient methods for scale-up production at low cost
1
. Each of these two methods has 

its own advantages and disadvantages: GNS produced by chemical reduction can be 

easily deposited on any substrate with simple process, but chemical reduction is a 

time consuming process that usually use explosive reductant introduced (NaBH4 and 

N2H4, etc.)
1
; thermal reduction is fast (takes only about 1min), but the final product is 

hydrophobic, which makes it difficult for dispersion and deposition in the post 
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synthesis steps. Since the reduction process plays a key role in determining the yield, 

quality, chemical and surface properties of the GNS product, it is important to 

establish a wet chemical synthesis protocol that considers both the oxidation and 

reduction steps.  

In this report, we adapted a previously reported method to prepare graphite 

oxide, and compared the two reduction methods to obtain reduced graphene: chemical 

reduced graphene (CRG) and thermal reduced graphene (TRG). The synthesized 

graphene nanosheets were characterized by SEM, XRD, Raman, UV-vis spectrometer, 

FTIR and AFM. Thermal reduction was confirmed to be an effective method to 

synthesize GNS with more single layered GNS and less oxygen containing groups 

without further treatment.   

 

 

2. Experimental 

     In this study, graphite was first oxidized into graphite oxide, and then the 

graphite oxide was reduced into GNS by (Figure 1): 1) wet chemical method and 2) 

thermal reduction. The outcomes were compared. 

 
Figure 1: Process of sample preparation 
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Preparation of graphite oxide  An improved oxidation of graphite process has been 

adapted
25

. Typically, a mixture of H2SO4 and H3PO4 was added into a mixed powder, 

which contained natural graphite flakes and KMnO4 (2.5g and 15g, respectively). The 

suspension was heated up to 50℃ and kept stirring for about 12 hours, and followed 

by cooling the whole system down to room temperature. Then, the suspension was 

poured onto ice (made from D.I. water, 400ml) and kept stirring for another 4 hours. 

Finally, 4ml H2O2 was added into the suspension. The color of the suspension turned 

into bright yellow immediately, which is the featured color of graphite oxide. 

 

Synthesize of graphene nanosheets 

1. Chemical reduction:  Although many redcutants and methods were investigated 

since the chemical reduction method was developed
1
, reduction by hydrazine is still 

one of the most popular methods to convert graphite oxide to GNS
27

. Firstly, the 

as-made graphite oxide (2.5g) was dispersed in N,N-Dimethylformamide (DMF) by 

sonicating for 2 hours; then 10ml hydrazine was added into the suspension, which was 

stored in a four neck flask; thirdly, the mixture was heated up to 100℃ under the 

protection of nitrogen and kept refluxing overnight; finally, as-made graphene 

nanosheets was collected by centrifuging, and then dried in a vacuum oven for 8 

hours.  

2. Thermal reduction:  For a typical thermal reduction, 2.5g graphite oxide was 

placed in a quartz tube. The tube was exposed to 1000℃ in a tube furnace for 30 

seconds in Ar atmosphere; and then cooled down to room temperature.  

 

Characterizations 

The morphology of TRG and CRG were investigated by scanning electronic 

microscopy (SEM JOEL 7000F); Crystallographic information of the samples was 

investigated with X-ray powder diffraction (XRD, Cu Kα radiation at λ=1.54Å). The 

oxygen containing groups were confirmed by Fourier transformation infrared 

spectroscopy (FTIR, FTIR Spectrometer Tensor 37, BrukerOptics). UV-vis absorption 

spectra of both TRG and CRG were obtained by UV-vis spectrophotometer (DU 640, 

600 Series). AFM images were taken by AFM microscopy (MFP3D Bio, Asylum 

Research) and Raman spectra were collected by Raman spectrometer (Agiltron, 
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PEK-785)  

 

 

3. Results and Discussion  

 

Figure 2: (a) and (b): SEM pictures of CRG and TRG; (c) Raman spectroscopy of CRG and TRG; and 

(d) XRD results of natural graphite, graphene oxide, TRG and CRG, respectively. 

 

Without further purification, CRG and TRG were characterized by SEM 

(Figure 1(a) and (b)). It is well known that SEM is very useful to provide morphology 

information. However, it is hard to determine the precise thickness of as-made 

graphene samples by SEM. Therefore, Raman spectroscopy was employed to 

investigate the thickness of graphene samples (Figure 2(c)). In Raman, graphene 

presents two fingerprint peaks, G band around 1580cm
-1

, which stands for C=C bond 

stretching and 2D band around 2700cm
-1

, which is caused by the double resonance 

process. It is an established practice to us ID/IG as a standard to determine the number 

of layers of as-fabricated GNS
28, 29

. From Figure 2(c), it is obvious that ID/IG of TRG 
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is higher than that of CRG, which implies that TRG contains more single layered 

GNS
30

.  

 

Figure 3: AFM image of TRG (upper) and CRG (lower) 

 

XRD was also performed on graphite flakes, graphite oxide, TRG and CRG 

samples (Figure 2(d)). For natural graphite, there‘s a sharp peak at about 26 degree, 

which is the featured peak of graphite at (002). After oxidization, the peak (002) 

disappears while a new peak at 10.6 degree appears, which is the featured peak of 

graphene oxide at (001). It indicates that graphite structure has been changed and 

another crystal structure has formed. After reduction, the graphene oxide peak at (001) 

disappears while a wide peak at graphite (002) comes back, but the intensity is weak, 

which implies that after reduction, the size of the graphite layer becomes much 

smaller and the crystal integrity decreases while the disorder parameter increases. 

However, it is hard to tell the difference between the XRD patterns of TRG and CRG, 

because their interplane spacings are very close. 

AFM images (Figure 3) indicates the thickness of TRG (~1nm) is thinner than 

that of CRG (3~4nm), which also confirms the result of Raman spectroscopy. 
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Figure 4: (a) UV-Vis spectroscopy of TRG and CRG; (b) FT-IR of GO, TRG and CRG 

 

Both CRG and TRG were dispersed for UV-Vis test (Figure 4(a)). It is well 

known that for GNS, it has a fixed absorption peak at the wavelength of 273nm
27

. As 

the result shows, TRG has a stronger absorption peak than CRG, which implies that 

thermal reduction process was able to restore more π conjugations than chemical 

reduction did. Fourier Transform infrared spectroscopy (FTIR) test was employed to 

(Figure 4(b)) identify different functional groups, such as C=O groups 

(1720-1740cm
-1

), C=C unoxdized bondings (1590~1620cm
-1

) and C-O 

vibrations(1250cm
-1

). According to the results (Figure 4(b)), TRG has much less 

residual oxygen-containing groups, which means that thermal reduction has a better 

efficiency in removing oxygen containing groups. In GO, the aromatic carbon lattice 

is interrupted by oxygen containing groups, which leads to poor conductivity. So for 

applications that require to remove as much oxygen functionality as possible to retain 

excellent conductivity, the results here suggest that thermal reduction is no doubt the 

better approach. 

 

4. Conclusions 

In summary, it was confirmed that combined with improved synthesis of 

graphite oxide, thermal redcution can produce graphene nanosheets that are thinner 

and contains less oxygen functionality. In addition, thermal reduction method 

provides several advantages: 1. Environmental friendly: not only because there was 

no toxic gas during the oxidation step, but also the reducing reaction was safe without 

any toxic chemicals; 2. Fast process: compared with the chemical reducing method, 

thermal reduction is much faster. Besides, there was much less residue left among the 

as-made sample after thermal reduction; 3. High quality: compared with chemical 
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reduction, the amount of single layered GNS after thermal reduction is much more 

than that after chemical reduction, which implies this routine to synthesize GNS has 

good potential for the future industrial applications.  
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Abstract 

TiO2 nanoparticles (NPs) synthesized by a facile sol-gel method were 

encapsulated in graphene nanosheets (GNS) to enhance its performance as anode 

active materials in Li-ion batteries. The encapsulation was facilitated by electrostatic 

interaction between the positively charged surface of TiO2 with silane decoration and 

the negatively charged graphene oxide. Followed by reduction of the graphene oxide 

wrapped TiO2 nanoparticles, graphene encapsulated TiO2 nanocomposite was 

successfully fabricated. SEM and TEM revealed the uniform and individual 

conformal wrapping of TiO2 by graphene. XRD results further validated uniform 

distribution of graphene within anatase TiO2. FTIR and Zeta potential results 

confirmed that the electrostatic interaction was effective in facilitating uniform 

wrapping of graphene oxide around TiO2 NPs. Electrochemical performance of the 

nanocomposite was tested by cyclic voltammetry and coin cell tests. The graphene 

encapsulated TiO2 materials demonstrated a very high initial capacity of 409mA·h/g 

at 1C and retained a capacity of 141 mA·h/g at 20C. The nanocomposite electrode 

also showed a Coulombic efficiency above 98% and good long term cycling 

performance (as high as 343mAh/g after 100 cycles) at a rate of 1C. Possible 

mechanisms resulting in the observed improved performance are discussed in this 

report. 

 

 
1. Introduction 

     Alternative electrode materials for Lithium-ion batteries(LIBs) have been 

extensively studied for portable devices and hybrid electric vehicles due to the 

demand of these applications for large cycling capacity and long cycle life at high 
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charging and discharging speed
1
. Compared with traditional graphite anode materials, 

transition metal oxides(Fe3O4
2-4

, TiO2
5, 6

, Co3O4
7-9

 and SnO2
10-12

, etc.) enable a 

different reaction chemistry(convention reaction) and provide high theoretical 

capacity. The convention reaction of metal oxides can be written as equation 1: 

          MxOy+2ye
-
+2yLi

+↔x(M)
0
+yLi2O

13
            (1) 

      Where M is a transition metal, such as Co, Fe, Cu and Sn, etc. Among them, 

TiO2 is an interesting candidate for anode because of its relatively good structural 

stability compared with other metal oxides
13

, environmental friendliness and 

cost-effectiveness. Typical anatase TiO2 was reported with a theoretical capacity of 

330mA·h/g
14

. However, there are several drawbacks of this material, including 1) 

poor conductivity, which is common for most metal oxides; 2) need of efficient 

diffusion paths due to the difficulty of controlling the particle size shape and 

morphology
15

; and 3) significant capacity decay due to aggregation and volume 

expansion
15-17

. Generally speaking, there are several factors that influence Li storage 

and cycling in TiO2, such as particle size(≤200nm is desired), crystalline structure 

and morphology
14

. Therefore, many attempts have been made to optimize TiO2 

nanoparticle synthesizing methods such as anodization
18, 19

, sol-gel method
20, 21

, 

hydrothermal method
22, 23

, molten salt method
24

 and soft template method
25, 26

 to 

enable effective control over the phase, size, shape, and morphology of the product. 

Among them, sol-gel method provides products with low degree of aggregation and 

relatively good controllability over nano particle size
27

 at relatively mild conditions. 

However, the capacity decay during charging and discharging cycles of the products is 

still a significant issue. 

Many TiO2 nano structures have been synthesized and tested, including 

nanoporous TiO2 particles
28

 with a reported capacity of 229mA·h/g, TiO2 nano 

sheets
29

 with a reported capacity of 202mA·h/g and TiO2 pseudocube
14

 with a 

reported capacity of 131mA·h/g, etc. A common observation was that most 

synthesized TiO2 nano-structures showed a significant decay (up to 30%) after 20 

cycles even at relatively low cycling rate such as 0.5~1C rate
15, 30-32

. Typically, it is 

difficult to fully access the theoretical capacity of TiO2 and address the capacity decay 

issue only with nanostructures.  

Carbon coating was considered as an efficient way to enhance the electronic 

conductivity and also serve as a cushion to absorb the volume change of metal 

oxides
33

 during cycling. Therefore, diverse methods have been developed to fabricate 
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metal oxide and carbon composites, such as mechanical mixing
34

, solvothermal 

method
35

 and in-situ method
36

. However, the carbon incorporation is typically 

disordered. There are a couple of common obstacles to be overcome
37

, including the 

need to lower the carbon content because high carbon content leads to relatively low 

amount of metal oxides content in the composite electrode and thus, the lower than 

expected capacity improvement from metal oxides; and the need to improve the 

crystalline quality of carbon coating that will result in better conductivity towards 

improving cycling performance. 

Graphene nanosheets(GNS), as a 2-D material with tight honeycomb 

arrangement of sp
2
 hybridized carbon atoms has shown many favorable properties for 

LIB application, such has high carrier mobility(200,000cm
2
·V

-1
·S

-1
)

38
, exceptional 

mechanical stiffness(125GPa)
39

, excellent electric conductivity(2000S·cm
-1

)
40

, good 

thermal conductivities(4840-5300W·m
-1

·K
-1

)
41

 and large specific areas(2630m
2
·g

-1
)

42
. 

GNS itself has been studied as an anode material for LIB, and has shown high 

reversible capacity(~1000mA·h/g) and good capacity retention at high rates with a 

capacity of 250mA·h/g at 2.1A/g
43, 44

. Due to the high cost, GNS is most commonly 

incorporated into metal oxides to form metal oxides/GNS composites 

(SnO2/graphene
45, 46

, TiO2/graphene
47

, Fe3O4/graphene
48, 49

, and Co3O4/graphene
50, 51

) 

to enhance the electrochemical performance.  

Recently, GNS encapsulated TiO2 nanoshells have been reported
52

 with initial 

capacity of 200mA·h/g and reversible capacity of ~150 mA·h/g at 1C after 100 cycles. 

The static electric assembly of GNS on TiO2 surface is an interesting approach that 

demands further investigation, especially to get a clear view and understanding of the 

GNS wrapping on individual TiO2 nano structures. Since the mechanical properties 

and intrinsic limit of volume capacities of nanoshells might not render them 

significant advantages over nano particles for large scale applications, it is worthwhile 

to look into the GNS encapsulated TiO2 nanoparticles for LIB applications.       

Herein, we fabricated a GNS encapsulated TiO2 anatase NPs through a facile 

method followed by a self-assembly and reduction process. XRD, SEM and TEM 

were used to investigate the crystalline structure and morphology of the sample. FTIR 

and zeta potential were employed to identify the functional groups and charging 

information of the samples. Coin cells were assembled to test the electrochemical 

performance of the as-made electrode. The graphene encapsulated TiO2 materials 

showed an initial capacity as high as 409mA·h/g at 1C and demonstrated a relatively 
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high capacity of 141mA·h/g at 20C. The nanocomposite electrode also showed a 

Coulombic efficiency above 98% and exhibited an excellent long term cycling 

performance (as high as 343mAh/g after 100 cycles) at a 1C rate. 

 
2. Experimental  

     Figure 1 briefly depicts the process of synthesizing TiO2/GNS nanocomposite: 

first anatase TiO2 NPs were synthesized by sol-gel method
53

 and natural graphite 

flakes were oxidized to form stable graphite oxide(GO) suspension in 

N,N-Dimethylformamide(DMF)
54

; then, as-made TiO2 NPs were treated with 

(3-aminopropyl)triethoxysilane(APTES) to introduce positive charges to their surface, 

followed by mixing them with GO and dispersing in DMF; finally, the TiO2/GO slurry 

was reduced by hydrazine to obtain the TiO2/GNS nanocomposite. 

 
Figure 22: Schematics of the synthesis process of graphene encapsulated TiO2 NPs 

 

2.1 Synthesis of TiO2 nanoparticles   

3.42 ml tetrabutyl orthotitanate (TBOT, Sigma-Aldrich, 97%) and 0.57 ml 

acetic acid (99%, Sigma Aldrich) were dispersed in 4.67 ml ethanol. After stirring 

vigorously for a few minutes, a mixture of 0.54 ml D.I. water and 2.33 ml acetic acid 

was added to the above solution under stirring. Then TiO2 gel was placed in an oven 

at 60℃ for 24h. Finally, the particles were obtained by calcinating at 450℃ for 3h. 

 
2.2 Synthesis of graphite oxide   

GO was synthesized by adapting a reported method
55

. First of all, a 9:1 

mixture of concentrated H2SO4(95~98%, Alfa Aesar)/H3PO4(85%, Alfa 

Aesar)(300:40mL) was added to a mixture of natural graphite flakes(2.5g，99.9%, 

Alfa Aesar) and KMnO4 (15g, >99%, Sigma Aldrich). The reaction was then heated to 

50℃ and stirred for 12h. Finally the reaction was cooled to room temperature and 

poured onto ice(~400mL) with 30% H2O2 (3mL, 30%, Sigma Aldrich) to form stable 
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bright yellow suspension. 

 

2.3 Surface treatment of TiO2 nanoparticles  

0.6g as-made TiO2 NPs were added into 60ml methanol and sonicated for 30 

minutes. Then certain amount of (3-aminopropyl)triethoxysilane (99%, Sigma Aldrich) 

was added into the suspension and stirred for another 1 hour. After the homogenizing 

step, the treated particles were collected by vacuum filtration and then dried overnight 

in a vacuum oven. 

 

2.4 Synthesis of TiO2/GNS composite  

500mg pre-treated TiO2 NPs were dispersed in 500ml DMF by sonication. 

When a homogenous white suspension occurred, 100mg graphite oxide powder was 

introduced and kept sonicating for another 2 hours. Then, hydrazine was added under 

nitrogen protection. Then reaction was kept at 95℃ for overnight. The resultant black 

particles were collected by centrifuging and washed with ethanol. Finally, the as-made 

composite was dried in the vacuum oven for 12 hours.  

 

2.5 Characterization 

The morphology of bare TiO2 NPs and graphene encapsulated TiO2 NPs were 

investigated by scanning electronic microscopy (SEM JOEL 7000F); Crystallographic 

information of the samples were investigated with X-ray powder diffraction (XRD, 

Cu Kα radiation at λ=1.54Å). The oxygen containing groups of GO were confirmed 

by Fourier Transformation Infrared Spectroscopy (FTIR, FTIR Spectrometer Tensor 

37, BrukerOptics). AFM images were taken by AFM microscopy (MFP3D Bio, 

Asylum Research) and Zeta potential of GO and decorated TiO2 NPs was collected by 

Zetasizer nano series (ZEN3600, Malvern Instruments Limited).  

 

2.6 Electrochemical tests 

The electrochemical tests were conducted by using a half-coin cell setup with 

lithium foil as counter electrode. For preparation of testing electrode, TiO2 or 

TiO2/GNS composite was mixed with acetylene black and poly vinylidene fluoride 

(PVDF) at a ratio of 80:10:10, respectively. The black slurry was casted on copper foil 

as anode by a doctor blade. The electrode was first dried at 60°C for 12 hours and 
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then kept at 120°C for overnight to remove all the solvents. The coin cell was 

assembled in a glove box. The electrolyte was 1mol LiPF6 dissolved in a mixed 

solution of dimethyl carbonate (DMC) and ethyl carbonate(EC). The electric 

performance was tested between 1 and 3V and the charging rate was calculated based 

on the anatase TiO2 theoretical capacity of 330mA·h/g
55

. 

 

3. Results and Discussion 

 

Figure 23: (a) and (b): SEM images of TiO2 NPs (c)TEM image of bare TiO2 NPs (d) XRD 

pattern of graphene-encapsulated TiO2 NPs. 

 

Figure 2(a) is the SEM image and Figure 2(c) is the TEM image of as-made 

TiO2 NPs, confirming that the TiO2 NPs have been successfully synthesized. The inset 

of Figure 2(d) is the zoom in image of TiO2 NPs, showing the clear boundary of 

individual particles. 

It is well known that anatase TiO2 is the most electroactive phase of TiO2 for 

Li storage
56

. Previous thermodynamics
57

 and experimental studies
58

 have suggested 

that during a specific sol-gel method, the calcination temperature dominates the phase 

composition of the TiO2 NPs. Based on the precursor employed in our method and 

previous knowledge on phase dependence on calcination temperature, 500℃ was 
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chosen for calcination. The XRD spectrum (Figure 2(b)) confirmed that the desirable 

anatase TiO2 (JCPDS 21-1272, S.G.: I41/amd, a=2.7852Å, c=9.5139Å) phase was 

reliably obtained. 

Image J
59

 was employed to analyze the size distribution of TiO2 NPs(Figure 

2(d)). It is quite clear that the TiO2 particle size ranged from 40nm to 200nm. 

Previous studies
15, 17, 60

 suggested that small particle size (≤200nm) was highly 

desirable for facilitating insertion & extraction of Li ions and deliver high and stable 

reversible capacity. It was believed that for nano-structured TiO2 NPs, interfacial Li
+
 

storage will contribute to the overall capacity beyond the conventional bulk TiO2, i.e., 

extra Li
+ 

can be stored at the interfaces of nano-structured TiO2 materials
17, 28, 60-63

. 

Thus, with the reduced particle size, it is possible to both insert more Li
+
 ions and 

shorten the Li
+
 diffusion length

55
. The size of sol-gel synthesized TiO2 NPs is known 

to be determined by many factors, among them pH of the sol-gel reaction 

environment, calcination temperature and duration play important roles
64

. In order to 

obtain nanoparticles smaller than 200nms, at a calcination temperature of 500℃, a 

duration of 2 hours was determined to be sufficient to provide needed phase as well as 

size control
65

. 

Figure 3(a) is the SEM and Figure 3(b) is the TEM image of graphene. AFM 

study (Figure 3(c)) revealed that the thickness of GNS synthesized by wet chemical 

method ranged from 4~8nm, with an average thickness of 6nm.    
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Figure 3: (a) SEM image, (b) TEM image and (c) AFM image of GNS. 

The functional groups on the decorated TiO2 NPs and GO were confirmed by 

FTIR, (Figure 4(a) and (b)) and the charge information of those two colloids were 

collected by zeta-potential measurements (Figure 4(c) and (d)). For GO, dominating 

oxygen containing groups were identified in FTIR spectra, such as O-H groups (3420 

cm
-1

), C=O groups (1720-1740cm
-1

) and C-O vibrations (1250cm
-1

). The existence of 

these functional groups is believed to contribute to the negative charges on the surface 

of GO
66

. This is supported by the mean Zeta potential of GO in aqueous environment, 

-23.8mV, indicating negative charge on GO. For decorated TiO2 NPs (Figure 4(b)), 

the main characteristic FTIR peaks at 692cm
-1

 and 1509cm
-1 

are assigned to the N-H 

bending vibration and –NH- deformation vibration
67

. This indicates that the surface of 

TiO2 NPs was successfully decorated by APTES components during the modification. 

The Zeta potential tests showed a mean value of 20.64mV confirming the positive 

charge on decorated TiO2 NPs. So we can conclude that GO and decorated TiO2 NPs 

have opposite charges, and may be assembled by static electric attractive force. 

 

 
Figure 4: (a) and (b): FTIR spectra of GO and decorated TiO2 NPs, respectively. 

      

SEM study strongly suggested that TiO2 NPs were successfully encapsulated 

by GNS (Figure 5(a)). TEM study confirmed the successful and uniform 

encapsulation. Figure 5(b) is the TEM image of graphene-encapsulated TiO2 NPs. 

Those NPs were clearly encapsulated by uniform and ultrathin graphene sheets. The 

thickness of graphene layer was 4~5nm, which agrees well with the measured 

graphene thickness by AFM. A simple calculation was also carried out to determine if 

this thickness of graphene coating is reasonable assuming: (1) TiO2 NPs have the 

same diameter; two boundary conditions were considered to determine the graphene 
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thickness range: 40nm, when TiO2 NPs were all 40 nm in size, the thinnest graphene 

coating would be determined, and 200nm, when TiO2 were all 200nm in size, the 

thickness graphene coating would be determined; (2) The shape of TiO2 NPs is sphere; 

(3) continuous, conformal and uniform GNS coating were formed the same on each 

TiO2 NPs; (4) 100% of GNS were coated on TiO2 NPs; (4) 100% of GNS were coated 

on TiO2 NPs. Using the TGA results (Figure 5(d)), density of anatase TiO2(3.84g/cm
3
), 

and planar density of single layer graphene(0.77mg/m
2
), it was determined that if 

assuming a 40nm diameter of all TiO2 NPs, the GNS coating thickness would be 

2.34nm, while assuming a 200nm diameter of all TiO2 NPs resulted in the GNS 

coating thickness of 9.34nm. Given the TiO2 NPs size distribution (Figure 2(d)) and 

the factor that it is unlikely that 100% GNS are coated on the TiO2 NPs, we can 

expect the GNS coating thickness to be in the lower part of the 2.34nm~9.34nm range. 

The experimental results of 4~5nm coating thickness agrees very well with our 

expectation. 

Compared with typical carbon coating, this uniform and conformal GNS 

encapsulation structure can (1) effectively buffer the strain caused by frequent 

charging and discharging process; (2) enhance the overall conductivity of the 

electrode due to the fast electron transport enabled by GNS; (3) provide a high TiO2 

content in the composite; (4) alleviate the aggregation problem of the bare TiO2 NPs 

since individual and conformal GNS wrapping may significantly benefit the desirable 

formation of an effectively interconnected network of GNS with uniformly distributed 

TiO2 NPs embedded, hence providing easy access to each nanoparticle and alleviate 

the capacity issue caused by agglomeration of individual TiO2 NPs and (5) GNS may 

also contribute to improve the electrode capacity
68

.   

From Figure 5(c), all diffraction peaks of TiO2/graphene were indexed to the 

anatase TiO2 and no peak of graphene at 2ɵ=26.6° was found, which suggested that 

graphene nanosheets were homogeneously dispersed on the surface of TiO2 NPs. TGA 

(Figure 5(d)) result showed that the weight fraction of TiO2 in the composite was as 

high as 93.6%. This high TiO2 content associated with flexible and ultrathin graphene 

matrix is considered to be very beneficial towards resulting in high capacity and 

excellent cycle performance. Previous studies
69

 have shown that in order to form an 

effective conducting network, two requirements need to be satisfied: 1. Uniform 

distribution of GNS that forms firm and conformal contact with the TiO2 NPs; and 

2.Balanced ratio of GNS to TiO2 NPs. The ultrathin and flexible feature of GNS 
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facilitates the homogeneous dispersion within the particles, which not only can serve 

as a ‗bridge‘ to build up a conducting network within the composite, but also can 

provide firm contact with the active materials even under fast charging and 

discharging process. It was also pointed out in a previous study that increased GNS 

amount beyond certain point would lead to aggregation among GNS, which would 

block diffusion of the Li
+
 ions and increase the charge-transfer resistance

70
. Some 

previous studies have reported improved electrochemical performance when carbon 

nanotubes or GNS were incorporated into active materials between 2%~50%
69, 71

. 

Thus, a 6.4% content of GNS in the final composite is within our desired range. 

However, a systematic study to determine the optimal GNS to TiO2 NPs ration is 

beyond the scope of this report and planned for following reports. 

 

Figure 5: (a) SEM image of graphene encapsulated TiO2 NPs; (b) TEM image of graphene 

encapsulated TiO2 NPs (c) XRD pattern of graphene encapsulated TiO2 NPs; (d) TGA result of 

graphene encapsulated TiO2 NPs 

 

Cyclic voltammetry(CV) experiments were conducted to test the 

electrochemical performance of bare TiO2 NPs and TiO2/graphene composite at a scan 

rate of 0.5mV/s within a voltage range of 1~3V (Figure 6). Both Figure 6(a) and (b) 
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demonstrated the similar profiles, which are consistent with the previous studies
72

. A 

cathodic peak at ~1.7V and an anodic peak at~2.1V were identified.  Obvious 

change in amplitude and peak positions during subsequent cycles were observed on 

bare TiO2 NP samples, while there was little significant change for graphene 

encapsulated TiO2 NPs, which implies that TiO2/graphene composite has higher 

reversibility than that of TiO2 NPs
73

. Subsequent charging-discharging tests confirmed 

this improved reversibility. 

 

 

Figure 6: Cyclic voltammograms of (a) bare TiO2 and (b) TiO2/graphene electrodes 

 

Figure 7(a) and (b) show the charging and discharging profile of bare TiO2 
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NPs and TiO2/graphene at 1C current rate, respectively. Both processes had the typical 

three stages
52

: first the voltage dropped rapidly from 3V, followed by a plateau at 

~1.7V, indicating insertion of lithium ions; and a slow voltage decrease in the last 

stage, which signifies a transporting process of Li-ions to the anode surface
74

.  

 

 
Figure 7: Charging and discharging profile at 1C current rate for bare TiO2 NPs and TiO2/graphene 

composite at (a) 1st cycle and (b) 20th cycle; (c)specific capacity of bare TiO2 and TiO2/graphene 

composite at different charging and discharging rates. 

 
Batteries with both bare TiO2 and TiO2/graphene composites as anode 

materials underwent cycling test at 5 different charging and discharging rates-1C, 5C, 

10C, 20C and 50C, respectively (Figure 7(c)). For bare anatase TiO2 NPs, the specific 

capacity at 1C reached around 318mAh/g, which is almost the theoretical capacity of 

anatase TiO2. This high capacity can be attributed to the nano size of TiO2, which 

strongly facilitated Lithium insertion and extraction process. However, the capacity of 

TiO2 NPs faded rapidly and continuously with the increase of cycling numbers and 

charging and discharging rate. At 20C, the specific capacity was only around 

84mAh/g. This is due to the typical poor conductivity and volume change of most 

metal oxide anodes. At 1C, the TiO2/graphene composite demonstrated an initial 

capacity of 409mA·h/g and a reversible capacity of ~373mA·h/g at 20 cycles, which 

was higher than that of TiO2 NPs with an initial capacity of 318mA·h/g and a 

reversible capacity of 291mA·h/g at 20 cycles. This large capacity in TiO2/GNS can 
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be attributed at least partially to the existence of graphene. As we know, graphene can 

also serve as a source for lithium storage with an experimental capacity of 

1000mA·h/g
75

. If we use the TGA data and the theoretical capacities of TiO2 NPs and 

GNS (equation (2)), we can estimate the capacity of the composite to be around 

376mA·h/g, which agrees well with our experimental data on reversible capacity. 

TiO2/GNS capacity= TiO2 capacity*TiO2%+GNS capacity*GNS%     (2) 

At 20C, the capacity of TiO2/GNS composite was retained at 141mA·h/g. 

which is comparable to reported reversible capacity of TiO2 /GNS composites 

(150~160mA·h/g) at 1C current rate
47, 52, 73, 74, 76, 77

. Furthermore, even under very 

large charging and discharging rate of 50C, the specific capacity of TiO2/GNS was 

~51mA·h/g, almost 5 times of that of bare TiO2 NPs (~11mA·h/g). The observed 

improvement is believed to be due to the improved conductivity, less agglomeration 

of TiO2 NPs because of the encapsulation and improved accommodation of volume 

change of TiO2 NPs. Figure 7(d) depicted long term cycling performance of 

TiO2/graphene composite at 1C. The result showed that even after 100 cycles under 

1C current rate, the specific capacity still remained at 343mA·h/g, and the Coulumbic 

efficiency stayed above 98% up to 100 cycles. 

 

4. Conclusion 

    In summary, we successfully synthesized GNS encapsulated TiO2 composite 

and studied its use as an anode material for LIBs. Uniform, conformal and ultrathin 

graphene coating on individual nanoparticles were clearly identified and was believed 

to contribute to the improved electrochemical performance of the nanocomposite. 

Compared with the bare counterpart, electrochemical tests showed improved 

reversible specific capacity of TiO2/graphene composite at 1C rate (373mA·h/g) over 

bare TiO2 NPs (291mA·h/g). Even at fast charging and discharging rate of 20C, a 

capacity of 141mA·h/g for TiO2/GNS was retained. The long term tests showed that 

reversible capacity of TiO2/GNS maintained at 343mA·h/g (1C rate) after 100 cycles 

and Coulumbic efficiency stayed beyond 98%.   
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CHAPTER 4: CONCLUSIONS AND FUTURE WORK 

     This thesis presents a series of experimental investigations on synthesis, 

optimization, integration and characterization of carbon nanostructured materials. We 

developed a cost effective post treatment routine to obtain free-standing CNTs grown 

by template-assisted chemical vapor deposition(CCVD) method, synthesized graphite 

oxide (GO) and graphene nanosheets(GNS) under mild reaction conditions and finally 

designed and studied a novel TiO2 NPs/GNS core-shell structure for applications in 

Lithium-ion batteries. Corresponding to the objectives in Chapter 1, the following 

conclusions were drawn. Future work was also exploited in the end of this chapter. 

1. By a two-step method to anodize aluminum, we successfully fabricated alumina 

thin film with uniform and straight nano pores. After the electro deposition of cobalt 

nano particles within the pores, CCVD method was used to synthesize CNTs [Paper 

1#]. An effective two-step post treatment method has been successfully developed to 

remove the amorphous carbon and expose free-standing CNT arrays. This method 

based on mechanical polishing combined with a wet etching is proven to be a highly 

efficient post treatment compared with other conventional methods including air 

oxidation and reactive ion etching. The as-made samples have been used for studying 

mechanical properties of CNT based composites [Appendix 1# and 2#]. 

2. By oxidation of natural graphite flakes to synthesize graphite oxide (GO) 

followed by reduction, we developed an optimized protocol to fabricate GNS for 

diverse applications [Paper 2#]. This environmental friendly, highly effective and low 

cost routine provides GNS with high quality in a controllable fashion.  

3. The electrostatic interaction was successfully employed as a facile process to 

synthesize TiO2 NPs/GNS core-shell structure with enhanced performance as anode 

materials for LIB applications [Paper 3#]. Uniform and conformal wrapping of GNS 

around TiO2 NPs was observed and identified as the key contributor to the enhanced 

electrochemical performance. Compared with other reported TiO2 nanostructured 

materials, the graphene encapsulated TiO2 NPs demonstrated a very high initial 

capacity of 409mA·h/g at 1C and exhibited little decay during subsequent cycles. 

Besides, the composite retained a capacity of 141mA·h/g at the high 

charging/discharging rate of 20C, which is comparable to reported reversible capacity 

of TiO2/GNS composites (150~160mA·h/g) at 1C current rate. The nanocomposite 
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anode also showed a Coulombic efficiency above 98% and good long term cycling 

performance (as high as 343mAh/g after 100 cycles) at a rate of 1C.  

Possible future work may continue broadening of the integration of GNS and 

their derivatives (such as GO) into different nanostructured functional materials to 

form GNS based composites for various energetic applications. As demonstrated in 

[paper 3#], the encapsulation structure is proven to be promising for advanced 

electrodes with greatly improved electrochemical performance. Besides, static electric 

interaction has shown convincing potential in self-assembling process. Possible 

projects may include: 

1. Fe3O4 NPs/graphene composite for LIB applications: Fe3O4 is another 

interesting anode material for LIB applications. In our preliminary lab work, we 

already synthesized Fe3O4-NH2 NPs, which were positively charged. Therefore, next 

step is to encapsulate the Fe3O4 NPs with negatively charged GO. Followed by 

reduction step, Fe3O4/GNS composite can be made for further characterizations. 

2. In-situ hydrothermal method to synthesize α-MnO2/graphene composite as 

catalyst for Lithium air batteries: Lithium-air battery is another interesting and 

promising energetic device. In our lab work, we have successfully synthesized 

single-crystalline α-MnO2 tetragonal nanotubes as the catalyst for Lithium-air 

batteries by a facile hydrothermal method. Since GO can also be reduced into GNS by 

hydrothermal method, we are proposing an in-situ method to synthesize α-MnO2/GNS 

composite to improve the electrochemical performance. 
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APPENDICES 

Appendix 1: Measurement of Interfacial Energy and Friction 

between Carbon Nanotubes and Polymer Matrix by a Micro-pullout 

Test 

 

Abstract 

The remarkable mechanical and electronic properties and large surface area of 

carbon nanotube make it an excellent candidate for energy and environment 

applications such as solar cells, fuel cells, batteries, and composite structures for 

windmill blades. One of issues that determine the useful life and hence reliability of 

the energy devices and structures is the interface between the nanotube and 

matrix/current collector that the nanotube embedded in. Here, we developed a simple 

method to quantitatively measure the interfacial strength of nanotube/matrix 

interfaces. Instead of nanoscale measurement which requires nanomanipulation, a 

micro-pillar was imprinted onto a composite surface on which nanotubes stick out 

with a given protruding length. The polymer pillar was then pulled out from the 

surface, and the maximum force was measured, based on which interfacial energy was 

calculated by finite element methods and analysis formula. The results show that the 

interfacial friction stress between nanotube and polymer matrix is in the range of 

36-51 MPa, which is consistent with the measurement by other methods. 

 

Key words: Carbon nanotube, Composites; Interface, Finite element analysis, 

Pullout. 

1. Introduction 

      Carbon nanotubes (CNTs) are molecular-scale tubes of graphitic carbon with 

outstanding mechanical properties, remarkable electronic properties and many other 

unique characteristics [1-4]. These materials are excellent candidates for a wide range 

of energy and environment applications, including nanotube electrodes in solar cells, 

fuel cells and high-energy batteries, media for H2 storage at room temperature, and 

composite materials for windmill blades.[5-10] It has been shown that 

vertically-aligned nitrogen-doped CNT arrays can act as a metal-free electrode with a 
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much better electrocatalytic activity, long-term operation stability, and tolerance to 

crossover effect than platinum for oxygen reduction in alkaline fuel cells [8]. Using 

carbon nanotubes for battery's electrodes can produce a significant increase -- up to 

tenfold -- in the amount of power it could deliver from a given weight of material, 

compared to a conventional lithium-ion battery [11]. Carbon nanofibers already 

compete with traditional technologies for electrodes in batteries; currently 50% of all 

lithium batteries incorporate carbon nanofibers which double their energy capacity. In 

structured materials application, the carbon nanotube/carbon fabric/epoxy composites 

showed 30% enhancement of the interlaminar shear strength as compared to that of 

carbon fiber/epoxy composites without carbon nanotubes and demonstrate significantly 

improved out-of-plane electrical conductivity [12].  

      One of the important issues in the energy applications of carbon nanotubes is 

the interface between the CNT and matrix. For solar cell, fuel cell and battery 

applications, repetitive cycling can weaken the CNT electrode structure reducing its 

adhesion to the current collector causing the cell to swell. This can lead to reduction in 

charge capacity and ultimately failure of the cell [13]. For composites, the interfacial 

strength strongly affects the mechanical properties, and therefore useful life of the 

composite structures [14]. Quantitatively measurement of interfacial strength between 

CNT and matrix in various applications is thus important to ensure the life and hence 

reliability of those energy devices and structures.  

      Because of importance of the interface, efforts have been made to 

quantitatively measure interfacial strength of the composites. A few experiments on 

polymer nanocomposites have been performed with nano-manipulation techniques for 

probing individual carbon nanotube (CNT) pullout from a polymer matrix [15-17]. 

However, quantitatively measuring the interfacial friction presents severe challenges 

mainly due to the manipulation, gripping and force and strain measurements at the 

nanoscale.  

      In the present work, we developed a simple method to measure the interfacial 

friction between CNTs and polymer matrix. Instead of measure the nano-newton force 

using nano-manipulation, we prepared micro-scale polymer pillars and imprinted 

them onto the surfaces of CNT arrays. The fractural energy due to nanotube pullout 

from the matrix was determined by measuring the maximum load during peeling 

process. The friction and bonding strength of CNT/polymer interface was then be 

calculated based on finite element analysis. 
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2. Experimental procedure  

a) Sample preparation 

     Vertically-aligned multi-walled carbon nanotubes (MWCNT) grown by 

chemical vapor deposition (CVD) technique was embedded in alumina templates [18]. 

Briefly, high-purity aluminum is anodized in a multistep process to generate a 

nanoporous alumina matrix with a hexagonal array of straight pores extending from 

the substrate to the matrix surface. CNTs were then grown inside those nanopores 

using a chemical vapor deposition (CVD) method. The diameter of the resulting 

MWCNT arrays is 50 nm and the volume fraction of the CNTs on the substrate is 0.3. 

The nanotubes were then partially exposed by etching the alumina matrix to desire 

depth (Fig.1d). Here the samples with 0 nm, 30 nm and 50 nm protruding length were 

investigated. Imprinting materials used in this study is Polymethylmethacrylate 

(PMMA, 0.75mm thick Goodfellow). A Leica ultra-microtome was used to carefully 

cut thin PMMA plate into Trapezoid pillars with a dimension from 

16*16µm-150*150µm at one end having a contact area S.  

 

b) Pull-out test 

      Pullout testing was performed with a home-made micro-testing system 

(Fig.1a), consisting of a lower sample holder with a heater, and an upper sample 

holder attached on a high-precise XYZ stage (Throlabs model MTS25/M) with a 

resolution of 0.1µm/s and a minimum velocity of 0.2µm/s. A load cell (Futek, model: 

WC1) with a resolution of 1mN was attached on the upper sample holder. During the 

operation, the displacement and force on samples were simultaneously recorded by a 

computer. A long distance microscopy (U-eye model: MD1900) was set to observe 

and record images of the contact zone between the PMMA pillar and CNT array. 

      Before testing, a composite sample with highly-ordered CNT array was fixed 

on the top of the lower holder while the PMMA pillar was firmly glued on the load 

cell by superglue. The CNT sample was gradually heated up to 165°C while the 

PMMA pillar was kept at room temperature. After the CNT sample reached the 

constant temperature, controlled by the XYZ stage, the PMMA pillar was imprinted 

onto the surface of the CNT sample surface and the imprinting process maintained 

under a constant compressive loading for three minutes. The operation in this process 

should be careful as excessive push of the polymer into the composite sample would 
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cause the local bucking of pillars. After the processing, the system was cooled down 

while keeping compressive force on the pillar to make sure the polymer pillar is still 

embedded within the CNT array. After the system was completely down to the room 

temperature, the XYZ stage pulled the PMMA pillar up at a speed of 0.2µm/s under 

the control of computer. The force-displacement curve was recorded and the 

maximum separation force can then be determined precisely. Finally, the contact area 

on the polymer surface (Fig.1c) was measured under optical microscope (U-eye 

model: MD1900) and scanning electron microscopy (SEM) (Jeol 7000). The contact 

surfaces of composite samples and PMMA pillar were also examined after the 

separation.  

 

Fig.1. (a) Experiment set-up for pullout test using micro-pillar and CNT array, (b) Cross-section 

(unit cell) of pillar/CNT interface, showing CNT embedded in PMMA matrix, (c) Optical image 

of top view of PMMA pillar/CNT contact area after the pillar was pulled out from the surface, and 

(d) SEM image of CNT array after alumina matrix was etched.   

  

3. Finite element modeling 

    Finite element (FE) models were developed to simulate the pulling and 

separation process of micropillars from composite samples. The models have exactly 

the same configuration as those samples used in the experiment. Finite element 

software package (Abaqus 6.8-2) was used to perform the simulation of pillar pullout 

processing. The FE models consist of three parts: a micropillar, a substrate and a 

cohesive zone between them, representing PMMA pillar, CNT composite substrate 

and PMMA/CNT interface, respectively, as schematically shown in Fig. 2a and b.  

Specifically, adhesion and friction behaviors of CNT array at the PMMA/CNT 

Heater

Pillar τ

d

l

F

CNT

Contact area 

(a) (b)

(c) (d)

Load cell

F

CNT array
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interface were treated as the fracture resistance of a cohesive layer. Thus, a cohesive 

zone model was adopted to simulate the interactions between the vertical distributed 

CNTs and PMMA. This cohesive zone features distinct traction-separation relations as 

a crack initiates at one edge and propagates throughout the whole surface. In the 

simulation, bilinear traction-separation laws were employed. 

Tn =
Tn
0

δn
0 δn when 0 ≤ δn ≤ δn

0                                                                                       (1) 

    Tn =
Tn
0

δnf − δn
0
(δn

f − δn)when δn
0 < δn ≤ δn

f                                                             (2) 

 

where Tn is the normal traction separation stress and δn is normal displacement at 

failure, 0

nT  is the normal cohesive strength, 0

n  is the normal displacement jump 

between two cohesive surfaces when damage initiates, and f

n  is the normal 

displacement jump when separation completes.  The traction−separation response in 

shearing direction takes the same form as Eqs. 1 and 2, except for the subscripts being 

changed from n to s. The parameters used in the calculation are listed in Table 1. By 

adjusting the parameters we could calculate the maximum force and fit the 

experimental results with an error of ±1%. The interfacial energy 𝐺𝐼𝐶was then 

calculated by 

 𝐺𝐼𝑐 =
𝑇𝑛∗𝛿𝑛

𝑓

2
                                                        (3) 
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Fig.2. (a) Top-view and (b) Side-view of FE models, and (c) A separation force－distance curve 

simulated by FE analysis. 

Table I Parameters used for CNT/ PMMA adhesion model 

PMMA Young‘s 

Modulous  

E(MPa) 

Al Young‘s Modulous 

E2(MPa) 

Traction separation 

stress 

T(MPa) 

 

Separation length 

f (mm) 

 

3200 90000 0.012-0.017 0.06 

 

      The final FE model contains about 35,000 nodes and 30,000 elements with 

very fine meshes in the contact region between CNT composite and PMMA pillar. 

The final mesh density was determined through a series of convergence studies. The 

cohesive zone areas in the FE simulation were chosen as 64µm*64µm, 81µm*81µm, 

120µm*120µm, 135µm*135µm, and 180µm*180µm, which is the same as those used 

in the experiment. The height of the PMMA pillar was 1mm. The CNTs composites 

size was 1mm*1mm with the contact area in the center, the nodes of which at the 

bottom were constrained in all translational degrees of freedom. 

 

4. Results and Discussion 

      A typical load-displacement curves with CNT and without CNT protruding 

under the same contact area S are shown in Fig. 3(a). After the initial loading of the 

specimen, a crack initiates at an edge of the specimen and propagate along the bonded 

(a)                    (b)

Maximum force
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interface. Since the contact shape is square, when the edge-induced crack propagates, 

the specimen provides an increasing interfacial area with increasing crack length and 

load, and initially results in stable crack propagation. At some crack length the 

propagation becomes unstable and catastrophic failure of the sample occurs at the 

interface. This coincides with the point of maximum load in Fig. 3(a). It can be seen 

that with CNTs sticking out, the maximum force is much larger than that for the 

sample with flat surface (no CNT sticking out).  

      We have measured the maximum force under various interface contact 

conditions. By adjusting the contact area, we obtained a series of curves correlating 

the maximum separation force, Fmax , to contact area S. Fig.3b shows the maximum 

separation force as a function of contact area. The maximum separation force almost 

linearly increases with increasing the contact area. This is not surprising because the 

force should be proportional to the area if the interfacial failure strength is contact.  
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(b) 

Fig.3. (a) A typical force-displacement curve during the separation process, and (b) Relationship 

between maximum pull out force and contact area for flat surface and CNT arrays with 50 nm 

CNT protruding. 

 

The interfacial energy GIc was calculated based on the FEA models and Eq. 

(3). Fig. 4 shows the interfacial energy GIc under different substrate condition. The 

interfacial energy is nearly independent of the contact area, suggesting that it is 

determined by the substrate conditions or the protruding length of CNT array but not 

interfacial contact area. As shown in Fig. 4, the CNT protruding length strongly affects 

the surface energy of CNT/PMMA interface. The higher the protruding CNTs is, the 

larger the interfacial energy becomes.  

   The interfacial shear stress was calculated based on the experimental data and 

Eq.6a in Appendix. To estimate the interfacial stress, we first calculated the adhesion 

energy difference between the samples with/without CNT protruding, yielding 

ΔGIc=0.054 J/m for 30nm CNT protruding length, and ΔGIc=0.109 J/m for 50nm 

CNT protruding length. With d=50 nm, Vf=0.3 as input parameters in Eq.6a in 

Appendix, the interface stress τ is calculated in a range of 36-51MPa. 

       There have been reports on the interfacial friction stress of polymer/CNT 

interfaces. In particular, similar procedure but using single nanotube was developed to 

measure the interfacial strength. Barber et al. attached individual CNTs to the end of 

an atomic force microscopy (AFM) tip and pushed the nanotube into a liquid 
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copolymer, followed by solidification of the polymer, to produce single carbon 

nanotube composites [14]. The nanotube was then pulled from the polymer matrix 

and the critical force required for interfacial failure was recorded by the AFM. Their 

experiment gives a value of 47 MPa for the average interfacial stress required to 

remove a single MWCNT from the polyethylenebutene matrix. Interestingly, their 

measurement is very close to our results. Such value of interfacial strength is 

relatively larger than that (~10 MPa [19]) in traditional composite materials 

containing fiber reinforcements that only interact weakly with the surrounding 

polymer matrix. Thus, covalent bonding may exist between the polymer matrix and 

CNT, probably through defects in the outer shell of the nanotube itself [14]. This may 

be true to our material system since the CNTs fabricated by the template-assistant 

technique in this study have relatively rough surface [18]. Thus, strong mechanical 

interlock may also play an important role in enhancing the interfacial strength. 

  

 

Fig.4. Interface energy GIc with samples having different protrude CNTs. 

 

 

5.  Conclusions 
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       A microscale pullout test method has been developed to evaluate the interfacial 

friction between the carbon nanotube and polymer matrix. The maximum force was 

measured using the micro-pullout test. To extract interfacial energy, a 3D finite element 

model for the micro-pullout test was developed and a cohesive zone model was used to 

predict the crack propagation and maximum force. The model predicts that the 

interfacial energy is a function of maximum separation force and CNTs height. The 

interfacial friction stress of CNT/PMMA interface was determined by fitting the 

experimental results. The measured interfacial shear stress ranges from 36 to 51 MPa, 

which is consistent with the results from other methods. Compared with 

nano-manipulation, this technique is simple and easy to perform, providing a new route 

for measuring the interfacial friction stress at the nanoscale.  
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Appendix: Determination of Interfacial friction between CNT and 

matrix  
Fig. 1b shows a unit cell model where the interfacial friction is generated at 

CNT/matrix interfacial during pullout. In the unit cell model, the interface between 

the PMMA and CNT is assumed to have constant interfacial friction stress 𝜏.  The 

maximum force to pull the CNT from the matrix is: 

             𝐹 = 𝜏(𝜋𝑑𝑙)                                            (1a) 

Assuming that the force changes linearly during pullout, the total work for CNT 

pullout is: 

            𝑊 =
1

2
𝐹𝑙                                               (2a)                                                                            

Substituting equation (1a) into equation (2a) we have 

                  𝑊 =
1

2
πτd                                             (3a)                                                                          

This work is only related to the friction between CNT and PMMA. During the pullout 

process, work must also be done to overcome the interfacial energy, γ1 and γ2 , so as 

to separate the PMMA/Alumina (γ1)and PMMA/CNT(γ2) interfaces with contact area 

A1 and A2, respectively.  So the total energy required is 

           𝑊𝑡𝑜𝑡 = 𝑊 + 2𝛾1𝐴1 + 2𝛾2𝐴2 =  
1

2
𝜋𝜏𝑑𝑙2 +  2𝛾1𝐴1 + 2𝛾2𝐴2        (4a)                                           

where A1 is the contact area between PMMA and alumina, and A2 is the contact area 
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between PMMA and CNT cross section. The interfacial fracture energy can be written 

as
 

 

           𝐺𝐼𝐶 =
𝑊𝑡𝑜𝑡

𝐴
=

2τ

𝑑
= 𝑉𝑓𝑙

2 + 2𝛾1(1 − 𝑉𝑓) + 2𝛾2𝑉𝑓
                 (5a) 

where 𝑉𝑓  is the volume fraction of CNT and 𝐴 = 𝐴1 + 𝐴2 is the total area of the 

CNT unit cell. If the CNTs are not embedded in the matrix, the interfacial fracture 

energy is 2𝛾1(1 − 𝑉𝑓) + 2𝛾2𝑉𝑓 . From (5a) we have 

            τ =
𝛥𝐺𝐼𝑐𝑑

2𝑉𝑓𝑙
2                                               (6a) 

where  𝛥𝐺𝐼𝑐 is the interfacial fracture energy difference between samples with and 

without embedded CNTs in PMMA and can be measured separately by using 

micro-pullout test described above. Equation (6a) can then be used to estimate the 

interfacial stress for CNT composites.  
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Abstract 

A new method has been developed to determine the interfacial friction between carbon 

nanotubes (CNTs) and polymer matrix. A stripe made of PMMA with a specific contact 

pattern was imprinted on a CNT substrate with an ordered CNT array. By 

simultaneously measuring the vertical displacement and load in the decohesion 

process, the interfacial friction was calculated based on analytical formula from 

micromechanics. To extract quantitative results, a 3D finite element model for the 

decohesion test was developed and a cohesive zone model was used to predict the 

complex equilibrium crack front. The model predicts that the interfacial energy is a 

function of maximum separation force, sample size and CNTs height, and the model 

agrees well with full numerical results over a wide range of stripe and substrate 

property values. The overall method is applied to determine the interfacial friction of 

CNT/PMMA nanoimprint. The measured interfacial strength is in the range of 29-44 

MPa. 

 

1. Introduction 

In micron fiber-reinforced matrix composites, the dominant toughening 

mechanism is crack deflection around fibers with weak interfaces, with ―bridging‖ of 

the crack by the unbroken fibers restraining growth. Macroscopic toughness is then 

set by the work required to fracture and pullout the restraining fibers [1].  Fiber 

pullout from a matrix is usually characterized by the critical shear stress to debond the 

fiber/matrix interface and the subsequent shear resistance to relative sliding of the 

fiber and matrix. The interface sliding is often termed the ―interface friction‖ although 

it may be controlled by a variety of inter-related phenomena. Recently, nanofibers 

have been used as reinforcement in various matrices, resulting in enhanced 

mechanical properties. In these nanocomposites, the interfaces form a considerable 

part of the total structure and exert enormous influence in the mechanical and 

chemical behavior of the system. A fundamental understanding of the interfacial 
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friction during pullout at the nanoscale is critical to the development of a new class of 

composites. 

Because of importance of the interface in nanocomposites, efforts have been 

made to quantitatively measure the interfacial strength of the composites. Direct 

testing of simple carbon nanotube–polymer composites has been used to quantify and 

isolate the interfacial adhesion between individual CNTs and polymer matrices. In a 

nanoscale measurement, carbon nanotubes bridging across holes in an epoxy matrix 

have been drawn out using the tip of a scanning probe microscope while recording the 

forces involved. A full force-displacement trace could be recorded and correlated with 

transmission electron micrographs observations prior and subsequent to the tip action. 

Based on these experiments, an approximate calculation of the nanotube-polymer 

interfacial shear strength has been performed. Barber et al. attached individual CNTs 

to the end of an AFM tip and pushed the nanotube into a liquid copolymer, followed 

by solidification of the polymer, to produce single carbon nanotube composites [3]. 

The nanotube was then pulled from the polymer matrix and the critical force required 

for interfacial failure was recorded by the AFM. In situ transmition electron 

microscopy (TEM) straining technique [4,5], the CNT-polymer composite (an 

electron transparent thin specimen) is strained inside a TEM and simultaneously 

imaged to get real-time and spatially resolved (1nm) information. Similarly in Raman 

spectroscopy [6-10] by straining the CNT-polymer composite and catching the shifts 

in Raman peaks they measured the reinforcement made by CNT to polymer. More 

recently, Traditional single-fiber pull-out type experiments were conducted on 

individual multiwalled carbon nanotubes (MWNT) embedded in an epoxy matrix 

using a novel technique at the nanoscale [16]. The largest recorded interfacial 

adhesion strengths in these experiments were an order of magnitude greater than the 

typical engineering composite values, indicating excellent polymer adhesion to the 

nanotubes, although the large variability in the interfacial strength (35–376MPa). 

Other researchers are trying to correlate the experimental results with continuum 

theories like micro-mechanics of composites[11-15].  

Most interfacial measurement mentioned above has been performed with 

nano-manipulation techniques for probing individual carbon nanotube (CNT) pullout 

from a polymer matrix. The major challenges is the manipulation, gripping and force 

and strain measurements at the nanoscale.   In the present work, we have developed 

a new method to determine the interfacial frictional stress between CNTs and polymer. 
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Instead of nano-manipulation techniques, we used macro-scale samples which the 

CNT array was embedded in the polymer stripe with a chevron contact shape. The 

stripes were directly imprinted on the nanotube arrays. The peeling energy due to 

nanotube pullout from the matrix was determined by measuring the maximum load 

during peeling process. The friction and bonding strength of CNT/polymer interface 

was then be calculated based on the theoretical models and finite element analysis.  

Another related area with similar interface problems is nanoimprinting. In 

nanoimprint process, there are two key issues: exact deformation of a film according 

to mold patterns and clear separation of the mold from the film. The separation of the 

mold from the thin film is analogous to the nanofiber pullout in composites. It has 

been showed that adhesion and friction, caused by the direct contact between mold 

and film, can induce significant distortion and even breakdown of transferred patterns, 

especially for high aspect ratio patterns.  Our method can also be applied to 

nanoimprint separation process to measure the interfacial friction and study the effect 

of the interfacial friction on the pattern formation. 

 

2. Test Method and Sample Preparation 

2.1 Chevron interfacial decohesion test 

A schematic of the experimental setup is shown in Fig.1. A Poly-methyl 

methacrylate (PMMA) stripe with width B=3 mm, length L=10 mm and thickness 

h=0.75 mm was embedded on a vertically-aligned CNT substrate (Fig.1b). The 

fabrication of the samples will be described in detail later. In the decohesion test, the 

stripe was lifted quasistatically from hanging edge (Fig. 1a) at a constant rate of 0.005 

mm/s using a micromanipulator that allows us to simultaneously measure the vertical 

displacement of the stripe end (Δz) and monitor the load (F). During the entire process, 

the contact zone near the edge of the stripe was viewed by using a Mitutoyo FS70 

High-Powered Inspection Microscope microscope equipped with a video 

camera(U-EYE) to monitor interfacial crack propagation. The slight bending allows 

for a precise estimation of the interfacial adhesion strength, and further interfacial 

friction, directly from the force versus displacement measurements. This experiment 

has the advantage of simple geometry as in the classical peel experiment.  

Fig. 1b shows the schematic of the top view of a test stripe on which a special 

interface contact is formed between the stripe and the substrate.  A chevron contact 

shape between CNT substrate and the PMMA stripe was used to ensure crack 
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initiation from the chevron tip, especially for a strong interfacial bonding. Once a 

crack is initialed at the tip, a higher load needs to be applied to overcome the energy 

increase due to the increase in contact width to let the crack propagate. This allows us 

to accurately determine the crack length and the maximum force required for 

spontaneous crack propagation.  

 

 

Fig. 1. (a) Schematic of interface decohesion test in which a stripe in contact with a nanotube 

array on a substrate is peeled off in a displacement-controlled experiment, (b) the interface 

between the stripe and nanotube array, showing the nanotubes partically embedded in the stripe,  

(c) top view of the srip and interface contact shapes between the nanotube array and the stripe, and 

(d) SEM image of the ordered nanotube array.  

 

2.2. Sample preparation  

Fabrication of the highly-ordered nanotube arrays follows the following route 

[17]. Briefly, high-purity aluminum is anodized in a multistep process to generate an 

amorphous nanoporous alumina matrix having a hexagonal array of straight pores 

extending from the substrate to the matrix surface. In order to fabricate highly aligned 

and uniform carbon nanotubes, a template assisted approach is applied to this 

experiment, which can provide free-standing carbon nanotubes with desired 

dimension, and outstanding mechanical properties, which are suitable for test in this 

article. A highly ordered aluminum oxide (AAO) template was fabricated via two-step 
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anodization. An Al sheet (99.999%) with high purity was annealed and 

electropolished as pretreatment. The first anodization was carried out at 40V, 

0.3mol/L oxalic acid at 10℃ for 10-24h and the AAO film was removed in chromic 

acid for 3h, a second anodization followed up under the same condition for 12h. The 

template has a hexagonal structure of 50nm in diameter, and 10- 20μm in thickness. 

CNT were grown inside those nanopores using a chemical vapor deposition (CVD) 

method. Due to the low melting point of Al sheet, cobalt catalyst was 

electrochemically deposited into the bottom of nanopores, which was reduced using 

CO at 600℃ in tube furnace. 10% C2H4 and 90% N2 were introduced to replace CO 

at the same temperature for 2h. Finally CNTs were annealed overnight under a 

nitrogen atmosphere. The surface was polished mechanically so as to remove the 

amorphous carbon, finally a chemical wet-etching method was applied to expose 

CNTs. 

After the nanotube arrays were fabricated, the CNTs were partially embedded 

in a PMMA stripe using imprint lithography, creating a stripe/substrate interface 

bridged by the nanotubes, as shown in Fig.1b. This was done by directly pressing the 

substrate with the nanotube arrays into the PMMA surface in a carver hydraulic 

machine (unit model 3912) under a pressure of 300 MPa at a temperature of 185°C, as 

schematically shown in Fig.2a.  After 20 minutes, the sample was cooled down 

gradually under the same pressure.  To form a chevron contact shape between the 

substrate and the stripe, a 0.005mm-thick thin film made of 

Polytetrafluoroethylene(PTFE, thickness 0.005mm from Goodfellow) with a pre-cut 

hole, as shown in Fig. 2b, was layered between the mold and substrate to separate 

CNTs and polymer surface. As the surface energy of PTFE is much low, CNT or 

PMMA does not bond with PTFE. PMMA infiltrates into the CNT array with the 

contact area shaped by PTFE thin film.   
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Fig. 2 (a) Three layers were pressed under a hydraulic press machine with 300Mpa under a 

temperature of 185°C, and (b) top view of the second layer with a hole in the center which control 

the connection shape between PMMA and CNTs.   
 

3. Analysis 

3.1 Interfacial friction stress 

We consider the pullout of a nanotube with diameter d and embedded length l, 

embedded in a stripe matrix, as schematically shown in Fig. 1.  In the unit cell model, 

the interface between the PMMA and CNTs is assumed to have constant interfacial 

frictional stress 𝜏.  The maximum force to pull the CNT from the matrix is: 

             𝐹 = 𝜏(𝜋𝑑𝑙)                                                                                                        

(1) 

Assuming that the force changes linearly during pullout, the total work for CNT 

pullout is: 

            𝑊 =
1

2
𝐹𝑙                                              (2)                                                                                          

Substituting equation (1) into equation (2) we have 

                  𝑊 =
1

2
πτdl                                             (3)                                                                          

This work is only related to the friction between CNT and PMMA. During the pullout 

process, work must also be done to overcome the interfacial energy, γ1 and γ2, so as to 

separate the PMMA/Alumina (γ1) and PMMA/CNT(γ2) interfaces with connect area 

A1 and A2, respectively.  So the total energy required is 

           𝑊𝑡𝑜𝑡 = 𝑊 + 2𝛾1𝐴1 + 2𝛾2𝐴2 =  
1

2
𝜋𝜏𝑑𝑙2 +  2𝛾1𝐴1 + 2𝛾2𝐴2        (4)                                            

The interfacial fracture energy can be written as 

𝐺𝐼𝑐=
Wtot

𝐴
=

2τ

𝑑
𝑉𝑓𝑙

2 + 2𝛾1(1 − 𝑉𝑓) + 2𝛾2𝑉𝑓                                 (5)                                                        

Where 𝑉𝑓  is the volume fraction of CNT and A=A1+A2   is the total area of the 

CNT unit cell. If the CNTs are not embedded in the matrix, the interfacial fracture 

energy is  2𝛾1(1 − 𝑉𝑓) + 2𝛾2𝑉𝑓 . From (5) we have 

            τ =
𝛥𝐺𝐼𝑐𝑑

2𝑉𝑓𝑙
2                                                (6)                                                                                  

where 𝛥𝐺𝐼𝑐 is the interfacial fracture energy difference between samples with and 

without embedded CNTs in PMMA and can be measured separately by using 

decohesion test described above. Equation (6) can then be used to estimate the 

interfacial stress for CNT composites or nanoimprint.  

3.2 Fracture energy of the interface with embedded CNTs  
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The interfacial fracture energy difference, 𝛥𝐺𝐼𝑐, required for the evaluation of 

the interfacial friction strength can be calculated by energy balance during crack 

propagation in the decohesion test.  The 𝐺𝐼𝑐 is the energy required per unit area 

swept out by a quasistatically advancing mode I steady-state crack tip propagation 

under plane strain conditions. The energy Δw required to advance the steady-state 

crack (crack front length b ) an infinitesimal distance Δa is  

 

                 
𝜕𝑤

𝜕𝑎
= 𝐺𝐼𝑐𝑏                                         (7)                                                                                        

 

The deflection Δz of a cantilever beam subjected to a concentrated load F (Fig. 1), can 

be written as: 

 

                 𝛥𝑧 =
𝐹𝑎3

3𝐸𝐼
                                          (8)                                                                                    

where F is force, E the elastic modulus of the cantilever beam and I is the moment of 

inertia of the cross-sectional area with respect to the neutral axis.  

        The irrecoverable work W, done in advancing the crack an infinitesimal 

distance Δa under load F, is given by                                                                                                           

               𝑊 =
1

2
𝐹𝛥𝑧                                           (9)                                                                              

Substitution of Equation (8) into Equation (9) yields 

              𝑊 =
𝐹2𝑎3

6𝐸𝐼
                                             (10)                                                             

The first derivative of W with respect to a is  

             
𝜕𝑊

𝜕𝑎
=

𝐹2𝑎2

2𝐸𝐼
                                             (11)                                                                             

      The energy required to create a new surface bΔa is obtained from dW only, 

and therefore, 

            
𝜕𝑊

𝜕𝑎
=

𝐹2𝑎2

2𝐸𝐼
                                              (12)                                                                             

The moment of inertia can be calculated by standard formula of plate  𝐼 =
𝐵ℎ3

12
.  

Combining Equations (8) and (12), we have 

            𝐺𝐼𝑐 = 𝑌
6𝐹2𝐵

𝐸𝑏ℎ3
𝑎2                                         (13)                                                                                                                                                 

In Equation (13), Y is a dimensionless function, independent of the material properties. 

If force reaches its maximum value at F=Fmax, Equation (13) becomes  
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            𝐺𝐼𝑐 = 𝑌
6𝐹𝑚𝑎𝑥

2 𝐵

𝐸𝑏ℎ3
𝑎2                                       (14)                                                                                                                                                                

The analytical formula (14) is derived to calculate approximately the adhesive 

bonding strength from a test specimen with a chevron-shaped bonding interface. Here, 

Y must be experimentally or numerically determined for different specimen 

geometries. Finite element modeling provides a straightforward method for 

determining the minimum value of the geometry function, as will be discussed in the 

following section.  

 

4. Finite element analysis 

A three-dimensional finite element (FE) model of the chevron interfacial 

decohesion test was developed and shown in Fig.3. The model consists of PMMA 

plate, aluminum substrate and alumina/CNT composite layer on the substrate; size of 

the model is the same as the experimental samples. The discretized FE models contain 

about 35484 nodes and 30340 elements with very fine meshes in the contact region 

between composite and PMMA. The final mesh density was determined through a 

series of convergence studies. Appropriate boundary conditions were used along the 

symmetry plane and displacements were prescribed at the edge of the specimen to 

simulate the load applied during testing. The substrate/PMMA interface was modeled 

using cohesive elements. Traction-separation law was used in the cohesive element to 

simulate the crack propagation. For fracture problems, where one is concerned with 

the propagation of a steady-state crack front, only the critical strain energy is required 

and hence the maximum separation stress σmax and cohesive zone length δc  can be 

adjusted. Given the work of fracture 𝐺I𝑐, and maximum separation stress σmax, the 

cohesive zone length is defined as 

               

δ =
    

σ   
2                                                                                                                                  (15)          

                         

To properly model crack growth in a finite-element/cohesive-zone model, the 

numerical mesh must be several times smaller than the characteristic cohesive zone 

length.  In our calculations, the mesh size is five times smaller than the cohesive 

zone length. The calculations were performed using the commercial finite element 

package ABAQUS. The parameter and material properties used in the calculation are 

listed in Table 1.  
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(a) 

 

 

(b) 

 

(c) 

 

(d) 
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(e) 

    

                                                                

(f)                                

Fig-3 Snapshots of FEA simulation under peeling: (a) Top-view of FEA model, (b) 

front-view of FEA model, (c) crack initiation at the front of contact zone, (d) 

propagation of crack front, (e) critical separation point, and  (f) Typical force-lifting 

distance curve simulated by FEA. 

 

  

Table 1  Parameters  used for CNT/ PMMA adhesion model 

 

PMMA 

height 

h(mm) 

Distance 

𝑎0(mm) 

Triangle 

length 

𝑎1  

(mm) 

 

Stripe 

width 

b(mm) 

PMMA 

width 

B(mm) 

PMMA 

Young’s 

Modulus  

E(Mpa) 

 

Traction 

separation 

stress 

T(Mpa) 

 

Al 

Young’s 

Modulus 

𝐸2(Gpa) 

Separation 

length 

δf(mm) 
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0.75 2 0.5 1 3 3200 0.05-0.4 90 0.06 

 

5. Results and discussion 

5.1 Numerical analysis 

The peeling of PMMA stripe from the composite substrate was simulated using 

the finite element model. For a given interfacial fracture energy, GIC, the crack initiates 

at the tip of chevron contact area. The crack then gradually propagate along the surface 

and suddenly accelarate at the point of a=l, at which the force reaches its maxium value. 

The crack grows unstably after the point since the surface energy keep the same while 

the elastical energy stored in the system increses.  

        To verify Eq. (14), we calculated the maximum force for various 

configurations with the PMMA height h,  stripe width b and loading distance l= a0+a1. 

Figure 3 shows the maximum force as functions of h, b, and l. 5.1

max hF 

approximately within the range from h=0.7mm to h=0.85mm, for a given b and l 

(Figure 4a). For fixed h, and l, the maximum force Fmax nearly linearly increases with 

increasing stripe width b  (Figure 4b). We also study the effect of the stripe width B 

on the maximum force, and found that Fmax is independent of B.  These results are 

consistant with the analytical solution (Eq. (14)). However, we found that 
54.0

max

 lF

,which is inconsistent with Equation 14. (Figure 4c). This discrepency is due to the 

crack propagation which changes the value of l during peeling. Finally, we found that 

the geometric factor Y is a function of interfacial energy GIC. This may also be 

attributed to the fact that l is not a constent.  Therefore, Equation (14) must be 

modified so as to evaluate the interfacial facture energy in the Chevron interfacial 

decohesion test. A modified formula was derived based on the analytical and FEA 

results,   

 

            𝐺𝐼𝑐 = 𝑌[
6𝐹𝑚𝑎𝑥

2 𝐵

𝐸𝑏ℎ3
𝑙2]𝑛                                      (16)                                                                                                                                           

            321

0

mmm
hblYY                                           (17)                                                                                                                                             

where the geometric factor Y0=0.75, m1=-0.51166, m2=0.2646, m3=1.497, and 

n=0.55766.  
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     (c) 

 

Fig 4.  Maximum separation force as a function of  (a) PMMA height for b=1mm and a=2mm,  

(c) contact width for a=2mm and h=0.75mm, and (b) load line distance for b=1mm and h=0.75mm,  

for different interfacial energy GIC. 

 

   

5.2 Experimental results and discussion 

       Figure 5 is the process of crack growth during the peeling. As shown in Fig. 5a, 

the PMMA strip is adhesive firmly to the substrate surface (CNT array) before peeling. 

With increasing the load, a crack initiates at the chevron notch (Fig. 5b), followed by a 

relative stable crack growth along the bonded interface within the triangle area. The 

triangle-shaped bonded area provides an increasing interfacial area with increasing 

crack length and load, and initially results in stable crack propagation. At some crack 

length, the propagation becomes unstable and catastrophic failure of the sample occurs. 

This coincides with the point of maximum load. 

 

 

(a)                                             (b)                                        (c)                                          

(d)                                      (e) 
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Fig. 5.The crack growth in different stages: (a) Original contact state, (b) crack initiate 

at the tip of the chervon, (c) statabe crack propogation,  (d) unstable and sudden 

failure, and (e) complete seperation of the interface. 

 

       In the experiment, specimens with/without CNT protrusion were tested and 

typical load-displacement curves for a bonded chevron specimen are shown in Fig.6. 

For both specimens, the force increases nearly linearly with increasing displacement 

during the initial loading but the slope of the force-displacement for the specimen with 

CNT protrusion is much larger than that for the flat surface.  After the initial increase, 

the force for both cases reaches a peak and then drops to zero but the peak value for the 

CNT protrusion is much large compared to the sample with flat surface. The interface 

was completely separated after the peak. For each test, a maximum force Fmax was 

obtained and this value can be used to calculate the interfacial fracture energy GIC using 

Eq.16.  

       After the PMMA stripes were peeled off from the composite surface, the 

surfaces were examined with Scanning Electron Microscopy (SEM). Figure xx shows 

... 

 

 

Fig.6 a typical load-displacement curves for a bonded chevron specimen with and without CNT 

protusion. 
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Fig.7 Interfacial fracture energy as a function of   protruding CNT length  

       

Fig. 7 shows measured interfacial fracture energy GIC as a function of 

protruding length of CNT arrays.  The CNT protruding length strongly affects the 

surface energy of CNT/PMMA interface. The interfacial energy nonlinearly increases 

with increasing the protruding length of CNT array. Since the amount of the energy 

increase is induced by the CNT protrusion, it can be used to calculate the interfacial 

frictional stress  at the CNT/PMMA interface using Eq. 6.   Taking CNT diameter 

d=40 nm, CNT volume fraction Vf=0.3, the interface friction stress τ was estimated to 

be 29 and 44 MPa .  This value is in the range of measured values for CNT/epoxy 

composites, obtained by other techniques [2-10]. 

 

6. Conclusions 

Chevron interfacial decohesion test method has been developed to evaluate 

interfacial energy and the interfacial friction between carbon nanotubes (CNTs) and 

polymer matrix. A stripe made of PMMA was imprinted with a specific contact pattern 

on a CNT substrate with a highly-ordered nanofiber array. By simultaneously measure 

the vertical displacement and monitor applied load in the decohesion process, the 

fracture energy and interfacial friction were calculated based on analytical formula 

from micromechanics. To extract quantitative results, a 3D finite element model for the 

decohesion test was developed and a cohesive zone model was used to predict the 

complex equilibrium crack front. The model predicts the interfacial energy is a function 

of maximum separation force, sample size and CNTs height, and the model agrees well 

with full numerical results over a wide range of stripe and substrate property values. 
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The interfacial friction of CNT/PMMA composites obtained from this method is 

consistent with the results from other methods.  
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Appendix 3: Supporting information for Paper 3# 

Determination of number of layers of GNS 

To calculate the number of layers of GNS coating on individual TiO2 NPs, 

several assumptions were made: (1) TiO2 NPs have the same diameter; two boundary 

conditions were considered to determine the graphene thickness range: 40nm, when 

TiO2 NPs were all 40 nm in size, the thinnest graphene coating would be determined, 

and 200nm, when TiO2 were all 200nm in size, the thickness graphene coating would 

be determined; (2) The shape of TiO2 NPs is sphere; (3) continuous, conformal and 

uniform GNS coating were formed the same on each TiO2 NPs; (4) 100% of GNS 

were coated on TiO2 NPs. 

For a single TiO2 sphere, the surface area is A=4πr
2
=5024nm

2
 

Volume is V=4πr
3
/3=33493nm

3
 

Weight of TiO2 sphere W=V*ρ=33493nm
3
*3.84g/cm

3
=1.3*10

-13
mg 

      For a weight of TiO2/GNS composite at 100mg, weight of TiO2 is 93.62mg. 

      So the number of TiO2 NPs is N=
𝑊𝑡𝑜𝑡𝑎𝑙

𝑊𝑇𝑖𝑂2

=7.2*10
14 

The total area of TiO2 Atotal=A*N=3.6*10
18

nm
2
=3.6m

2 

      For the 2
nd

 layer of GNS, the area can be calculated at an r of 21nm, the area is 

4.0m
2
. Same for 3

rd
 layer of GNS, the area is 4.4m

2
. 

      For a single layer of graphene, one single atom is connected to the adherent 3 

carbon atoms, the bonding length of C-C is 0.142nm. A single hexagonal ring of 

carbon atoms can be considered a basic unit of GNS. Only 1/3 of a single atom 

belongs to a hexagonal ring, so each hexagonal ring contains 2 carbon atoms. The 

area of hexagon is 0.052nm
2
, so the area density of graphene can be calculated as 

0.77mg/m
2
. 

The weight of the first layer of graphene coated on TiO2 NPs is: 

Wsingle graphene=Atotal*0.77mg/m
2
=2.772mg 

      Weight of 2
nd

 and 3
rd

 layer of graphene can be calculated to be 2.695mg and 

2.541mg, respectively. 

Because W1st graphene+W2nd graphene+W3rd graphene>Wgraphene>W1st graphene+W2nd 

graphene, therefore this result indicates that the number of the graphene coated is about 

2~3 layers. 

Take an experimental AFM thickness of single layered graphene (~1nm) as the 
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thickness of each layer of GNS, so the total thickness is: 

T=0.34+2*1 =2.34nm 

  Take the diameter of TiO2 NPs as 200nm, by using the same procedure, weight 

of each layer of graphene can be calculated as following: 

W1=0.56mg; 

W2=0.57mg; 

W3=0.58mg; 

W4=0.6mg; 

W5=0.61mg; 

W6=0.62mg; 

W7=0.63mg; 

W8=0.64mg; 

W9=0.65mg; 

W10=0.67mg; 

Since Wgraphene≈ ∑ 𝑊𝑖
10
𝑖=1 , number of layers can be calculated to be 10, the 

thickness is 9.34nm.  

From the calculations above, we can conclude that the number of layers of 

GNS ranges from 2 to 10, the thickness of the GNS coated on individual TiO2 ranges 

from 2.34nm to 9.34nm.Since the size distribution of TiO2 mainly stays below 100nm 

so the thickness of the GNS will be the lower part of the thickness range. This 

calculation agrees well with the AFM result. 

 

Phase control of TiO2 

Rutile and anatase are the two of most common phases for TiO2. The only 

difference between these two phases is the arrangement of the molecules: for anatase 

TiO2, a body centered tetragonal crystal contains TiO6 octahedras that have edge 

sharing with others; for rutile TiO2, each TiO6 octahedra shares edges with each other, 

and forms a single chain. Anatase TiO2 phase is highly desired because it is the most 

electroactive phase for Lithium storage. Sol-gel method can provide anatase TiO2 NPs 

with high specific area, low aggregation and excellent controllability over the particle 

size. During a specific sol-gel method, the calcination step dominates the phase 

composition of the TiO2 nano particles.  

For a typical nucleation process, the energy barrier can be written as
1
: 
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                                           (1) 

f—geometry factor,  

γ—surface tension， 

G2 and G1—single atom energy for amorphous TiO2 and anatase TiO2, 

respectively. And the number of the nucleus can be described below: 

                                             (2) 

N—the total number of atoms, 

k—the Boltzmann‘s constant， 

T—the solidification temperature.  

Assume that the particle are the spheres, the anatase TiO2 volume fraction can 

be written as: 

                                         (3) 

t—the time,  

n(T) —the nucleation rate， 

V—velocity of the interface between amorphous TiO2 and anatase TiO2. 

Usually from amorphous TiO2 to anatase TiO2, a certain temperature is needed. 

According to Figure 1(b), in the temperature-time-transition diagram the bold line 

stands for the barrier between amorphous TiO2 and anatase TiO2, the annealing 

temperature can be calculated to be 600℃, which agrees well with the TiO2 phase 

diagram (Figure 1(a)), anatase stays stable from low temperature to ~600℃. 
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Figure 1: (a) Phase diagram of TiO2; (b) Temperature, time, transition diagram
1
 

 

According to experimental results
2
, they also suggest that the temperature is 

the key factor to the phase composition: after aging step, the TiO2 phase is amorphous; 

the anatase starts to form at 300℃, and the crystalline structure gets improved with 

the increase of the temperature; the rutile phase of TiO2 does not occur until 850℃. 

 

 
Figure 2: XRD patterns of the as-prepared powder and those after annealing at different 

temperatures. (A: anatase, R: rutile)
2
.       

 

The calcination temperature might also vary due to different precursor 

applied in the sol-gel synthesis process. According to Table 1
3
, the conclusion 

suggests that 500℃ would be an optimized calcination temperature for various 

reaction conditions. Therefore, in our synthesizing TiO2 NPs process, we adapted 500℃

as the calcination temperature so as to obtain stable anatase TiO2 phase. 

 

Table 1: Physicochemical Properties of TiO2 Particles Prepared under Various Synthesis 

Conditions
3
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Size control 

Among various methods to synthesize TiO2 NPs, sol-gel is considered to be an 

efficient method for the size control
4
. For a typical sol-gel method with TiCl4 as 

precursor, the grain growth kinetics was conducted: 

 
Figure 3: Isothermal grain growth for anatase nanocrystals that were obtained at 300 °C for 

different reaction times. Inset shows the grain growth plotted as ln(D
2
 D0

2
) versus t. D0 denotes the 

initial particle size
5
. 

 

Figure 3 plots the isothermal grain growth of the anatase TiO2 NPs (diameter 

versus time), which can be described as below
5
: 

ln(D
2
-D0

2
)= 3.93(2)+0.286(9)lnt                            (4) 
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Figure 4: Temperature dependence of the particle size for anatase nanocrystals that were obtained 

after heating at different temperatures for 2 h. Inset shows the grain growth plotted as ln(D
2
-D0

2
) 

versus 1/T
5
. 

 

Figure 5 is the temperature dependent diagram of anatase TiO2 NPs, which 

were calcinated at a fixed duration of 2 hours. The result indicates that the particle 

size not only increases with the duration, but also increases with the calcination 

temperature, which can be written as
5
: 

ln(𝐷2 −𝐷0
2) = 10.8(4) −

3.8(3)×103

𝑇
                        (5) 

Since growth kinetics of TiO2 NPs have been well developed, an equation of 

𝐷𝑛 = 𝑘0𝑡
𝑚𝑒(−

𝐸𝑎
𝑅𝑇
)   

was generated, where n is the growth exponent. For anatase TiO2, 

n=5 while for rutile TiO2, n=2. For most sol-gel methods, a high temperature sintering 

step is required, so here the growth exponent is 2, and the growth kinetic equation will 

be
5
: 

𝐷𝑛 = 𝐷0
𝑛 + 𝑘0𝑡

𝑚𝑒(−(
𝐸𝑎
𝑅𝑇

))
                                 (6) 

D—the diameter, 

t—time,  

T—the temperature,  

m—the time exponent， 

Ea—the energy required for the grain growth.  

For a isothermal grain growth, the equation will be
5
: 

ln(𝐷2 −𝐷0
2) = 𝑚𝑙𝑛𝑡 + 𝐶1(𝐶1 = 𝑙𝑛𝑘0 −

𝐸𝑎

𝑅𝑇
)                  (7) 

For a temperature depending process, take the duration as 2 hours, the 

equation will be
5
: 

ln(𝐷2 −𝐷0
2) = 𝐶2 − −

𝐸𝑎

𝑅𝑇
(𝐶2 = 𝑙𝑛(𝑘0𝑡

𝑚)                   (8) 

By using the m as 0.286±0.009, growth energy as 32±2kJ·mol
-1

, eq.(8) can be 

rewritten as
5
: 

𝐷2 = 𝐷0
2 + 3.86 × 104 × 𝑡0.286(9)𝑒(−

32(2)

𝑅𝑇
)
                    (9) 

      One thing is worth noting that due to the different methodologies, the Ea for 

the growth models will vary, which ranges from 32±2kJ·mol
-1

~39±6kJ·mol
-1

. For a 

specific sol-gel process, the particle size increased with the temperature, which went 

beyond 30nm. 
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Furthermore, experimental results suggest that some other factors, such as 

surfactants, precursors and PH value also contribute to the determination of the 

particle size, as shown in Figure 5, at different PH values, the size distribution 

exhibited huge difference. Referring to Figure 5(C), after the calcination process, the 

particle size is less than 200nm, which agrees well with our experimental data. 

 

 
Figure 5 (a) A typical inverse miniemulsion process is schematically shown. A two phase mixture 

from an aqueous solution of a sol–gel precursor (purple) and an organic surfactant solution is 

homogenized to form a stable miniemulsion of droplets with uniform size and composition. By 

increasing the temperature, the sol–gel reaction is induced to generate aggregates of oxide 

nanoparticles (light grey). (b–d) Nanoscaled aggregates of titania crystallites, synthesized at 

different ratios HCl :EGMT. (b) EGMT:HCl = 1 : 5.4, as synthesized, (c) EGMT:HCl = 1 : 3.2, 

after calcination at 400℃, and (d) EGMT:HCl = 1 : 4.3 after calcination at 400℃6
. 

 

Improved conductivity enabled by GNS(paper review of „Flexible and planar 

graphene conductive additives for lithium-ion batteries‟) 

As a novel two dimensional material, GNS has exhibited superior conductivity 

beyond conventional graphite materials, therefore it is of huge interest to introduce 

GNS into the electrode to improve the conductivity. For almost all the electrode 

materials (both anodes and cathodes), an effective conducting network is desired. To 

address this issue, there are two considerations need to be put into account: 1. High 

conductivity, which means the conductive materials with little defect and high 

crystalline integrity are preferred; 2. Effective contact between the conducting 

materials and electrode materials, not only suppresses the aggregation of the electrode 

materials, but also alleviates the agglomeration of the conductive materials. According 

to the Figure 3, two different conducting modes were demonstrated: for GNS based 

electrodes, they have the ‗plane to point‘ mode while super-P based electrodes have 
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the ‗point to point‘ mode
7
.  

       
Figure 6: Schematic representations of conducting mechanisms of GN and SP as conductive 

additives in LiFePO4 (top: plane-to-point mode for GN case, below: point-to-point mode for SP 

case)
7
. 

 

      Compared with super-P particles, the ultrathin and flexible feature of GNS 

facilitated the homogeneous dispersion within the particles, which not only can serve 

as a ‗bridge‘ to build up a conducting network within the composite, but also can 

provide firm contact with the active materials even under fast charging and 

discharging process.  

From the discussion above, the ‗contact efficiency‘ plays a critical role in an 

electrode. Since the 2-D profile of GNS enables an extremely high contact efficiency, 

GNS-based electrode system can provide a much higher content of active materials.  
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Figure 7: EIS spectra of GN-introduced LiFePO4 and SP-introduced LiFePO4 as a reference. a) 

Experimental and simulated EIS spectra with the equivalent circuit as an inset, b) experimental 

EIS spectra of Fe/GN and Fe/SP, c) experimental EIS spectra of Fe/GN with different GN 

fraction
7
. 

 

EIS measurements were conducted to investigate the coin cells. Figure 2(a) 

indicates that the EIS of LiFePO4/GNS and LiFePO4/Super-P agrees well with the 

equivalent circuit. The simulation results of the EIS data of Figure 2(b) shows that the 

charge-transfer resistance of LiFePO4/GNS(~126Ω) is smaller than that of 

LiFePO4/Super-P, which means the ‗plane to point‘ mode has a much higher 

conducting efficiency than ‗point to point‘ mode, enabled by the outstanding interface 

contact efficiency with the active materials. For super-P, the electrode system usually 

requires much more in weight percentage so as to facilitate the efficient electron 

transporting. However, the increased conductive materials will lead to severe 

secondary reactions between them and electrolytes, which will lead to a large 

charge-transfer resistance.  

Further studies were conducted to investigate the influence of the GNS 

percentage on the electrochemical performance
7
. As observed in experimental results, 

increased GNS amount will lead to huge aggregation, which will block diffusion of 

the Li
+
 ions. Furthermore, same as the Super-P particles, increased amount of GNS 

will also lead to significant side reaction between GNS and electrolyte, so the 

charge-transfer resistance will also increase if the GNS amount increases. 

In conclusion, compared with the traditional conductive materials, the 

outstanding conductivity, flexible planar structural feature enabled a novel ‗plane to 

point‘ contact mode between addictive and active materials. This mode can provide 

high contact efficiency which is superior to the ‗point to point‘ mode. This reported 
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study suggests that as conductive materials for LIB applications, GNS is a promising 

alternative material since its bulk production has been developed for years. 
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