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Abstract

This report describes the design and implementation of the spectrum sensing and signal
classification sub-systems of a cooperative network. A sensor blindly receives and calculates
the cyclic statistics of a signal decides whether or not the signal represents information or
noise. If the statistics of the signal indicate the presence of data, the system attempts
to classify its modulation scheme. Finally, the decisions of several independent sensors
are combined to provide a reliable estimate of the contents of the spectrum of interest.
Independently, sensors correctly classify a signal about 60-70% of the time in a low SNR
environment. The data fusion module improves this number significantly - especially as the
number of sensors increases.
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Executive Summary

Interoperability of wireless equipment is a major concern in modern communications systems
- especially in first responder situations where communications infrastructure plays a vital
role in the coordination of relief efforts. In New York City on September 11, 2001, and in
New Orleans during Hurricane Katrina in 2005, communications infrastructure suffered a

complete failure resulting in unnecessary loss of life and diminished rescue capabilities.

Consequently, this has caused the FCC to push for better first responder communications
infrastructure. Their primary effort is the P25 public safety communications standard. The
FCC mandates that in order to purchase new communications equipment with Homeland
Security grants, the equipment must be P25 compliant. This initiative by the FCC to
standardize equipment throughout different jurisdictions is an excellent first step toward

assuring communications during first responder events.

In addition to legislative and regulatory efforts, technology also offers a solution. As
the computational power of wireless devices has increased, modern radio capabilities have
expanded dramatically, supporting several simultaneous users, robustness to harsh RF envi-
ronments, and increasingly high data rates. The next generation of radio equipment will be
defined using software code on either programmable logic or microprocessor systems, result-
ing in software-defined radio (SDR) platforms. These types of wireless devices offer technical

solutions to many problems that presented during 9/11 and Katrina.

On 9/11, when the first tower fell, the resulting chaos on the communications channels
resulted in a near total breakdown of communications infrastructure. The resulting chaos
severely diminished efforts to get responders out of the second tower before it fell and demon-
strates the need for a communications system that can organize itself to avoid such chaos
[1]. SDRs offer one solution to this problem by dynamically configuring their transmit and
receive capabilities. Such capability allows radios to “get out of the way of each other” and

could go a long way toward assuring communications during events like this.

SDRs can prioritize data, maximize spectrum utilization, reconfigure their transmit and
receive parameters and intelligently form networks among other capabilities [2]. A network

defined by these radios is agile, reconfigurable, and robust to hostile operating environments
3].
This technology is still emerging, and it will be some time before it is widely deployed

to first responders. In the meantime, the potential capabilities of SDR and cognitive radio

present many novel and interesting technical challenges. The Software Defined Radio Forum,
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a group made up of industry SDR developers created a challenge to address some of these

issues.

The 2009 Smart Radio Challenge, sponsored by the SDR Forum, challenges participants
to create a network capable of observing and coordinating first responder radio equipment
during a major disaster event [4]. This network represents a proof of concept of the capabil-

ities described above.

This report contributes directly to the WPI team competing in the radio challenge, and

specifically addresses the following issues:

o Spectrum Sensing: Detecting if a user is operating on a channel. This capabilities
avoids unnecessary interference and allows available spectrum to be efficiently utilized
3].

e Signal Classification: If a signal is deemed present, this capabilities determines how
to talk to it. This allows responders possibly unaware of each others presence to
coordinate their activities and maximize their benefit [3].

e Data Fusion: Rather than relying on one set of sensor to make decisions, the network

relies on many to form high confidence decisions that responders can depend upon [5].

Though such ideas have been around for close to two decades, and were described in detail
as early as 1991 [6], only recently has the computational power of current wireless systems

been capable of executing the complex mathematics involved in realizing these systems.

This report describes and demonstrates the success in implementing solutions to these
three challenges. Signals were blindly classified in white noise with success rates approaching
70% with no prior knowledge of their existence. The data fusion module improved these
classification rates to close to 100% as more sensors contributed to a final decision. The
classification metrics are comparable to the theoretical and simulated results of other cyclic
detectors [7] [8].

These modules were built and demonstrated with MATLAB and Simulink. Where pos-

sible, verification was achieved through hardware SDR platforms.

The success demonstrated by these sub-systems establishes the groundwork for the devel-
opment of an agile network that maximizes spectrum utilization, and is robust to high traffic
loads. Additionally, these sub-systems were developed with a black-box approach, such that
they are readily deployable with minimal adjustment to other networks that target first

responders.
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Chapter 1

Introduction

1.1 Project Motivation

Communication systems interoperability is a major priority in public safety organizations
such as firefighters, police services, national guard, paramedics, and other first-responders.
This term refers to the ability of different agencies to communicate with each other on
their own equipment. Though current systems are often adequate for local first responder
events, the infrastructure begins to fail in large-scale events and disaster situations, such
as the terrorist attacks on 9/11 and Katrina, when many first responder agencies need to
coordinate their efforts in real time. Efforts are underway by federal and state agencies to

modernize the public safety communications infrastructure.

Current first responder communication systems rely on legacy analog communications
systems. They are very sensitive to network overload and environmental interference [1].
Additionally, equipment made by different manufactures may be incompatible. 9/11 and
Katrina highlighted these short comings in the United States. Consequently, the FCC has
been encouraging new regulations to standardize first responder communications capabilities
[11].

New public safety standards such as Project 25 strive to standardize new communications
equipment deployed to first-responder agencies with modern technology that overcomes the
limitations of analog equipment. This standardization ensures that agencies will all be using
communications equipment capable of talking to each other. P25 compliant equipment
must offer an improvement of at least two times the data rate of current analog equipment.
Ultimately, efficiency improvements as much as four times are being sought. P25 also seeks

to address issues such as prioritization of packets, network roaming, and large, expandable,



networks.

In addition to P25, there are efforts within the communications community to raise
awareness and demonstrate the potential of modern radio systems. The 2009 Smart Radio
Challenge (SRC 2009) sponsored by the SDR Forum represents one such effort [4]. The SRC

2009 seeks to demonstrate the potential of software defined and cognitive radio systems.

1.2 Problem Statement

Catering to the FCC mandate of increased interoperability among emergency responder
teams, the SRC 2009 defined the following problem:

An earthquake has occurred in a major metropolitan area measuring 10.0 on the
Richter scale. Existing communications infrastructure is out, and as emergency
medical services, police, fire, state, and federal management personnel arrive on
the scene from all over the world, they all begin setting up their own communica-
tions systems to aid in rescue efforts. As more and more personnel arrive, finding
available spectrum becomes a challenge resulting in unintentional interference

between communications of various services.

If such a situation occurred in the present, communications infrastructure would suffer a
breakdown similar to what happened during 9/11 and Hurricane Katrina in the United
States in 2001 and 2005 respectively. To help coordinate first responder teams, the SRC
2009 proposes the creation of an observational network that would facilitate the organization
and coordination of radio devices on site. The technical requirement of the challenge was

defined as follows:

Develop a cooperative sensing system that will create and maintain a database of
public safety emitters on the scene, including the emitter location, physical layer
parameters such as modulation type and transmit frequency, and an association
to which emergency team is using this frequency and waveform. There will be
at least 20 different emergency response teams present which will be trying to

coordinate their activities.

The proposed solution involves many technical challenges. This report solves three of them.

The author of this report collaborated closely with two other undergraduates, Devin Kelly



and Ishrak Khair, at WPI to deliver a complete network that satisfies the SRC’s technical

requirement.

In addition to solving each problem theoretically, this network must be complete and
at least functioning in software. This means defining and implementing interfaces between
different sub-systems. The sub-systems immediately recognized as necessary include a spec-
trum sensing and signal classification sub-system, data fusion module, geolocation method,

a network multiple access scheme, and an environment design.

While considering each sub-system, it was discovered that each problem has many so-
lutions. A major part of this project was considering alternative solutions and making an
informed design decision on which solution to pursue. Factors here included time of imple-

mentation, simplicity, and effectiveness of the solution.

1.3 Project Definition

This report describes the design and implementation of a cooperative spectrum sensing and
signal classification sub-system. Spectrum sensing, signal classification, and data fusion are
all important topics in modern wireless communications and are being incorporated as key
components in decentralized networks that seek to maximize their computational power and

take full advantage of the wireless spectrum.

The SRC 2009 mandates the creation of a cooperative sensing system that will create and
maintain a database of public safety emitters during a first responder event. The database
should track the geographical location of the emitter, physical layer parameters, and assign

a unique identifier to each emitter.

This project demonstrates the implementation of a sub-system capable of determining if
modulated information is present on an RF channel. If a signal is detected, it then classifies
the signal into one of several P25 mandated transmission schemes. Finally, to ensure a
reliable decision is made, the independent decisions of several separate sensors are combined

into one decision.

Since this sub-system is part of a larger project, functionality was built with a “black
box” approach, i.e. You feed in a set of defined parameters and observe one of several known

outcomes.

As a proof of concept, this sub-system will be integrated into one such network, demon-

strating the capabilities and potential of this technology. This a larger network whose pur-



pose is to observe a third party communications network, geographically locate the radios
on it, and aggregate the data into a persistent database that tracks the users of the third
party network. This particular network’s objective will be to organize and coordinate first

responder teams around a disaster zone, however the applications of this technology are vast.

1.3.1 Spectrum Sensing

Spectrum sensing refers to the process of observing an RF bandwidth to determine if a signal
is present on it. Colloquially, this means looking at some spectrum and determining if a signal
of interest is present. This is the first step in many applications including dynamic spectrum
access and geolocation. If a signal is determined present, the next step is determining how

to demodulate its data, this is called signal classification.

1.3.2 Signal Classification

Once the decision as to whether a signal is present on the channel is made, the next step
is to classify that signal by its modulation scheme. The approach described in this report
relies upon the inherent periodicities introduced to a signal when it is modulated. These
periodic, or cyclic, statistics produce observable phenomena on a bi-frequency plane. These

cyclic features are specific to different types of modulation, making classification possible.

1.3.3 Data Fusion

Independent sensors are susceptible to making bad decisions. Harsh RF environments can
cause sensors to report false positives or false negatives. To increase the reliability of the
overall system, a single decision is formed by weighting multiple, independent, decisions
made individually by sensors. This process is called data fusion and helps the network make

decisions with a high degree of confidence.

1.4 Report Organization

This report is organized into five chapters. The first chapter introduces the project definition
and motivation. Chapter 2 explores the different approaches to solving the challenges out-
lined in Chapter 1. It also provides an introduction to several technical and mathematical

topics the reader should be familiar with to understand the implementation details. Chapter
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3 lays out the design approach taken by the WPI Smart Radio Challenge team to build
the network outlined in the problem statement. This chapter contains lessons learned, de-
scriptions of the design cycles, and the approach the author took to solve his three specific
problems. Chapter 4 describes the technical implementation of the three sub-systems this
report describes. It provides numerical results and illustrative examples of the topics dis-
cussed in chapter 2. The final chapter summarizes the accomplishments of this project and

notes several areas where future work is appropriate.



Chapter 2

Fundamentals of Signal Detection,

Classification, and Data Fusion

2.1 Digital Communications Primer

Digital communications is a broad field, but this section provides some background to the
specific modulation types and terminology that appear frequently in this report. More

detailed analysis and communications fundamentals can be found in [12].

2.1.1 Data Modulation

Modulation refers to the way information bits of data are organized. By organizing data
well, the entropy of the transmission can be reduced and the information easily recovered by
the receiver. This project leveraged the Project 25 (P25) public safety standard to limit the
scope of its requirements. Two modulation schemes specified in P25 are quadrature phase
shift keying (QPSK) and quaternary frequency shift keying (4-FSK).

QPSK had four constellation points. Each point on the constellation is represented by:
Si(t) = Li(t)cos(2m f.t) + Q;sin(2r f.t), (2.1)

where I; and @); are the amplitudes of the in-phase and quadrature components of the signal
respectively. Figure 2.1.1 shows the structure of a basic QPSK modulator. To decode a
QPSK transmission, the incoming signal is multiplied by a cosine and sine. Since cosine

and sine are orthogonal to each other, multiplying any in-phase bits with quadrature bits
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causes the result to be zero. The result of this multiplication is then compared against
the constellation and the constellation point that most closely matches the multiplication is

chosen.

FSK is a form of frequency modulation that’s constellation is represented by discrete
frequencies:
Si(t) = M (t)cos(2m fit), (2.2)

where f; is f. + Af. To modulate and decode M-FSK data, the mixers in Figure 2.1.1 and

2.1.1 are replaced by a bank of M sinusoidal mixers, each oscillating at a distinct frequency.

By definition, modulated data contains inherent periodicities. An illustrative example
of this is AM transmission. A message signal M (t) is modulated onto a sinusoidal carrier
sin(2m fot): X(t) = M(t) * sin(2m f.t) After modulation, the output of the modulation has
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properties of both the pulse shape (the sinusoid) and the original message.

While these periodicities may not be immediately evident on a spectrum analyzer or
oscilloscope, blind (no knowledge of the signal) examination of the cyclic statistics of the
signal may reveal statistical features unique to different kinds of modulation. Though this
report only deals on extrapolating a modulation scheme from these features, additional

parameters such as symbol timing and precise carrier frequency can also be extrapolated.

2.2 Interoperability of Communications Systems

Digital communication systems transmit data through the physical (PHY) layer of a network.
The PHY layer includes the modulators, mixers, and other RF equipment that translates

voice and data into a format suitable for over the air (OTA) transmission.

The parameters chosen for this hardware include transmits frequency, sampling rates,
modulation scheme, data encoding, etc. In order to translate received bits into data, the
receiver must be parameterized the same way as the transmitter. The concept of param-
eterization is well known in software and is becoming an important part of modern radio

hardware that implement technical specifications through programmable logic [2].

The term interoperability refers to the ability of two radios to communicate with each
other. Much current first responder radio equipment uses analog transmission schemes spe-
cific to the manufacturer of the radio. Modern and next-generation first responder equipment

is migrating to digital technology with dramatically expanded capabilities and potential [2]

[1].

2.2.1 Project 25

Project 25 (P25) is an effort by the Association of Public Safety Communications Officials
International (APCO) to standardize modern first responder communications equipment.

P25 is still under development and is scheduled for a multi-phase deployment.

Phase 1 is well-defined and is currently being implemented. Phase 1 radios can communi-
cate with legacy analog equipment and modern digital equipment at a channel rate of 9600
bps. This phase standardizes the system infrastructure ensuring that any P25 compliant

radio can communicate on the network.

Phase 2 is under development and seeks to improve spectrum utilization. This in-
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Figure 2.5: The following radios employ communication schemes A, B, and C. A and B are
interoperable, C is not. This diagram illustrates the consequences of interoperability on a
network and how it influences communications links. In a first responder event, C would be
isolated and unable to communicate with other responder teams.

cludes implementing robust roaming and multiple access schemes capable of handling a

large amount of users [11].

Once widely deployed P25 infrastructure will support:

Interoperability within the communications network.

Digital voice and data transmissions.

Scalable network scale capable of supporting small or large networks.

Modern spectrum utilization techniques.

2.3 Software Defined Radio

Figure 2.6 shows a flow diagram of an SDR. Traditionally, the line separating hardware and
software was closer to the data sink/source. Modulators, encoders, equalizers, etc., were
implemented in hardware. However as high performance programmable logic comes down in

cost, radios are increasingly being defined in terms of software.

The sub-systems implemented in this project take advantage of the dynamic nature of

SDR platforms. The reconfigurable nature of SDRs make it possible to search out radios
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operating in a certain frequency band and then determine how to talk to them. The potential

for these capabilities extend beyond first responder applications into a variety of consumer
applications.

An early application of SDR technology was the SPEAKeasy network developed by the
United States military. It allowed digital radios to communicate over a large range of frequen-

cies using various modulation schemes, data encoding methods, and encryption techniques.

A primary goal of implementing SPEAKeasy was to achieve a robust, dynamic com-
munications network that would encourage interoperable communications equipment and
provide the information assurance required by the military [2]. Though it was implemented
in the 1990’s, SPEAKeasy did achieve this goal and demonstrated the promise of future SDR

platforms by sending a variety of waveforms through common hardware.

1
1
i
|
Error -~ ! Digital to
Data Data . Digital | RF
> . - Correction » : +» Analog [
Source Compression Encoding Modulation ! Eonvertal Frontend
|
i
i Air
: Channel
]
1
l gi
1
Error 5 Equalization | Analog to
Data Data : Digital . B = RF
; < ’ <4— Correction |« . = Timingand |<— Digital <
Sink Expansion Decoding Demodulation Syncronization ' IBGonvertar Frontend
S " R R R

Software Implementation Hardware Implementation

Figure 2.6: Flow diagram showing the evolution of radio implementation from hardware to
software.

2.3.1 VITA 49 Radio Transport Standard

The VITA Radio Transport (VRT) standard is a new transport layer protocol that aims to
ensure interoperability among SDR platforms. It defines the way digital data and sensor

settings are to be transmitted. Embedded within the standard are also ways to configure
the SDR radio itself.

An advantage to VRT is that it defines two kinds of packets: data packets and context
packets. The data packets of VRT are similar to any other transport layer data packet.
What makes VRT unique are the context packets. Most of the fields within these packets

11



are optional, but they offer the potential to transmit all kinds of useful parameters to the
radio including, but not limited to: time of transmission, symbol timing, center frequency,
sampling times, etc. These packets are capable of defining the physical layer parameters of
the radios [9].

Though not directly utilized in this report, VRT packets played an integral role in the
geolocation capabilities of this network. Using the context packets, the time of transmission
was compared against the time of arrival to form a radial estimate of the transmitters
location. Three such estimates were enough to triangulate a reasonable estimate of the

radios actual location.

ANSI/VITA 49.0, VRT Standard

feCOmADe0A VRT
E::ii;' 5 \ . Receiver
Data Link
<> a Legend \
" Info Stream 3
VRT ] Information Stream 1
Emitter 3 Data PacketStream=m mmun
Context Packet Stream = a4 & A &
Additional Context Packet Stream=o ® @ @

Information Stream 2
Data PacketStream=00000
Context Packet Stream= 4 4 A A

Information Stream 3
\ Data Packet Stream=00000 j

Figure 2.7: This diagram shows the packet and flow structure of a VRT communications
link. Contextual packets are interleaved with data packets. The contextual packets are
transmitted at a slower rate than the data packets. [9]
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2.3.2 The Universal Software Radio Peripheral 2.0 (USRP 2.0)

The USRP 2.0 is an SDR platform developed by Ettus Research. Compared to other SDR
platforms it is relatively cheap (about $1,400, up to $2,000 with daughterboards and antennas
as of late 2009).

The USRP 2.0 is modular in nature. At its core is a motherboard which contains 4
ADCs and 4 DACs with digital I/O lines that attach to user-selected daughter cards. These
daughter cards act as RF frontends for the radio and determine the frequency range capability
of the radio. A major advantage of this platform is its ability to interface directly with GNU

radio.

GNU radio is an open source software project that encourages the development of software
libraries and packages for the USRP. This interface with software allows the RF frontend to
be tuned through software. Configurable parameters include gain, frequency, interpolation

rates, and decimation rates.

This report utilizes an experimental interface between the USRP platform and Simulink
developed by the WPI Wireless Innovation laboratory. This interface allows a model in
Simulink to control the physical radio. Where it was possible and fe