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Abstract

Humans perceive a variety of features from an auditory stream, such as our acoustic sensors can detect frequency, pitch, dynamics, etc. We can process music in several different ways based on these features. It’s tough for machines, however, to do the same. Some previous research models already can obtain state-of-the-art performance in predicting acoustic boundaries, but machine perception for audio segmentation based on a human perspective remains to be accomplished. Our project aims to use machine learning algorithms to build a model that makes machines able to separate music into segments as humans do. The machine learning model we built allowed for clear grouping distinction for audio clips of the same musical genre we trained the data on, but generalized poorly to other genres. We believe that the model can be improved by having more training data of a larger scope and increasing the quality of grouping boundaries labels for the data.
Executive Summary

Humans recognize things in many different ways, it varies by person but has a lot of similarities in general. Machine perception seeks to develop techniques to let machines similarly predict acoustic boundaries as humans. The machine should be able to group continuous music into different chunks, represented by a start time and duration in the audio. The research aimed to hybrid human and machine perceptions into a model that can tell the differences and similarities between the two.

To collect human perception auditory grouping data, we built a survey and published it on both Qualtrics(for SONA Systems) and Amazon Mturk. We aimed to use the collected information and feed that into the machine learning models to train them to recognize the same grouping cues. The survey also includes demographic and other sorting questions to let us do some traditional data analysis.

To address some problems from our input data like inconsistent output data points, for example, one audio clip could have 2 groups, while another could have 5 groups. We choose the models below to fix that problem.

- Convolutional Neural Network
- Recurrent Neural Network
- Convolutional Recurrent Neural Networks
- VIT(Vision Transformer)

Because the large size of the raw data makes the training slow, we transformed the data into spectrogram images including Mel-spectrogram, a chromogram, a Mel-frequency cepstrum (MFCC), and a tempogram. This changes the original 1-D convolutional input into a 2-D convolutional input which makes the training much faster. The other method that would increase our model performance or accuracy is listed below.

- Supervised Pre-Training
- Google cloud/TPU’s
- Fuzziness
- Left/Right aligning

For our result models, the convolutional neural network models had clear boundaries for each group. We tried the methods mentioned above to improve this model’s performance. Some failure models like RNN, CNNs & RNNs, and VIT had the common problem that the model cannot distinguish the groups. This may be caused by the vanishing gradient problem that RNN has. In the final model we added more convolutional layers to it and finished with the dense layer which gave us some ground truth labels for the same genres of the music clips, but generalized poorly to other genres.
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Introduction

The field of machine perception seeks to develop techniques for machines to perceive and interpret stimuli in ways similar to humans. In the field of machine perception, auditory perception refers to the set of tendencies and mechanisms related to how humans perceive sound, like music. A key problem in auditory perception is auditory grouping which is the way human perception breaks a continuous stream of perceived sound into chunks, or groups[1]. In the context of machine perception, the auditory grouping problem requires taking in an arbitrary piece of audio, specifically music, and predicting the groups, represented by a start time and a duration, present in that audio. Additionally, grouping grammars can specify categories of auditory groups, and models over those grammars can predict the classifications of identified groups[1].

Human beings categorize information in several different ways, contingent upon the type of stimulus experienced and the nuances detected within. Applied to the perception of sound, especially in the context of music, this phenomenon is described as auditory grouping. Because sounds are not just one constant, unchanging waveform, our brains can categorize and encode audio information differently, as a result of various components of music. With how humans encode this information being highly complicated and not understood in its entirety, unique challenges are presented when attempting to create machines that can perform the same grouping tasks. While this body of research is valuable for gathering information about our experiment, we as researchers intend to hybridize the human and machine components of auditory grouping into a comprehensive model.

Motivation

The potential applications of an accurate auditory grouping model are numerous. A model which can break a piece of music into perceived chunks could be used by musicians to better compose music by supporting algorithmic tools which operate on perceived phrases of notes as a unit. Other applications include big-data analysis of large auditory repositories, where individual reviews of pieces are out of scope. A music streaming service, for example, might prefer to shard their audio streams along group boundaries so temporal anomalies due to low-bandwidth stream latency occur during natural grouping breaks. Another application could be to support a new class of algorithms that operates on auditory data with an understanding of human perception of that data; a compression algorithm could preserve information about groups as individual units, and deprioritize the noise between groups. It also has applications in robotics. For a musical robot to be able to interact with a musician, it needs to be able to interpret the expressions of the musician. Part of that interpretation is auditory grouping.

Background

There is existing research on the auditory grouping problem in machine perception [2], [3]. Existing techniques primarily focus on trying to construct a model of human perception of auditory grouping, either prescribing to Gestalt [4] theory, where we group similar entities like
sounds, or intentionally in refutation of it, and then constructing a machine to interpret supplied waveforms towards the specification of that model [5]. Most of these models are unsupervised models, which is to say they do not test themselves against human-labeled data [2]. They instead analyze waveforms to predict gaps, melody changes, and other musical features. Using unsupervised models for this task may not be the best approach for this task as, without human input, the model would have to try and replicate human behavior through algorithms alone.

Our approach to this problem involves using artificial neural networks to learn the human behavior of auditory grouping. Neural networks have become an industry standard in machine learning due to their powerful ability to extract features without preprocessing. Various kinds of machine learning methods such as convolutional neural networks and recurrent neural networks have been used in audio machine learning experiments[6].

**Convolutional Neural Networks**

Convolutional neural networks excel at extracting spatial information from data [7] which can be powerful for analyzing audio clips. Audio clips are stored as a sequence of samples, which can be represented as a 1-D long array. While using a 1-D convolution on the raw audio would work as demonstrated later on, transforming the data into an image spectrogram, which is also demonstrated later on would allow us to better utilize the power of convolutions.

![Figure 1: Approximately 4 milliseconds of audio represented as 100 samples in an array](image)

In addition to convolutions, there are many other layers used commonly in convolutional neural networks that can be used to further improve performance such as max-pooling layers,
dropout layers, batch normalization layers, etc. Max pooling layers reduce the dimensionality of an output layer by taking a section of numbers and reducing it down to 1 number by taking the max value which can help reduce noise for the outputs. Dropout layers randomly cancel out neurons to reduce reliance on specific neurons during training which can help with generalization. Batch Normalization normalizes the data between inputs which can help speed up training.

Recurrent Neural Networks

Recurrent neural networks are neural networks that process inputs sequentially allowing them to exhibit temporal behavior. Due to its ability to analyze inputs sequentially, it has been used for various auditory machine learning models[6]. Vanilla recurrent neural networks have mostly faded out of usage due to their issues with training such as exploding or vanishing gradient, but other recurrent layers overcome this issue such as LSTMs[8]. LSTMs come with a feature called a cell state that carries information throughout inference creating some kind of residual connection throughout the LSTM.

Another variant of RNNs is the Convolutional LSTMS [9]. Convolutional LSTMs analyze chunks of data sequentially by running a convolution through chunks and using that as part of the hidden states. This RNN layer could prove especially powerful for spectrograms where we can analyze slices of spectrograms at a time.

Convolutional Recurrent Neural Networks

Convolutional Recurrent Neural Networks utilize both convolutional layers and recurrent layers in the neural network. The data would first pass through the convolutional layers and then the recurrent layers. This architecture allows us to utilize the power of convolutions and recurrency in our models which may prove powerful for auditory-related machine learning tasks[10].

Residual Neural Networks/Skip connections

Modern neural networks use hundreds of layers in their models, allowing earlier layers to better extract more complicated and useful features. Training many layers in a neural network result in a vanishing gradient, which is when the weights of the model become too small to effectively learn. Residual networks or skip connections mitigate this problem by allowing information to skip potentially faulty layers[11]. While our model won’t nearly have as many layers as state-of-the-art models, skip connections will allow us to increase model depth without compromising performance.

Vision Transformers (VIT)

Vision Transformers (VIT) use a transformer network, which historically is used for natural language processing tasks[12], to process images[13]. Vision Transformer models have seen success in many image recognition benchmarks and are the current state-of-the-art model for
image recognition. While vision transformers are a fairly new technology in the machine learning community, vision transformers have been used for auditory machine learning[14].

**Opportunity**

We believe that for a task so fundamentally oriented towards subjective human perception, training (and then validating) a model on human-generated data is critical. This validation against real perceptual actors has been beneficial in verifying other domains of auditory perception, like the Iambic-Trochaic law [15], [16]. Thus, we offer our specific contribution to the auditory grouping problem: applying supervised, contemporary, deep-learning convolutional models to human-produced auditory grouping data.

**Methodology and Design**

There are two components of the design of our project, the experimental design for data collection, and the exploration space for the machine learning modeling work. Because of the relatively unknown domain of supervised auditory grouping, there doesn’t exist an easily accessible dataset online containing human grouping data. Thankfully our advisors had a dataset of such grouping data that we used for training. The data however only contained 1718 samples, which we theorized was not enough for training, hence the need for designing an experiment for data collection.

**Experimental Design**

For our study, aimed to collect data from participants performing auditory grouping tasks, to then feed this information directly to our algorithm to train them to recognize the same grouping cues.

**Materials and Methods**

To collect data, we have decided upon a survey format conducted through SONA Systems and Amazon MTurk, with a financial incentive. Our materials included 20 audio clips we have decided upon taken from music spanning the baroque, classical, and romantic periods. The independent variable here is the auditory clip stimulus given to a participant, as well as any specific meta-data aspects of the sound bite. Our dependent variable is the way in which the clip has been grouped, first without any consideration for if it was “correct” or not.

**Experimental Design**

The experimental design of this study is a hybridization of data collection, to serve a primary and secondary goal. The primary goal, consisting of the bulk of the experiment, will seek to gain consistency, repetition, and quantity of data from each individual participant to be fed to a machine-learning algorithm. The secondary goal, consisting of a preliminary section of the survey focusing on demographic and other sorting questions, will seek to provide a basis by which traditional data analysis can be performed for different groups.
The bulk of the survey designed to collect masses of data for the algorithm will work very similarly to those facilitated by CogLab. Participants will be given 100, 10-second audio clips and be asked to click when they think they recognize a specific grouping. This will be visualized by a slider on a flat audio form that DOES NOT reflect the clip the participant is hearing. These experiment pages can be set to automatically move on to the next audio clip once the 10 seconds are through. This will result in a total survey time of approximately 16.6 minutes, not including the time spent on the preliminary questions page, to be used for the secondary goal’s traditional analysis.

![Figure 2: The experiment interface used to collect data](image)

The secondary goal of the research will be achieved by adding a section of demographic questions to the end of the survey. The questions will include gender, age, music experience, music affiliation, and other such relevant factors for later sorting data. These questions will serve as a basis for doing manual data analysis on the grouping data. In this way, the survey accomplishes its primary goal of a large quantity of data for training the algorithm, while also yielding a great deal of raw information to be later grouped and analyzed in accordance with the answers in the demographic section. The survey is listed in appendix A.

**Model Design**

*Output structuring*

Due to each audio clip having a variable amount of groups for each corresponding audio clip, figuring out how to structure our output such that our model can effectively output data was a challenge. One audio clip could have 2 groups, while another could have 5 groups. This meant traditional supervised learning strategies like classification or regression won’t work, as the number of outputs varies.
While a few strategies to overcome this problem were proposed, like using a recurrent layer as our output layer, we settled on encoding groupings on an array of fixed lengths. Each element in our output represents a time within the audio clip. For example, if the audio clip is 5 seconds long, and we had an output of length 50, the first index in the array would represent the time 0-0.1 seconds, the second index would represent the time 0.1-0.2 seconds, and so on. When a group happened at a certain time, a 1 would be put in the corresponding index. By encoding the groups as 1’s on an array of fixed lengths, we can treat this problem as a multi-class, multi-label classification problem.

**Budget**

The two components of cost for our project are data collection and model training. For data collection, we reached out to groups on campus to reduce monetary costs. For data collection, the costs for mTurk (or comparable tools like prolific) totaled approximately $500 at a rate of $3/participants and a target of 150 participants. For training our machine learning model, we used Google Colab’s machine learning infrastructure and Kaggle’s machine learning infrastructure which allows us to use powerful hardware for free.

**Methods**

**Spectrogram transformation**

MP3 files encode audio in samples, where each sample represents an instance in time. The sample rate of a clip loaded in Librosa, the python library we used to parse data, is 22050. The clips we use to analyze groupings are exactly ten seconds long, meaning the data has a total of 220500 samples. Going through the samples using a dense neural network, a recurrent layer, or even a 1d-convolution would take a long amount of inference time. Transforming the data into a spectrogram, an image representation of a clip, would allow us to decrease inference time and also allow us to use more powerful layers like a 2d-convolution.
The spectrograms we used were a Mel spectrogram, a chromogram, a Mel-frequency cepstrum (MFCC), and a tempogram. All of the spectrograms were created with 128 bins, and transformed from power to decibels. Creating each of the spectrograms resulted in a 431 by 128 image. The images were then layered on top of each other to create a 431 x 128 x 4 array.

![Spectrogram](image)

*Figure 4: Spectrogram image used as training data*

**Supervised Pre Training**

Due to the small size and limited scope of our dataset, we opted to try supervised pretraining on a larger dataset. The dataset we chose is a small section of the free music archive (FMA)[17]. The section we chose for the FMA contains 8000 music clips from 8 genres. The music clips are around 30 seconds long and each audio clip was split into 3 clips of 10 seconds. A model was trained to classify these music pieces into their various musical genres. This task was chosen because the field of musical genre detection is well established and easy to find examples for. After training was done, the fully connected layers were removed from the model, and a new set of fully-connected layers were appended to resume training on the auditory grouping problem.

**Google cloud/TPUs**

The datasets for supervised pretraining and auditory groupings were too large to fit in RAM. This meant that data had to be loaded through chunks during training. Normally this would be simple to do on CPU or GPU training, but data requires data to be stored on Google cloud to train on TPUs.

Tensor Processing Units, usually shortened to TPUs, are custom-made circuits meant to quickly do tensor arithmetic. TPUs were designed with deep learning in mind and accelerates training with neural networks.

Because training on TPUs is significantly faster than training on GPUs and CPUs, it was necessary to get the training done in a reasonable time. In addition to having to store our data on the cloud, Google Cloud only allows a certain amount of files to be read from the cloud at a given time. If we store each data instance as a file, our training would be throttled by Google cloud’s reading speed. To overcome these issues, we first encoded the spectrograms as RGBA images, then we stored the images in TFRecord files. TFRecord files allow for multiple instances of training datum to be stored in a single file, allowing the TPU to get multiple instances of training datum with a Google cloud call.
**Fuzziness**

Instead of having the ground truth label be represented by exactly 1 number, we would have the surrounding values also equal 1. For example, if a label looks like (0,0,0,0,1,0,0,0), after fuzziness, it would look like (0,0,0,1,1,1,0,0). A similar neural network to detect musical onsets used this strategy [18]. The rationale for this strategy is that group beginnings could start slightly later or earlier depending on the participant's reaction time and other factors, so instead of giving a fixed index for a group beginning, we gave a small range.

**Left/Right aligning**

We arbitrarily chose to analyze audio clips that were 10 seconds long, so we created our model to accept audio clips of 10 seconds. All of our training data however were around 8 seconds long. To overcome this, we first aligned the audio clips with the start of the 10 seconds and padded the end with silence. We then aligned the audio clip with the end of the 10 seconds and padded the beginning with silence. Left/Right aligning gives us the benefit of doubling our training data and also allows us to train without unfairly biasing one end of the audio clips over the other.

**Results**

**Successful Models**

Convolutional Neural Networks (Raw Data)

Our first iteration of the models was a simple 1-D convolutional neural network on the raw mp3 files for the data. The raw data was a 1-D array of samples, so 1-D convolutional layers were used to sample data. It consisted of a convolutional layer followed by a dense layer. The result below showed an actual group of three. The model provided a clear group of four, and close to the actual groups. This model had relatively less noise but would take a long time to train as the large size of the 1-D array.
Figure 5: An example output of the CNN(Raw Data) testing model

This graph shows us the ground truth labels of one participant of the beginning of groups in purple, and the predictions of the beginning of groups in red. The X-axis is the time in seconds in which a group beginning happens and the y-axis is the certainty that a group happens at that time. The model predictions can be interpreted as a probability distribution for group beginnings over time. While this approach gave clear group startings for our data, training was slow and there was little we can do to improve model complexity. For these reasons, we tried 2 convolutions.

Convolutional Neural Networks (Spectrogram Image Data)

We used the same structure for convolutional neural networks but changed the input to Mel spectrograms. The same strategies used for image supervised learning were used here and resulted in similar results to the convolutional neural network on raw audio. This method made the training much faster.
Figure 6: An example output of the CNN(Spectrogram Image Data) testing model

Even though this model had a similar result to the first model, it showed us that the model can work on spectrogram images, allowing us to use more kinds of strategies like vision transformers. It’s worth noting that the model appears to place the groups in the same location as the CNN on raw data. Despite the groupings being slightly misaligned to the ground truth labels, this could mean that the machine thinks these locations for groups make more than the ground truth labels.

Convolutional Neural Networks (Fuzziness)

The last big improvement we made to our models was changing our output to have fuzziness. We hope that by including fuzziness, the model can have more ground truth labels to work with and give us better results. We used our first CNN model to test this strategy.
Figure 7: An example output of the CNN(Fuzziness) testing model

The model showed a great advantage in classifying more groups of data and performance was consistent across all examples. It also averages out the noise within the dataset and gives us much nicer distributions.

Unsuccessful Models

Recurrent Neural Networks

First, we tried the LSTM(Long short-term memory) model, but the results didn’t predict any groupings. This may be caused by the gradient vanishing problem that all RNNs have. It means in each iteration, the current weight would change due to the previous weight for an error function. When the gradient is vanishingly small, effectively preventing the weight from changing its value. That’s why it didn't show significant differences between each group.
Second, we tried GRU (Gated Recurrent Unit) instead of LSTM, but the result was similar to LSTM. This is reasonable because GRU and LSTM were all based on the basic RNN architecture, so both of them would have gradient vanishing problems as all RNN models have.

Convolutional Recurrent Neural Networks

We thought that we may have to extract a few features from the spectrogram before using the recurrent layers, so we attempted to use a convolutional recurrent neural network. The data
would first pass through the convolutional neural network for feature engineering, then through the recurrent neural network to better extract the temporal features. For our implementation, we used a few convolutional layers followed by an LSTM layer, then a Dense layer.

The model result looked much similar to the pure RNN model. Because the results look so similar, we thought the issues were due to the RNN layers.

Figure 10: An example output of the CRNN testing model

The model result looked much similar to the pure RNN model. Because the results look so similar, we thought the issues were due to the RNN layers.

VIT(Vision Transformers)
The result of the model was similar to the RNN model. Due to our limited understanding of VITs, we’re not quite too sure why it doesn’t work. Perhaps implementing the patches in such a way that would work well for image recognition doesn’t translate well for image spectrograms.

**Final model**

In our final model we used a convolutional neural network with same padding, no strides, and skip connections throughout the model to mitigate the potential vanishing gradient issue. We increased the number of layers total to 25 layers which will increase the complexity of the model to allow for it to fit better.
One thing worth noting is that the convolutional layers are separated into blocks of 6 convolutional layers. Within each block, residual connections connect every other convolutional layer and the first layer within each block has a residual connection to the output of the block. While we hoped that increasing the complexity of the model and implementing the above methods would improve the performance of the final model. The model, however, doesn’t generalize well to the testing data. The results are shown in figure 13.
Discussion

While the model did well on music clips of the same genre as shown in figures 5-7, the model generalized poorly to music clips of other genres as shown in figure 13 above. We believe the main cause of the models’ poor performance on testing data is the training data. With more training data on a larger variety of music, we should be able to overcome the problem of poor generalization. We’ve identified other potential causes for poor performance, such as the model architecture. We only used convolutional layers in our model, but perhaps temporal information cannot be adequately extracted from convolutional layers alone, so giving RNNs another chance, perhaps by changing the axis in which the model parses information temporarily in, would yield better performance. Vision transformers are also another model that could be worth reconsidering, if we were to change our approach of turning the data into patches, then the transformer could yield better results.

Even though the groupings are hard to discern in the figure above, it does provide a general guideline as to where the model predicts groupings. There are certain “mountains” in the predictions and with more familiarity with groupings and experience with this distribution, a human could predict group beginnings based on this distribution alone.

Conclusion

This project focused on training the machine learning model to output groupings of music clips. We used surveys to collect human perceived audio grouping data as our model’s input.
Because of the uniqueness of the data type we collected, we explored several ways to process the data like 1-D convolutions and 2-D convolutions. These methods significantly improved our model performance and accuracy.

The most important technical decision in this project was to choose the right machine learning model. The effort was made on several models which include convolutional neural networks, recurrent neural networks, convolutional recurrent neural networks, and VIT (vision transformers) models. Among all the models, convolutional neural networks showed success in clearing boundaries of grouping and less noise. Other models had issues with the vanishing gradient problem, especially the RNN-based models, leading to indecisive grouping boundaries.

Our final model was a convolutional neural network containing 25 layers with residual connections. We theorized that increasing the complexity of the model by adding more layers would increase the model performance. The model was able to produce interpretably significant groupings on music clips of the same musical genre as training data, but generalized poorly to music clips of other genres. We theorized that this was mainly caused by the limited amount of training data.

While the results produced by the model didn't achieve a standard of automated grouping adequate to enable usage by the algorithmic applications considered in the background, the results are still valuable. The positive grouping gestures of the CNN model are indicative of a successful application of a supervised machine learning approach for the auditory grouping problem. This success indicates that future work in this problem space can utilize rapidly developing supervised machine learning techniques to achieve its goals. This is especially relevant as state of the art machine learning techniques are very sensitive to data quantity, training resources, and algorithmic developments. We expect that a more resourced study of hyperparameter optimization with a model similar in form to the CNN model we developed would find qualitative successes in auditory grouping.

The primary shortcomings of the model with regards to the auditory grouping problem were in generalizing results from training genres to external genres. This report posits that this weakness could be resolved by including music from a wider distribution of genres. For validation purposes of a pilot integration, this project utilized many clips from the same song in its labeling scheme. Now that the capabilities of CNN models to model groupings of audio are better understood, a future project can sample against a much wider spread of audio sources.

Specifically, we recommend that future labeling schemes prioritize getting a high number of label passes on each clip and labeling clips from a wide variety of sources. We found high variance in the grouping labels between labellers, likely due to different “thresholds” of what latent partitions designate a group. By collecting high multiplicity label data, the grouping boundaries could be better understood against a probabilistic hierarchy of “tiers” where the most common grouping boundaries indicate higher order partitions of the sample.

Additionally, while our samples were generated by slicing a relatively small set of specifically curated songs into short clips, we find that this was ultimately unnecessary, and likely counterproductive with regards to overfitting against genre. There’s no need for high multiplicity on a per-clip level outside of having multiple grouping results for each clip from a single survey session. A more canny scheme would be to collect samples from a wide corpus of audio sources and have each survey participant operate on a randomized subset of those clips. This approach would allow for the validation benefits we received from our clipping scheme
without overfitting individual song qualities, like genre. Given that these changes would require recollecting data, they were outside the scope of this project's charter.

While the results of our final model did not reach the standards of grouping necessary to indicate fitness for application, they were adequate to justify future inquiry. Based on the comparative performance of our modeling strategies, we expect further research into the application of convolutional neural networks to the auditory grouping problem to achieve relative success. Additionally, we recommend that future research focuses on a wider distribution of sample sources to remedy the generalization problems we encountered.
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Appendix

Appendix A: Survey demographic data

Machine Perception-Auditory Grouping MQP for MTURK

Start of Block: Block 1

Q1 Informed Consent:

Investigators: Zachary Wagner, William McDonald, Yang Chen, Cheng-Hsuan Jan Contact Information: zwagner@wpi.edu, ychen18@wpi.edu, cjan@wpi.edu, and wbmcdonald@wpi.edu

Title of Research Study: Machine Perception Auditory Grouping MQP Advisors: Professor Scott Barton (sdbarton@wpi.edu), Professor James Doyle (doyle@wpi.edu), Professor Gillian Smith (gmsmith@wpi.edu)

You are being asked to participate in a research study. Before you agree, however, you must be fully informed about the purpose of the study, the procedures to be followed, and any benefits, risks or discomfort that you may experience as a result of your participation. This form presents information about the study so that you may make a fully informed decision regarding your participation. The purpose of our study is to collect data on how human beings group pieces of music. To fulfill this goal, you will be listening to 20 different audio clips from various songs, with each recurring 5 times as to allow certainty with the groupings. Each audio clip is ten seconds long and the participant has full discretion to make as many or as few groupings as they want. The volume can be controlled on your device and there will be no risks to the participant.
By participating in this research, you will be aiding in the scientific understanding of music perception, as well as emerging technologies that could benefit from the data. Your responses will be completely confidential, and no data about you is collected other than that which is provided through the music grouping and survey tasks. Records of your participation in this study will be held confidential so far as permitted by law. However, the study investigators, the sponsor or its designee and, under certain circumstances, the Worcester Polytechnic Institute Institutional Review Board (WPI IRB) will be able to inspect and have access to confidential data that identify you by name. Any publication or presentation of the data will not identify you.

If you are participating through WPI’s SONA Systems, the appropriate study credit will be applied to you account a few days after study completion. If you are participating through Amazon MTURK, you will receive monetary compensation of 3$.

For more information about this research or about the rights of research participants, or in case of research-related injury, contact: Professor Scott Barton (sdbarton@wpi.edu), Professor James Doyle (doyle@wpi.edu), Zachary Wagner (zwagner@wpi.edu), Yang Chen (ychen18@wpi.edu), Cheng-Hsuan Jan (cjan@wpi.edu), and William McDonald (wbmcdonald@wpi.edu) Also, please feel free to reach out to the IRB Manager (Ruth McKeogh, Tel. 508 831- 6699, Email: irb@wpi.edu) and the Human Protection Administrator (Gabriel Johnson, Tel. 508-831-4989, Email: gjohnson@wpi.edu). Your participation in this research is voluntary. Your refusal to participate will not result in any penalty to you or any loss of benefits to which you may otherwise be entitled. You may decide to stop participating in the research at any time without penalty or loss of other benefits. The project investigators retain the right to cancel or postpone the experimental procedures at any time they see fit. By clicking “continue,” you agree to understanding all of the above information.

Q2 Do you agree to participate in the survey?

- Yes (1)
- No (2)

End of Block: Block 1
Q3 In order to listen to and group the songs, we need to redirect you to a separate link for the first part of our study.

Please open this link in a **new, separate tab**. (Link on the next page).

At the end of the grouping task, you will return to this study portal. You will be asked to copy and paste a unique code before continuing in this main portion of the study.

Please be prepared to copy the unique code.

Q4 Please click **HERE** to be taken to the grouping task.

(Note: Make sure to do this in a new tab)
Q5 Please input the unique ID you received at the end of the grouping tasks.

________________________________________________________________

End of Block: Block 3

Start of Block: Block 4

Q6 Did you find anything particularly difficult about the grouping tasks?

- Yes (1)
- No (2)

Q7 If so, please specify.

________________________________________________________________

Q8 What type of device did you use for the survey and grouping tasks?

- Computer (1)
- Phone/Tablet (2)
Q9 Please take a moment to describe in more detail how you decided to group each music clip. (percussion, melody, instrumentals, etc.)

Q10 What is your gender?

- Man (1)
- Woman (2)
- Non-Binary (3)
- Prefer not to disclose (4)
- Prefer to describe (5)

Display This Question:
If What is your gender? = Prefer to describe

Q11 Please describe.
Q12 What is your race?

- White/Caucasian (1)
- Black/African American (2)
- Asian (3)
- Hispanic (4)
- Pacific Islander (5)
- Other (6)
- Multiracial (7)
- Prefer Not to Say (8)

Q13 What is your age category?

- Under 18 (4)
- 18-25 (5)
Q14 Are you currently a college student?

- Yes (10)
- No (11)
- Graduated College (12)
- Currently In Graduate School (13)
- On Leave from College (14)
- Past Enrollment in College (15)
- Other (16)
Q15 Have you ever played an instrument for a period longer than 1 continuous year?

○ Yes (1)

○ No (2)

Q16 Do you currently play an instrument?

○ Yes (1)

○ No (2)

Display This Question:
If Do you currently play an instrument? = Yes

Q17 If so, how many years of experience do you have?

________________________________________________________________
Q18 On a scale from 1-7, how much would you say LISTENING to music plays a role in your life?

<table>
<thead>
<tr>
<th>None at all</th>
<th>A little</th>
<th>A moderate amount</th>
<th>A lot</th>
<th>A great deal</th>
</tr>
</thead>
</table>

1 2 3 4 5 6 7

Drag slider ()

---

Q19 On a scale from 1-7, how much would you say PLAYING music plays a role in your life.

1 2 3 4 5 6 7

Drag Slider ()
Q20 What is your favorite genre of music?

________________________________________________________________

Q21 Do you generally listen to music from outside your own culture?

☐ Yes (1)

☐ No (2)

Q22 Do you generally listen to instrumental music?

☐ Yes (1)

☐ No (2)

Q23 What genres are common to your favorite playlists? (select all that apply)

☐ Latin (1)
☐ Reggae (2)

☐ American Pop (3)

☐ American Rap (4)

☐ Europop (5)

☐ Country (6)

☐ Pop Country (7)

☐ Classic Rock (8)

☐ Hard Rock (9)

☐ Glam Rock (10)

☐ Swing (11)

☐ Big Band (12)

☐ Classical (13)

☐ Rap (Non-American) (14)

☐ EDM (15)

☐ Dubstep (16)
Folk Music (Any Culture) (17)

K-Pop (18)

C-Pop (19)

J-Pop (20)

Q29 What genres are common to your favorite playlists? (select all that apply)

Latin (1)

Reggae (2)

American Pop (3)

American Rap (4)

Europop (5)

Country (6)

Pop Country (7)

Classic Rock (8)
☐ Hard Rock (9)

☐ Glam Rock (10)

☐ Swing (11)

☐ Big Band (12)

☐ Classical (13)

☐ Rap (Non-American) (14)

☐ EDM (15)

☐ Dubstep (16)

☐ Folk Music (Any Culture) (17)

☐ K-Pop (18)

☐ C-Pop (19)

☐ J-Pop (20)

End of Block: Block 4

Start of Block: Block 4
Debriefing Statement: Thank you so much for completing our survey today. The true purpose of the survey is to gather data on how people group audio clips, to then feed this data to a deep learning algorithm. Our survey was a part of an MQP that is seeking to determine if there are patterns in how human beings group music, that can then be applied to machine learning models to perform the same groupings. We hope that the data we collected will be sufficient to train an algorithm to group audio in the same way humans do. If you have any questions regarding your participation today in this survey, please contact the researchers at zwagner@wpi.edu, ychen18@wpi.edu, cjan@wpi.edu, and wbmcdonald@wpi.edu

End of Block: Block 4