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Abstract

This project examines the possible ethical implications of emerging
machine learning technologies in medicine, as technological complexities
underlying such ethical implications need to be translated into a language
accessible to the broader public. The project also provides a description
of machine learning that is intended to inform those who are not familiar
with the technology. After analyzing some of the benefits of present and
potential applications of machine learning in medicine, we call attention
to issues such as explainability and interpretability.

1 Introduction

Artificial intelligence (AI) and, more particularly, machine learning (ML) is
becoming increasingly prevalent in medical fields. The regulations proposed by
the FDAJ1] place a large emphasis on procedural artificial intelligence which
leaves the capabilities of machine learning models relatively less examined. We
wish to add to this discussion in the hopes of extending the ethical reasoning
and guidance with regards to neural network implementations, so as to achieve
more safety in applications of these devices and to greater understand the realm
of applicability of these devices.

Machine learning comprises a subset of artificial intelligence that closely
matches what most commonly comes to mind when artificial intelligence is
mentioned in public conversation. The difference between procedural artifi-
cial intelligence and machine learning is detailed in section 1.2, but, in essence,
procedural artificial intelligence takes input data and outputs a response by
following a strict set of rules or procedures, while machine learning takes in-
put data and outputs a response determined by a set of facets of interest and
weights that may change and shift in response to each input. Frequently ma-
chine learning models undergo a period of “training”, during which weights may



shift wildly, with the rate of change slowing down until it reaches a period of
relatively little change.

We also provide an overview of ethical considerations within the context of
medical devices in section 2 before continuing to weigh the pros and cons of
machine learning. We initially intended take survey of a number of nursing
students to gauge their general opinion, understanding, and expectations of
machine learning. Due to how overworked nurses can be[2] and how much of an
impact machine learning has had and will have on the nursing population|[3], we
believe that their viewpoints are and important part of the conversation which
we wish to highlight. However, we had to modify this plan due to the ongoing
pandemic at the time of writing.

1.1 Review of Terminology

First we must define some terms used commonly in the field of machine learning
that may be misleading to those without a background in it. The term “feature”
refers to what amounts to an interesting property or value in the input data
represented by a function explicitly defined by the developers of the artificial
intelligence. Within the context of machine learning, these functions are what
is modified by changes in the weights of the model. Additionally, the term area
under the curve (AUC) is used to express the quality of predictions derived from
the relation of two values referred to as sensitivity and selectivity. Sensitivity
is the rate of positive predictions (predictions that claim something to be true).
Selectivity is the rate of negative predictions (predictions that claim something
to be false). An important caveat is that the rate of positive predictions includes
both correct predictions and false positives. The same is true for selectivity and
false negatives.[4, 5]

Explainability of machine learning models is an important ongoing research
field. An explanation of a model seeks to convey why a model made the deci-
sions it did and why it outputted what it did, and explanations have two key
attributes: completeness (how accurately the explanation conveys the workings
of the machine learning model), and interpretability (how easy it is for humans
to understand the explanation). The two are often at odds, and finding the
solution to this problem is an important field of study[6]—especially regarding
the validation of machine learning model outputs.[7] Unfortunately for the sake
of clarity for non-experts, the term interpretability is not only applied to ex-
planations, but also to the machine learning models themselves. When used to
describe a model, the term refers to how easy it is to identify and understand
the mechanisms that drive the machine. Essentially explainability seeks to an-
swer how the machine works, while interpretability regards why the machine did
what it did.[6] More in depth definitions of these concepts are given in section
1.2.



1.2 Review of AI and ML

Artificial Intelligence in its basic form is a computer program that takes in an
input or inputs and produces an output. An example would be if a program
took in how many hours it had been since someone washed their hands and
determined whether they were due for washing their hands or not. The Artificial
Intelligence would have a threshold that would trigger a recommendation to
wash their hands. For the purpose of this example, we will set it at two hours.
If it had been half an hour since someone washed their hands, it would not
tell them to wash their hands, but if it had been five hours since they washed
their hands, the Artificial Intelligence would recommend washing their hands.
However, we know time is not the only factor in whether someone should wash
their hands. To better improve this theoretical Artificial Intelligence, a second
input could be added such as whether the person is about to touch or consume
food. In general, people should wash their hands if they are about to touch
or consume food. The updated logic in the Artificial Intelligence is that it will
recommend washing hands if the time since the last time someone washed their
hands is greater than two hours or if they are about to touch or consume food.
Only one condition has to be true to recommend a washing hands, but both
could be true. The more inputs or parameters that the Artificial Intelligence
takes in, the better it will get at giving a correct output as long as the researcher
determines the correct thresholds for the Artificial Intelligence.

Eventually as the Artificial Intelligence gets more complex, two problems
present themselves. First, not all problems that an Artificial Intelligence tries to
solve have a simple linear relation between their inputs and the output. Second,
the researcher may not know the exact relation between the inputs and the
output. This is where a subset of Artificial Intelligence called Machine Learning
(ML) comes into play. A common type of ML is called a Neural Network
(NN) which more or less simulates a brain though in a vastly oversimplified
manner. The brain has many neurons that are connected together by axons,
dendrites, and synapses. Axons are used to transport the electrical signals
for the neurons. Synapses receive the signals at the end of the axons. Each
synapse has a strength that determines how much the signal matters whether
from another neuron or an input from the body. A neuron can have multiple
inputs. The neuron sums all the signals although some matter more than the
others based on their synaptic strength. Once the neuron reaches a certain sum,
it fires sending signals to other neurons or the body. The synaptic strengths can
be changed over time based on whether the response generated by the neurons
was correct for a particular situation. Over time, the synaptic strengths for a
neuron are optimized to provide a correct response most of the time. Neural
Networks work in a similar way. Each NN has nodes and weights. Nodes are
like the neurons in the brain and weights are like the synaptic strength. The
most basic NN has two layers. A layer of input nodes that takes the inputs in
and passes them onto the next layer, the output layer. The hidden layer takes
in the input, multiplies them by their weights, and sums them. An activation
function maps the sum of the adjusted inputs to the desired output. The way



the NN is trained through using data with known inputs and outputs. An
algorithm known as error backpropagation is used to adjust the weights. In
simple terms, it compares the output using the current weights, compares it to
the desired output, and adjusts the weights until there is a little to no error.|[8]
The weights can either increase or decrease based on the error backpropagation
algorithm. Higher weights means an input is more important to determining
the outcome, but lower weights means that whatever input is not as important.
The weights allow the Neural Network to decide the features, what is important
to the output. This is one of the things that makes NN’s so powerful. The
example of washing hands can also be modeled with a NN. It would have two
input nodes. One would take in the number of hours since someone had washed
their hands and the other would take in whether someone was about to touch or
consume food. The input nodes send the inputs to the output node where the
inputs would be multiplied by their weights and summed. At first the weights
would be randomly assigned or assigned to an estimate based off of previous
knowledge of the researcher. An activation function would then be used to turn
the sum into a yes or no of whether someone should wash their hands. Training
data with known inputs and outputs would be used with error back propagation
to adjust the weights until the error was eliminated. More inputs can also be
added to improve the NN, but the real power of NN comes by adding a layer or
layers between the input and output layers. Nodes can also be added to these
layers. The more nodes the better. Once there is more than one layer, the
connections between the nodes of separate layers can be chosen. The nodes of
the previous layer do not have to connect to all the nodes of the next layer. More
layers, nodes, and connections will make the NN better, but as the complexity
increases, the time that it takes for the NN to produce an output increases. At
a certain point of adding layers, nodes, and connections, the improvement of
the success rate will be marginal in comparison with increase in time to run the
NN. Neural Networks are used to model nonlinear problems linearly which can
be very useful in the medical field.[9]

Artificial Intelligence exists on a scale between human driven data analysis
and machine driven analysis. Closer to humans doing the analysis of data is the
example of the procedural Artificial Intelligence for washing hands. Researchers
define the rules for washing hands that make the decision of whether someone
should wash their hands. These rules are hard coded into the Artificial Intel-
ligence. Somewhere in the middle of this scale is the Neural Network version
of the hand washing Artificial Intelligence. An algorithm determines the rela-
tionship between the parameters and the output, but the researchers chose two
parameters which they felt were important. At the far end of the machine driven
side, algorithms do most of the work. A perfect example of this is image recog-
nition. The only human input is a researcher that annotates the images with
the correct response. The algorithm figures out what makes a dog image differ-
ent from a cat image for example with no human intervention. The algorithms
needed are often called deep learning algorithms due to the multiple layers of
the Neural Networks they create. Deep learning algorithms have the power to
find the connection between vast amounts of data and the proper output, help-



ing humans classify something that is not easily understandable. However the
more control that is given to algorithms, the less you can guarantee accuracy
or fairness. They more or less become black boxes.[10]

Although there are these risks, algorithms or machine learning can vastly
help when it comes to medicine. Artificial Intelligence in medicine mainly fo-
cuses around a few disease types: cancer, nervous system diseases, and cardio-
vascular diseases. These diseases have hit humanity the hardest which is why
they are the focus of researchers today. In each of these diseases, diagnosis
imaging has been the focus of research. This is where machine learning thrive,
finding the connection between symptoms, data from other non-invasive tests
and what life altering disease a patient may have. A great example of the use
of machine learning in medicine is in early stroke detection. A movement de-
tection device was used to monitor a patient’s movements. The device would
record both the normal movement of a person and the movement before a stroke
started. By using machine learning, the device was able to tell when a person’s
movement patterns differed significantly from their normal ones.[11]

2 General Ethics of Medical Devices and ML

Artificial Intelligence has the power to save many lives in the medical field, but
researchers must be careful to not cause any unnecessary risks to patients and
the medical professionals using Artificial Intelligence. In their book Principles of
Biomedical Ethics, Beauchamp and Childress outline four principles: autonomy,
beneficence, nonmaleficence, and justice. Each principle is used to help medical
professional make decisions on treating patients.

The first principle autonomy refers to the ability to decide for oneself free
from control of others and with sufficient level of understanding as to provide for
meaningful choice. Also, the person deciding should have capacity to make the
choice. Next, beneficence is the principle of weighing the risks against benefits
in order to get the best result. This applies to not only the patient, but also to
society in general. The benefits to society should be considered when weighing
the risks. Nonmaleficence can be summed up with primum non nocere, first do
no harm. A medical professional should do no harm. Finally, justice addresses
the question of who receives healthcare resources as they are in scarce supply.[12]

Artificial Intelligence is primarily being developed as a diagnostic tool to
help medical professionals. In order to develop these tools, researchers need
access to large amounts of data such as Electronic Health Records. Machine
learning algorithms use this data to define features. However, the Electronic
Health Record (EHR) of a person is private information for use by doctors to
treat said person. This brings into question is the ethics of the use of a patient’s
Electronic Health Records.

When using EHR, the first and most important principle, autonomy, should
be thought of. Will patients allow the use of their EHR’s to develop Artificial
Intelligence that could save many people? Patients will need to be informed of
what their EHR’s are being used for and what the risks are. The risk of using



EHR’s should be weighed against the benefits. The main risk of using EHR’s
is having patient information leaked and used against them. This risk can be
minimized by removing identifiable information from the EHR’s before being
used for research.

Patients should know that an algorithm defined what was important in de-
termining their future diagnosis and how much input a doctor has in the final
diagnosis. Any risk that has appeared in testing needs to be communicated to
the patients. They need to be informed to make a decision. The beneficence
of the Artificial Intelligence needs to be examined. Do the benefits justify the
risks? At what point are the risks too great? These are questions researchers
and health professionals need to ask themselves. One thing doctors principle by
is to do no harm. If they use an Artificial Intelligence, can they guarantee that
the patients will receive more benefits than the possible risks they are taking
on?

The final question of medical Artificial Intelligence is the justice of them.
Medical Artificial Intelligence could become life saving tools, but the likelihood
is that they will only be able to be used in developed countries. Less developed
countries could miss out on them and fall further behind the world in health.

Ethics are something that need to be considered especially with new un-
proven technology. Medical Artificial Intelligence has the power to change the
world, but they should not be released without considering its ethical implica-
tions.

3 Impact of Expectations of ML in Medicine

There are unrealistically high hopes for machine learning in medicine[13, 14],
and there are just as many unrealistic fears to complement them[15]. We chose
to conduct our own survey of nursing students to gather opinions on their hopes
and concerns regarding machine learning in medicine, as well as hopes and con-
cerns. As a frequently understaffed and overworked profession[2], we believe
that among healthcare professionals they stand to gain the most from advances
in medical machine learning, and thus would provide valuable insight. Unfortu-
nately, due to the ongoing COVID-19 pandemic at the time of writing, we felt
that it would be inappropriate to administer such a survey. We believed that it
may cause undue distress for participants given the extenuating circumstances
most find themselves in.

A number of surveys summarized by Vayena et al. show a clear divide be-
tween public and professional opinion on medical machine learning: “63% of
the adult population [of the United Kingdom]| is uncomfortable with allowing
personal data to be used to improve healthcare and is unfavorable to artificial
intelligence systems replacing doctors and nurses in tasks they usually per-
form.” However, drawing from a German survey, they express that a large
portion of medical students believe wholeheartedly that machine learning will
improve medicine. Though they are not eager enough to embrace it with lit-
tle caution, expressing that they are “skeptical that it will establish conclusive



diagnoses.”[16] This opinion is roughly mirrored by another United States sur-
vey cited by the authors of the article.[17]

These statistics illustrate a clear disconnect between public and professional
opinions, that warrants further discussion. Each viewpoint has the potential
for profound impact on the perception of developing technologies and together
they highlight the how ethical issues can arise from the disconnect itself. For
instance (as further discussed in section 5.2), the disconnect between an accept-
able explanation for a machine learning expert and an acceptable explanation
for a patient can cause distress and possibly even harm.

3.1 Data and Privacy

Chen and Asch argue that the public hopes for the predictive power of machine
learning in medicine vastly outstrip the realistic potential for the emerging tech-
nology. The limitations of data sources (such as electronic health records) can
introduce bias[18] due to the fact that they were only ever intended to be used
(in their current state) for clinical care and billing. Chen and Asch propose
adding additional data sources such as browser history to diversify and im-
prove predictive power. However, they are quick to add that even that makes
some glaring assumptions regarding how closely the future will resemble the
present. It is incredibly unlikely that machine learning models will ever be able
to predict something as broad and distant as the date of a catastrophe—just
the risk of one occurring within a given period of time. Regardless, they are
still hopeful for the future of machine learning, showing greater concern for the
potential backlash when the predictive power of machine learning doesn’t meet
these expectations.[13]

Chen and Asch make an assumption regarding the availability of numer-
ous unfettered sources of user information in an era where large scale data
breaches have become almost commonplace with, as reported by CNET, 5,183
data breaches within 2019 alone.[19] With bills such as the General Data Pro-
tection Regulation (GDPR) bringing well deserved attention to the storage and
processing of personal data people are significantly more skeptical of what per-
sonal data is being collected and how it is being used.[16] While this does pro-
mote the ethical handling of personal data, it may create greater pressure on
researchers to identify a concrete reason for including a data stream; this has the
potential to introduce bias through the choice of which data streams are avail-
able to a given machine learning model and which are deemed unnecessary.[18]

These developments raise important questions: how much loss of privacy
are the potential improvements to medical decision making given by machine
learning worth? How much privacy is the public willing to part with regardless
of the value? Though promises may be made regarding maintaining privacy
through safe storage of data, it is evident that data breaches have become more
a question of when rather than a question of if.

Shameer et al. express hope regarding the future of machine learning and
cardiology, while acknowledging that there are a number of issues that must be
overcome. Additionally, they note that machine learning is more likely to be a



complement to standard statistical analysis rather than a replacement.[20] This
falls roughly in line with what is expressed in the article by Vayena et al.[16],
and the same trend can be seen in a number of articles.[21, 22]

This demonstrates a level of caution that will likely be conducive to greater
safety in developing machine learning technologies, but can the same be said
regarding ethical growth in future devices?

4 Benefits of Medical Al

Artificial Intelligence can improve society’s overall health. Researchers are
mainly focused on using artificial intelligence for cancer, neurological diseases,
and cardiological diseases. It is used in healthcare in such places as clinical
practice and translational research.

Currently the focus of artificial intelligence development in clinical practice
is for diagnostic purposes. One of the most successful areas in diagnostics is au-
tomated image-based diagnosis. Medical professionals such as ones in radiology,
ophthalmology, dermatology, and pathology rely on image based diagnoses. In
radiology, applications of artificial intelligence such as the detection of lung nod-
ules, the diagnosis of pulmonary tuberculosis and breast mass identification have
reached expert level diagnostic accuracy. This also applies to dermatologists,
whose job is largely based around inspection of the skin and its irregularities.
Typical skin melanoma has visual features that separate it from benign lesions.
Dermatologists have even developed a guideline known as ABCDE. A stands for
the asymmetry of a lesion, B for irregular borders, C for color variegation, D for
a diameter of 6 mm or greater, and E for enlargement of the surface of a lesion.
With the exception of E, every other guideline can be accessed from a photo. A
neural network was trained on 129,450 images to identify skin melanoma. The
accuracy of the neural network was greater than the average dermatologists
based a comparison between the assessments of the neural network and twenty-
one dermatologists. The training for the neural network was computationally
intensive, but could be deployed as a mobile app granting in home access to ex-
pert level screening. In ophthalmology, retinal cameras are used to capture the
retina, optic disc,and macula. This is used to detect and monitor diseases such
as DR, glaucoma, neoplasms of the retina and age-related macular degeneration.
Artificial intelligence helps when it comes to diabetic patients. Diabetic patients
are at risk for DR and are recommended to be screened every year. Usually,
an ophthalmologist will examine and interpret the photos. This creates a large
workload for ophthalmologists for something that is a part of a routine check up
for many people. However, a neural network was created and trained on 128,175
images and had similar performance to ophthalmologists.[23] The second area
artificial intelligence can help out in clinical practice is in administration. The
business of healthcare has become more complex with healthcare infrastructure
being stretched thin due to administrative burdens and resourcing constraints.
Artificial intelligence can perform repetitive and routine tasks such as patient
data entry and automated review of laboratory data and imaging results. If



machine learning algorithms are attached to electronic health records, they can
assist clinicians and administrators retrieve context related patient data allow-
ing patients to be better treated. Artificial intelligence can also assist in the
logistics of hospitals. They can predict hospital stay time from pre-admission
data provided by patients, enabling more efficient use of hospital resources.
Artificial intelligence can improve the health of patients through patient moni-
toring. With the adoption of smartphones and fitness monitoring devices, it is
now possible to have access to details of patients’ sleep patterns, blood pressure,
heart rate, and other measures that was not possible before. These measures
when analyzed by medical professionals can tell how healthy or unhealthy some-
one is, but there is nowhere close to enough people to analyze that much data.
Artificial intelligence when trained can analyze this data and extract actionable
information.[24]

Artificial Intelligence can also be very useful in translational research, the re-
search of turning biomedical research into new therapies, medical procedures, or
diagnostics. Machine learning has been used for biomarker discovery. Biomark-
ers are measurable indicators of the severity or presence of a disease. Biomarker
discovery depends on the identification of unrecognized correlations between
thousands of measurements and phenotypes. It is almost impossible for re-
searchers to manually analyze the vast amount of data to find the correlations
necessary to define a biomarker. Many of the biomarker panels that have been
generated by machine learning have outperformed selected by experts or tradi-
tional statistical methods. Artificial intelligence can be used to predict clinical
outcomes. Electronic health records with the use of machine learning predict
mortality, readmission, and length of hospital stay. If data from health insurance
claims are used, the mortality of elderly patients can be predicted.[24]

Artificial Intelligence can vastly improve the healthcare provided to patients.
Through machine learning, artificial intelligence has the power to find connec-
tions that were not possible before or at least very resource intensive. It can
also bring expert level medical opinions to the average person’s fingertips. The
benefits of artificial intelligence could take the health of the world to another
level.

5 Low Explainability in Complex Systems

A key issue lies in two important facets of machine learning: explainability of
machine learning models and interpretability of their results. Luo et al. de-
fine explainability as the ability to “summarize the reasons for the behavior of
[machine learning] algorithms” and interpretability as the ability to “compre-
hend what a model did.”[25] Though the difference between the two is subtle,
the distinction is still an important one to make; methods that may increase
interpretability may not yield results regarding the overall explainability of the
model. However, improvements to explainability increase interpretability by
definition.

More often than not machine learning models are a black box—a machine



learning model with very little explainability—that takes in datasets and out-
puts values with some prescribed significance. It is difficult for non-machine
learning experts understand the risks and potential failure points of such a
model, and methods of addressing this lack of explainability are still being
debated.[26, 7] This in conjunction with a typical person’s initial trust placing
little to no emphasis on the actual functionality of the model[27] can make for
sudden and unexpected tragedy within medical fields.

For example a CEHC study in the mid 90’s found a rule-based trained to
incorrectly identified pneumonia patients with asthma as having lower risk due
to the lower mortality rate following urgent movement to intensive care.[28] If
such an algorithm were used in a real hospital environment, it is unlikely that
there would be enough resources or time to devote to interpreting the results
to identify this. However, if the algorithm were explainable to the layman this
issue would be much more readily identifiable.

Improving explainability of algorithms and interpretability of results isn’t
as simple as, for instance, writing a more in depth manual. The burden falls
to researchers and developers to improve these important aspects of machine
learning, and not those in charge of documenting. As Coley points out: “the
architecture of deep learning models should inherently enable some degree of
interpretability as has been done in natural language processing.” [29]

To make matters more complicated, it is important to consider who the
audience is when determining if an algorithm is explainable. If an algorithm can
theoretically be explained but requires a degree in the subject to understand,
can it really be considered explainable for medical professionals and patients?
We believe that those whose lives are impacted by usage of machine learning
techniques are ethically entitled to at the very least a cursory understanding of
the given algorithm and the information it has procured.

5.1 Difficulty of Validation

There is immense difficulty of validating the predictions (before acting on them)
of a machine learning model. This creates further risk by obfuscating potential
error behind a highly technical veil for non-machine learning experts. More-
over, unknown error introduced in input datasets is difficult to detect without
access to the data itself, as the machine learning model will continue to output
seemingly valid predictions[7] Error could be introduced through any number of
innocuous vectors (differences in storage systems between health centers, errors
digitizing physical records, decay of electronic records over time) or through
more malignant ones (such as a targeted attack). The ethical delicacy of han-
dling electronic health records[30] can make impossible to directly examine new
inputs for a source of error, and even if it were possible, the sheer magnitude of
the task would be prohibitive. Redyuk et al. proposes a method of detecting
dataset shifts (without direct examination) that may mitigate this issue in the
future[7], but it still remains something important to discuss.

Shifts in datasets are not the only thing that may cause unexpected error in
outputs. Poor training, though ideally easier to identify simply due to training
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occurring well before live usage, is just as much of a risk. Unintentional biases
may result from flawed training data[31] or training data that has intentionally
been poisoned or otherwise tampered with[32]. In the case of healthcare, these
issues may be incredibly difficult to detect once a machine learning model is
being used in production—again due to the delicate nature of electronic health
records. It may not be possible to verify that all training data is both intact
and correct without crossing ethical or legal bounds.

The consequences of both unforeseen shifts in inputs and poor training may
prove discriminatory or even life threatening. Even given some virtually infinite
workforce to attempt to validate all results of machine learning models, doing
so would require a level of precognizance that is currently impossible to attain.

5.2 Lack of Acceptable Explanation of Decision Making

Even if a decision could magically be made with complete and utter certainty
at all times, the frequent lack of explainability in machine learning introduces
a number of problems and risks at the patient care level. Communication is
incredibly important in a doctor-patient relationship,[33] and obfuscating deci-
sion making behind a black box harms the ability for clinicians to effectively
communicate with patients. When the medical professional does not know how
a decision was made, how can they be expected to provide a satisfactory expla-
nation for their patients?

Going forward, the need for an explanation should drive development of
architectures geared toward providing an acceptable explanation with minimal
loss of accuracy. One architecture of note is detailed by Shachor et al. Their
proposed “mixture of views” architecture is an expansion of an already used
“mixture of experts” architecture which connects number of neural networks
together to provide the goal functionality.[34] The points of connection between
the neural networks provides opportunity for insight into what would otherwise
be one big black box. By understanding what factors are considered, providing
an explanation of a neural network’s decision would become possible.

However, exposing the facets of a problem considered by a neural network
highlights an important ethical consideration: what potential aspects of a deci-
sion are suitable for an ethical explanation, and on what level should unethical
aspects be removed or recontextualized? For instance, suppose skin tone were
an emergent feature in a machine learning model; this would clearly be an un-
acceptable facet of a patient to consider. Would the only proper solution be
to accept any potential loss in accuracy and eliminate this feature from the
model, or would it be ethical to allow it to remain and simply highlight other
features in an explanation given to an inquiring patient? Would being able to
statistically prove identical quality of decision making for majority and minor-
ity groups through comparisons of things such as the area under the curve and
demonstrating equal representation in training data sets through augmentation
of minority data[35] affect whether or not such considerations are ethical? How
will the ethical acceptability of given terms affect the architecture of machine
learning applications moving forward?
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5.3 Diffusion of Liability

Though largely considering more concrete applications of machine learning (such
as self driving cars), Reed et al’s 2016 article on the legal responsibility and
liability (with regards to English law) points out that there are several parties
that could be considered at fault should harm come to a patient due to the
complex nature of development and usage of machine learning models. Moreover
they posit that it would be incredibly difficult to establish the fault of one
party and significantly more expensive to establish the fault of several parties
in unison.[36]

The difficulty of proving liability has the potential to do significant harm.
Should a defective algorithm result in patient harm, the blame might not even
reach the manufacturers of the algorithm due to the difficulty of proving so—
allowing said algorithm to see continued usage. Inversely, blame may falsely be
pinned on the manufacturer giving a clinician an easy way to avoid being held
accountable for medical malpractice. These issues are only aggravated by “black
box” models making it more difficult to validate the output of the algorithm
and assign appropriate blame.

Methods of responding to these issues are being developed. For instance the
GDPR includes a “right to explanation” of algorithmic decisions.[37] However,
as Watcher et al. point out the current state of the GDPR (as of 2017) does
not actually ensure a “right to explanation” and instead grants something more
akin to a “right to be informed.”[38] While a true “right to explanation” would
be vastly more preferable, it is still a step in the right direction enacted in a
very real and actionable way.

6 Conclusion

Machine learning is a growing part of health care, and is already seeing sig-
nificant use within some fields.[20] There are many ways we can benefit from
advancements in machine learning, however machine learning as a whole is often
difficult for non-machine learning experts to understand.[26] Improvements in
explainability will likely raise a number of ethical conundrums that will signifi-
cantly affect the shape the architecture of machine learning applications takes.
Additionally, while steps are being made to address this on a legal level[37] it is
clear that we are not quite there yet.[38] We are left with an important question:
how will machine learning develop within the following years and how will it
change as we address the ethical concerns brought forth in the present?
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