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Abstract

Unmanned aerial and terrestrial vehicles (UXV) are envisioned to serve a broad variety of

civilian and military applications including mountain search and rescue, cargo pickup/drop off,

target tracking and source localization etc. To encode high level behavioral specifications on such

vehicles, linear temporal logic (LTL) formula are widely used. To satisfy such specifications by a

team of multiple robotic vehicles, two main technical problems are commonly considered. On the

one hand, the planning problem addresses the collaboration among a team of vehicles and route

planning to satisfy the given global mission. A practical example is the package delivery with least

total traveled distance. The solution to this problem is based on the accurate knowledge of the

environment. On the other hand, the sensing problem addresses the deployment of a set of sensors

to measure subregions of unknown environment which is crucial for the planning problem. An

example for this problem is search and rescue in an unknown region.

A heterogeneous multi-vehicle team is considered where one set of vehicles called sensors are

deployed to explore/map the environment, while the other set called actors are deployed to carry

out intelligent collaborative tasks based on the map generated by the sensors. A traditional solution

to the problem is to decouple the planning and sensing and solve each problem separately. Here,

the sensors are required to rebuild the whole map as much as possible. However, this decoupled

approach is wasteful in sensory resources (numbers of sensors and measurements). Instead, we

propose a bootstrapping, iterative, and interactive route-planning and sensor placement technique

that finds near-optimal routes for actors which are required to work collaboratively to satisfy a

global task. The goal of this dissertation is to investigate the benefit of this coupled planning and

sensing algorithm to the problem of route-planning in an unknown/uncertain environment. The

contributions of this work are as follows.

1. We consider the problem of optimal planning under the assumption that accurate knowledge

of the environment is available. The objective of this problem is to decompose the global

specification into local specifications called tasks and compute the optimal route for each
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actor such that the total traveled distance is minimized. A decentralized network eliminates

the possibility of a single centralized decision maker in the team. Instead, actors communi-

cate and converge to a conflict-free task assignment. A novelty of this work is that, besides

independent tasks which only require a single actor, the proposed planning algorithm also

assigns collaborative tasks, i.e., tasks simultaneously assigned to multiple actors. This al-

gorithm synchronizes the actors’ routes with minimum total waiting durations. To address

vehicle’s kinematic constraints, the lifted graph technique is implemented to update the re-

wards in the proposed task assignment algorithm.

2. An interactive planning and sensing algorithm is developed for the aforesaid planning prob-

lem in an unknown environment. This problem now requires a set of sensors to explore the

most “informative” regions iteratively and use the measurements to construct the unknown

environment. The concept of information gain is used to quantify the potential benefits of

taking new sensor measurements. At each iteration, optimal actors’ routes are computed to

accomplish the intelligent task based on latest knowledge of environment. The task-driven

information gain is evaluated and used to guide the sensors to reduce the uncertainty of

current actors’ routes. The interactive between the planning and sensing will not stop until

certain terminate condition is satisfied, i.e., enough confidence of obstacle-free routes for

actors is achieve. This coupled planning and sensing strategy aims to doing the planning

and sensing simultaneously and will converge with far fewer measurements than is required

when planning and sensing are separate.

Future work considers different extension of the proposed interactive planning and sensing

framework including: sensor reconfiguration cost, taking measurement along the trajectory and

more complex LTL global specification.
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Chapter 1

Introduction and Literature Review

1.1 Motivation and Problem Statement

Motion-planning and coordination for a team of networked mobile robots plays an important

role in autonomy. It is highly relevant for applications such as formation flying, target track-

ing and pursuit, source localization, sensing and estimation of distributed processes and surveil-

lance. We use linear temporal logic (LTL) to specify these high level behavioral specification

for mobile robots. LTL is a formal language that includes temporal operators such as always

and eventually in addition to the usual logical operators and,or, and not. For example,

LTL can be used to specify UXV motion to ’’visit region A followed by region

B and always avoid obstacles’’. The global LTL specification is given and required

to be satisfied by all vehicles collaboratively. Here, we assume the global specification is a con-

junction of multiple formulae, each of which is treated as a task to be assigned to one or more

vehicles.

Motion-planning and coordination for a multi-vehicle system relies heavily on the knowledge

of the environment. However, an accurate map of environment may not always be available. There-

fore, this dissertation addresses two major component problems: (1) sensing and mapping of the

unknown environment, and (2) task assignment and route planning to satisfy given global mission

specifications. A traditional solution to the problem is to decouple these two components and two

sets of vehicles: actors and sensors , which are deployed to accomplish each duty separately.

To understand the unknown environment, a set of sensors are deployed to take measurements

in the unknown environment. A popular topic of unknown environment mapping is simultaneous

localization and mapping (SLAM) which traverses the environment with onboard sensors. By

contrast, we are interested in a scenario where mobile sensors, separate from the primary actors,

1



1.1. MOTIVATION AND PROBLEM STATEMENT

Figure 1.1: Diagram of interactive planning and sensing.

can be placed in the environment. Based on the map updated by the sensory measurements, a

conflict free task assignment and optimal route for each actor to satisfy the global specification is

computed.

However, in many cases, the actors’ optimal routes lie within a relatively small subregion of

the environment. In such cases, the actors can find near-optimal routes even if the environment

map accuracy is limited only to this subregion, while the rest of the environment remains unknown

or less accurately known. This limited map information can be gained efficiently using far fewer

sensory resources (numbers of sensors and/or measurements) compared to what is required to gain

the entire environment map information. When sensory resources are expensive, e.g., deployment

of surveillance aircraft, the following research question becomes important: can sensor placement

be coupled with actors’ route-planning to reduce the required amount of sensor data? In this

dissertation, we propose a technique called interactive planning and sensing where the separation

between the two components is removed. Fig. 1.1 displays the diagram of the algorithm and

emphasizes the interaction between the planning and sensing.

To drive sensor exploration, the concept of information gain is used to quantify the potential

benefits of taking new measurements in certain regions. Differ from the traditional methods where

the information gain is evaluated corresponding to the whole environment, we propose task-driven

information gain which is computed based on the entropy reduction over a subregion near the

actors current routes. A greedy exploration strategy is implemented to maximize this task-driven

information gain and encourage sensory exploration of the most “informative” regions required by

2



1.1. MOTIVATION AND PROBLEM STATEMENT

the actors. The crucial innovation is that the proposed algorithm attempts to reduce the uncertainty

of the actors’ routes to satisfy the given global task rather than that of the entire map or pre-

defined sensing region. The unknown environment will be updated using the latest measurements

iteratively.

The planning problem addressed in this dissertation is computation of an optimal route for

each actor to satisfy the given global task. The global specification is assumed to be a conjunction

of independent or collaborative tasks. Here, each independent tasks will be assigned to a vehicle

and each collaborative task will be simultaneously assigned to multiple vehicles. The objective

of planning is to decompose the global task into local tasks for each actor or determine the task

assignment among actors while minimizing total traveled distance. We consider a decentralized

network among the team of vehicles and a static communication topology is assumed which allows

vehicles to communicate and converge a conflict-free task assignment to satisfy the global task.

As in Fig. 1.1, at each iteration, based on the latest knowledge of map, the group of actors

update the optimal task assignment to satisfy the global task. The set of “informative” subregions

are selected by each actor based on its current optimal route. The actors reach decentralized con-

sensus about informative subregions and sensors are assigned to map these subregions such that

the total distance traveled by sensors is minimized. The iteration between the planning and sensing

terminate when the uncertainty of actors’ route reduces below a desired threshold.

For a concrete example, consider the problem of search and rescue. A type of discovery

vehicle equipped with a drone is implemented to do the search and rescue operation as shown in

Fig. 1.2(a). The drone gives the rescue team a bird’s-eye view of potential survivors or possible

hazards that could get in the way of rescuing stranded individuals. The drone can also broadcast

live of footage of what it’s seeing back to the rescue crew back at the SUV, giving teams a clear,

immediate view of what lies ahead. This ability is critical as changes in terrain from avalanches,

mudslides, floods, and earthquake can make maps ineffective. The trajectory of the drone can

be controlled by the rescue crew in the SUV through a tablet app in Fig. 1.2(b). The drones use

both live camera and thermal imaging to assist the rescue team to quickly search the scene from

safe distance. For search and rescue, the collaboration of SUV and drones is important. For this

problem, we study “informative” regions for drones to take measurements and update the map and

3



1.2. LITERATURE REVIEW

(a) Discovery rescue team (b) Trajectory planning for drones

Figure 1.2: Land Rover’s search and rescue SUV with drones. [1]

then compute optimal routes for each SUV.

1.2 Literature Review

An increasing amount of attention has been paid to the problem of route-planning for a team

of networked vehicles to complete collaborative tasks formulated using LTL specification in recent

literature [2–5]. In general, the objective is to find an obstacle-free or risk-free trajectory/path for

each vehicle in the team so that the global LTL specification is satisfied. However, different from

the route-planning for the single vehicle system [6], an extra level of planning is required for the

multi-vehicle system: task assignment which determines how the group of vehicles should collab-

orate to accomplish the given mission. Based on the communication structure of the multi-vehicle

system, two types of networks are studied: centralized and decentralized network. For the cen-

tralized network [7–9], all information from each vehicle in the team will be passed to a single

decision maker and used to determine the optimal task assignment. However, stable communica-

tion among vehicles in the team is crucial to ensure the latest and correct information is transmitted

to the decision maker. Compared to the centralized network, the decentralized network has higher

flexibility [10–12]. Instead of having a single decision maker , a conflict-free task assignment is

achieved by the communication among neighboring vehicles.

4



1.2. LITERATURE REVIEW

1.2.1 Route-planning under Linear Temporal Logic Specification

Linear temporal logic (LTL) is a formal system, similar to the commonly used propositional

logic system [13]. In addition to the standard operators and, or, and not, LTL includes temporal

operators such as always, eventually, and until. LTL has been used in software design

for the specification of “correct” behaviors of algorithms [14, 15]. More recently, LTL has been

applied for specifying behaviors of dynamical systems, and in particular, behaviors of mobile

vehicles [16–18]. For robotic mobile vehicles, high-level intelligent “tasks” as well as properties

of safe behaviors, e.g. “perform persistent surveillance in region A until a target is found, then

report data to region B, never fly in region C, and finally return to base” can be formulated with

LTL specifications.

The general approach to vehicle route-planning to satisfy LTL specifications is based on for-

mal control synthesis techniques for dynamical systems [19–21]. A Büchi automaton, whose ac-

cepting runs are exactly the strings that satisfy the given LTL specification, is constructed [22–25].

Next, a product of this Büchi automaton with a finite state model, called a discrete abstraction,

of the dynamical system is constructed. A search algorithm, such as Dijkstra’s algorithm is then

employed on this product automaton for control synthesis. Applications of this general approach

to motion-planning of mobile vehicles are well-studied in the literature [16, 26, 27].

The construction of a discrete abstraction is a crucial step in the aforesaid approach to route-

planning to satisfy LTL specifications. For a vehicle modeled as a linear dynamical system, a

discrete abstraction can be constructed using polytopic partitions of a compact domain of the state

space, with control laws to enable transitions between adjacent polytopes or invariance within a

polytope [21, 28]. Similar approaches based on state space partitioning have been studied for non-

linear dynamical models [29–31]. However, these approaches often result in abstractions extremely

large number of discrete states, even for low-dimensional dynamical systems.
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1.2.2 Route-Planning with Vehicle Kinematic Constraint

Vehicle kinematic models are typically ignored in the literature on multi-vehicle LTL satisfac-

tion. Instead, the literature either (1) considers extremely simple models such as single or double

integrators, cf. [32] or (2) considers linear models, cf. [4], or (3) altogether ignores the vehicle

model and presupposes a finite state discrete abstraction, cf. [5]. For vehicles with nonholonomic

kinematic constraints, including the simple Dubins car model, typical methods of constructing

discrete abstractions [33] may not apply, and the presumption of a discrete abstraction is not jus-

tified. The technique of CBTA is implemented in this dissertation to address vehicle’s kinematic

constraint. Refer [34] for further details.

1.2.3 Decentralized Task Assignment

To satisfy the given specification on the team’s behavior - henceforth called global specifica-

tion, the notion of distributability of LTL specifications is discussed in [35,36], which addresses the

issue of whether a given LTL specification for a team of vehicles can be decomposed into “local”

specifications for each vehicle, given the capabilities of each vehicle to satisfy such specifications.

On the one hand, several centralized algorithms are reported to decompose the global specifi-

cations into local specifications – i.e., tasks – for each vehicle [4,35–38]. Such algorithms typically

rely on a discrete abstraction of the team, namely, a suitable “product” of the discrete abstractions

of each vehicle’s model, and on methods to decompose global LTL specifications [39, 40]. As the

number of vehicles increases, the dimension of the product abstraction increases exponentially.

Although sampling-based techniques are implemented in [41] to construct a reduced team ab-

straction, only asymptotic optimality can be guaranteed. Meanwhile, using randomized sampling-

based algorithms for local route-planning is particularly ill-advised in this context because these

algorithms can report different route costs for the same specification in different invocations by

the task assignment algorithm. This behavior can disrupt the convergence of the task assignment

algorithm.

On the other hand, several decentralized algorithms [5, 32, 42–45] provide motion coordina-
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tion and control, including temporal synchronization, to satisfy local LTL specifications. These

methods assume that the tasks for each vehicle are assigned a priori. A global LTL specification is

considered in [46]. However, these algorithms address the satisfaction of pre-assigned local speci-

fications for each vehicle, i.e., conflict-free task assignment is not addressed, rather it is presumed.

Compared to the existing decentralized algorithms, the techniques to decompose the global

LTL specification into local specifications are not available. The lack of decentralization is a seri-

ous computational hurdle because the complexity of searching an optimal path to satisfy a given

LTL specification depends on the dimension of the discrete abstraction. Discrete abstractions of

single vehicle models are themselves high-dimensional transition systems [47]; the product of mul-

tiple such models for a team of vehicles becomes impractically large. A reduced-order product is

reported [5], but its construction presupposes that the local LTL specifications are already known.

Randomized sampling-based algorithms are reported to address extremely large dimensional tran-

sition systems [41, 48, 49], but these algorithms sacrifice optimality. Decentralized task assign-

ment algorithms can invoke local route-planning algorithms over multiple iterations, and possibly

with the same local specifications. Using randomized sampling-based algorithms for local route-

planning is particularly ill-advised in this context because these algorithms can report different

route costs for the same specification in different invocations by the task assignment algorithm.

This behavior can disrupt the convergence of the task assignment algorithm.

1.2.4 Sensor Placement

The study of sensor placement is to find locations of sensors to optimize certain performance.

In some cases, the goal is to maximize sensors’ coverage [50–52]. In these cases, linear integer

programming can be implemented to determine sensors’ optimal locations [53, 54]. On the other

hands, we define certain performance metric to quantify the amount of information can be collected

by sensors and now the goal is to determine sensors’ locations to maximize this metric. Some

popular performance metric implemented in current literatures are: entropy, determinant, largest

eigenvalue, Fisher Information matrix and mutual information [55, 56].
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1.2.5 Task-driven Unknown Environment Exploration

As we have discussed above, both the task assignment and route planning rely heavily on

accurate knowledge of the environment which may not be available all the time. To represent the

unknown/uncertain environment, the technique of probabilistic occupancy map (POM) is used.

Each uniformly sized square cell in this map is associated with a random variable indicating the

probability of presence of an obstacle in the cell [57–60]. Typical POM-based approaches use

sensor measurements to compute Bayesian updates to these random variables [61, 62].

To drive sensor exploration [61–65], the concept of information gain [66] is used to quantify

the potential benefits of taking new sensor measurements. The exploration of the most “informa-

tive“ regions has been recently studied, where the objective of maximizing information gain in gen-

eral encourages sensory exploration of unknown regions [67]. Greedy exploration strategies, i.e.,

driving sensors to regions with the highest information gain, have been studied [68,69]. are imple-

mented in which the algorithms select the next best observation position with maximum informa-

tion gain. A machine learning based technique: Bayesian optimization is studied [70] to increase

the computational efficiency for information gain. Other related works include a curiosity-driven

exploration strategy [71], information gain maximization on a hexagaonal decomposition [72],

and applications to source detection [73], target localization [74] and search-and-capture [75]. The

adaptive informative path planning algorithm [76, 77] addresses sensor path-planning to compute

the most “informative“ path inside a given sensing region.

1.3 Dissertation Overview and Statement of Contributions

The goal of this dissertation is to develop an interactive planning and sensing algorithm for

multi-vehicle system to satisfy the given LTL specification in unknown environments.
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1.3.1 Overview

Two complementary bodies are involved in the problem: one on motion coordination to per-

form intelligent tasks, and the other on exploration/mapping in unknown environment. We start

with the study of each component separately and then investigate the potential benefit of the in-

teractive planning and sensing algorithm which couples these two components. Two set of vehi-

cles:actors and sensors are deployed to address each component individually.

For the problem of motion coordination to perform intelligent tasks, the assumption of having

accurate knowledge of environment is given. We extend the single vehicle system to multi-vehicle

system which brings an additional decision making problem: how the team of vehicles should

collaborate with each other to satisfy the given global specification. We observe three gaps in

the existing literatures: (1) the decentralized techniques mentioned in the literatures above avoid

the problem of task assignment or assume the tasks for each vehicle are pre-assigned. (2) vehicle

kinematic models are not addressed or typically ignored on multi-vehicle LTL satisfaction. (3)

collaborative tasks: those simultaneously assigned to multiple vehicles, are not considered. We

address all these three gaps in Chapter 2 and Chapter 3.

Next, we consider the problem of unknown environment mapping. An effective balance be-

tween exploration and exploitation is addressed. We consider a scenario where mobile sensors can

be placed in the environment and take measurements. Different from the simultaneous localization

and mapping which aims to recreating the map as much as possible, our goal is to rebuild part of

the unknown environment which are important to perform intelligent tasks using limited sensory

measurements. However, the obvious challenges is that the actors’ route-planning to satisfy the

given global task depends on the environment map, which leads to a “chicken-and-egg” paradox.

We proposed a bootstrapping and iterative technique that simultaneously finds sensor place-

ments and near-optimal actor routes in Chapter 4. A task-driven information gain is evaluated

based on entropy reduction over a subregion “near” the actors’ current routes. A set of “informa-

tive” subregions are selected correspondingly using MINMISSstrategy [78]. The computational

burden from evaluating information gain is also addressed, a machine-learning-based technique:

Bayesian optimization is implemented to model the function of information gain and predict the
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“informative” region without computing the information gain for each potential sensing locations.

1.3.2 Contributions

We make the following contributions toward motion coordination for multi-vehicle system to

satisfy LTL specification in unknown/uncertain environments.

Route-Planning for Multi-Vehicle Teams - Independent Tasks. We propose a decentralized

approach to motion-planning and coordination of a team of mobile vehicles to collaboratively

satisfy a global LTL specification. The global LTL specficiation is assumed to be a conjunction

of independent tasks where each task is assigned to a single vehicle. The proposed technique

draws upon two methods previously reported in the literature: the consensus-based bundle algo-

rithm (CBBA) and the method of lifted graphs. Here, CBBA is a method for decentralized task

assignment, which we apply for decomposing the global LTL specification into specifications for

each vehicle. The method of lifted graphs addresses the nonholonomic kinematic constraints of

the vehicle, and enables the construction of discrete abstraction of the vehicle model based on

partitioning of the vehicle’s 2D workspace, rather than its state space. The proposed technique

considers nonholonomic vehicle kinematic constraints, and does not require complete controllabil-

ity or linearization, which distinguishes this technique from previously reported techniques based

on workspace partitioning. The trajectory computed by the proposed technique can be feasibly

tracked by vehicles subject to a nonholonomic constraint.

Route-Planning for Multi-Vehicle Teams - Collaborative Tasks. We propose a method for

synchronizing vehicle routes to satisfy collaborative tasks which need to be assigned to multiple

vehicles. The proposed work is suited to applications where teams of mobile robotic vehicles are

to execute complex and intelligent tasks, the environment map is known, and robot localization

is not a significant problem. Examples include warehouse inventory management and “last-mile”

pickup and delivery of goods. The proposed route-planning method does not interfere with the

low-level control. Therefore, a real-world implementation of the proposed method can be treated

as a high-level waypoint generation method. Turn radius constraints on such waypoint tracking are
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incorporated into the proposed method. This method can be implemented on any mobile robot with

waypoint tracking capability. The proposed algorithm achieves task assignment with minimum

total waiting. For the sake of numerical comparisons, we also propose a new extension of the

consensus-based group algorithm [79] to satisfy LTL specifications with kinematically feasible

routes.

Interactive Planning and Sensing. We propose a bootstrapping and iterative technique that si-

multaneously finds sensor placements and near-optimal actor routes. A task-driven information

gain is evaluated based on entropy reduction over a subregion “near” the actors’ current routes.

Optimal actors’ routes are updated by a decentralized technique to satisfy the given global LTL

specification. The crucial innovation is that the proposed sensor placement attempts to reduce the

entropy of the actors’ route cost rather than that of the entire map or pre-define sensing regions

as literatures discussed above. A set of “informative“ subregions are selected by each actor using

the MINMISS strategy [78]. The actors reach decentralized consensus about informative subre-

gions and sensors are assigned to map these subregions such that the total distance traveled by

sensors is minimized. The iterations of route-planning and sensor placement terminate when the

entropy of actors’ route cost reduces below a desired threshold. We also provide the analysis of

the convergence rate versus the available sensory resources and a study of the pre-defined desired

threshold.

Task-Driven Information Gain Maximization with Bayesian Optimization. To identify a set

of “informative” subregion for actors’ route-planning, the interactive planning and sensing algo-

rithm requires evaluation of the information gain for each vertex in the environment, which is

computationally expensive especially when the dimension of the environment is large. For com-

putational efficiency, a machine-learning-based technique, Bayesian optimization, is implemented

to predict the set of sensors locations without repeated computation of information gain. Bayesian

optimization uses Gaussian process regression to model the function of information gain and then

predict the sensors locations via expected improvement acquisition function. To build the model

of information gain, we select the training data on a set of entropy values of a certain vertex and

its neighboring vertices randomly. Compared to the original interactive planning and sensing al-
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gorithm, a much smaller number of vertices are required to compute the information gain which

reduces the computational burden substantially. A comparison of computational efficiency re-

quired by the interactive planning and sensing algorithm with/without Bayesian optimization is

provided. Furthermore, the accuracy of the technique is also addressed.

The following is the list of the publications addressed the topics shown above:

• J.Fang, Z.Zhang, R.V.Cowlagi. Decentralized Route-Planning to Satisfy Global Linear Tem-

poral Logic Specifications on Multiple Aircraft, Guidance, Navigation, and Control Confer-

ence, AIAA SciTech 2018, Orlando, FL, USA, January 2018.

• J.Fang, Z.Zhang, R.V.Cowlagi. Decentralized Route-Planning for Multi-Vehicle Teams to

Satisfy A Subclass of Linear Temporal Logic Specifications. IEEE Transactions on Automa-

tion Science and Engineering [Submitted]

• J.Fang, H.Zhang, R.V.Cowlagi. Interactive Route-Planning and Mobile Sensing with a Team

of Robotic Vehicles in an Unknown Environment. Guidance, Navigation, and Control Con-

ference, AIAA SciTech 2020.[Submitted]

• J.Fang, R.V.Cowlagi. Decentralized Route-Planning and Mobile Sensor Placement with

Task-Driven Information Gain Optimization for a Team of Multiple Robotic Vehicles in Un-

known Environments. [Under preparation]
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Chapter 2

Route-planning for Multi-Vehicle System: Indepen-

dent Tasks

2.1 Problem Elements Overview

In this chapter, a global LTL specification is required to be satisfied by a multi-vehicle system.

Firstly, we assume that the given global LTL specification is a conjunction of a set of independent

tasks where each one is assigned to a vehicle. Perfect knowledge of the environment and a static

communication network are given a prior. We are looking for a decentralize technique to compute

optimal route for each vehicle in the team so that the global mission can be accomplished and the

total traveled distance is minimized. In what follows, N,Z, and R denote the set of natural, integer,

and real numbers, respectively. For any N ∈ N, define [N ] := {1, . . . , N}. Furthermore, decision-

making, communications, and control software onboard each vehicle are collectively referred to as

an agent. The vehicles are assumed to be identical and interchangeable.

For the reader’s convenience, a nomenclature table is provided in Table 2.1.

2.1.1 Vehicle Model

To consider the route-planning for each vehicle in the team, two vehicle models are addressed

as follows.

Unconstrained particle model (UCPM) The vehicle state is x = (x, y) ∈ W , namely, the

position of the vehicle center of mass in a prespecified Cartesian coordinate system. The UCPM

vehicle can move in any direction at constant unit speed and it can instantaneously stop, every

route in LG is traversable. The UCPM is appropriate for slow-moving differential drive robots
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Symbol Meaning

W 2D environment.
G Grid map corresponding to the environment.
GH Lifted graph.
ρ Vehicle turning radius.
NC Number of region of interested.
NA Number of actors (agents).
Ni Neighbors of agent i.
NTI Number of independent tasks.
rij Reward of task j for agent i.
bi Task bundle for agent i.
pi Task path for agent i.
J̄ [H](v) H-cost for path v.
φS Safety specification.
φL Liveness specification.

Table 2.1: Parameters for decentralized route-planning - Independent task.

commonly used in warehousing [80]. The UCPM discrete abstraction is the graph G.

Kinematically constrained particle model (KCPM) Here we consider two modes of motion:

a hover mode, where the vehicle can remain stationary, forward motion mode, where it moves at a

constant unit speed. The KCPM is appropriate for fast-moving vehicles that can hover, e.g. single-

or multi-rotor aircraft, or fixed-wing/rotorcraft hybrid designs. The vehicle state is x = (x, y, ψ) ∈

D := R2 × S1, where ψ is the direction of the velocity vector. The vehicle state evolves as:

ẋ(t) = a cosψ(t), ẏ(t) = a sinψ(t), ψ̇(t) = u(t), (2.1)

where the heading rate u is the control input, and a = 1 (resp. a = 0) in the forward motion

mode (resp. hover mode). The set of admissible control input values is the interval
[
−1
ρ
, 1
ρ

]
,

with ρ > 0. An admissible trajectory traces a curve with a minimum radius of turn of ρ in the

forward motion mode. The parameter ρ can be different for each vehicle in the team, thereby

modeling heterogeneous maneuvering capabilities. The method of lifted graphs is used to construct

a discrete abstraction for the KCPM. Briefly, this method defines “lifts” the graph G to define

a new graph whose vertices correspond to sequences of adjacent cells in the workspace that are
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traversable within the kinematic constraints. Route-planning is then performed by searching in this

new lifted graph. §2.3.1 provides a brief overview of this method, and the reader is referred to [33]

for further details.

A limitation of this work is that we do not explicitly consider uncertainty in either the UCPM

or the KCPM. The proposed work develops a high-level route planner, and presumes a low-level

feedback controller that can track the planned route despite modeling uncertainty. Furthermore,

the result of the proposed route planner are vehicles routes corresponding to sequences of cells in

the workspace. That is, each route is a region in the workspace, rather than a specific trajectory,

which provides an inherent robustness to the result of the route planner.

2.1.2 Workspace Cell Decomposition

Let W ∈ R2 denote a planar region where the vehicles collaboratively operate. Consider

a cell decomposition, i.e. a partition of W into convex subregions called cells. We denote by

NC ∈ Z+ the number of cells, and by Ri ⊂ W the subregion associated with the ith cell, for

each i = 1, . . . , NC. We associate with this partition a graph G := (V,E) such that each vertex

of G is uniquely associated with a cell, and each edge of G is uniquely associated with a pair of

geometrically adjacent cells. We denote by cell(v) the element of {Ri}N
C

i=1 associated with the

vertex v ∈ V . A path v in G is a finite or infinite sequence (v0, v1, . . .) of vertices, such that

v0, vk ∈ V , and (vk−1, vk) ∈ E, for each k ∈ N. The number of vertices in a path is called its

length. Note that a path in G can contain cycles. We denote by LG the collection of all paths in G.

Special cells called base locations and regions of interest (ROI) are prespecified. The number

of base locations is equal to the number NA of robotic vehicles in the team, and each robot is

assumed to start from one of these locations. The vertices in V associated with these cells are

denoted by vB,1, . . . , vB,NA
. The number of ROIs is NR. Each ROI is a connected union of cells,

i.e. the kth ROI is ∪i∈ςkRi, where ςk ⊆ {1, . . . , NC}, k = 1, . . . , NR are prespecified. The

associated vertices are denoted vR,`k, ` ∈ ςk.

For every tf ∈ R+ and u ∈ Utf , we define the G-trace of a trajectory ξ (·; ξ0, u) as the path
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tr(ξ,G) = (v0, v1, . . .) ∈ LG with minimum length such that xξ (0; ξ0, u) ∈ cell(v0), and

xξ (t; ξ0, u) ∈ ∪Pk=0cell(vk), t ∈ [0, tf ] , k ∈ N. (2.2)

We denote by LΓ(ξ0) ⊆ LG the collection of G-traces of all admissible trajectories for ev-

ery tf ∈ R+. Informally, the path tr(ξ,G) is associated with the sequence of cells that defines a

“channel” inW , such that the curve xξ(t), t ∈ [0, tf ] , lies within this channel. The curve xξ(t) and

the trajectory ξ(t) are said to traverse this channel of cells.

A simplifying assumption in this paper is that multiple vehicles are allowed to be within the

same cell at the same time-step. The justification for this assumption is that the size of cells

is assumed to be significantly larger than the dimensions of the vehicle (but comparable to the

minimum radius of turn in forward motion), thereby allowing enough room for more than one

vehicle within a cell.

2.1.3 LTL−X specifications

The LTL−X syntax is a restricted version of LTL which excludes the next operator. The reader

is referred to [81] for further details. An atomic proposition is a statement that is either true

or false at a given instant of time. An LTL−X formula over a set of atomic propositions Λ is

recursively defined as (1) Every atomic proposition λn ∈ Λ is a LTL formula; and (2) If φ1 and φ2

are LTL formulae, then ¬φ1 (negation), φ1 ∨ φ2 (conjunction), and φ1Uφ2 are also LTL formulae.

The formula φ1Uφ2 means that φ2 eventually becomes true and φ1 remains true until φ2 becomes

true. The temporal operators 3 (eventually), and 2 (always) are defined as 3φ1 := (φ1 ∨

¬φ1)Uφ1 and 2φ1 := ¬(3¬φ1).

A word ω = (ω0, ω1, . . . ) is a sequence such that each ωn is a subset of {λn}NR
n=0. For m,n ∈

Z> 0, n > m, the word (ωm, ωm+1, . . . , ωn) is denote ωnm. The satisfaction of an LTL formula φ

by the word ω is recursively defined as: (1) ω satisfies λn if λn ∈ ω0, (2) ω satisfies ¬φ if ω does

not satisfy φ, (3) ω satisfies (φ1 ∨ φ2) if ω satisfies φ1 and ω satisfies φ2, (4) ω satisfies (φ1Uφ2) if

there exists n > 0 such that ω∞n satisfies φ2 and for every m < n, ωnm satisfies φ1.
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Consider atomic propositions associated with each ROI λn, n ∈ [NR], such that λn is true

whenever a prespecified number of vehicles are simultaneously within the ROI.

Each route v = (v0, v1, . . .) ∈ LG defines a word ω(v) = (ω0, ω1, . . . , ) where ω` :=

{λn | v` = cn} . The route v is satisfies an LTL−X formula φ if the word ω(v) satisfies φ.

Consider routes vi ∈ LG , i ∈ [NA], associated with the motion of each vehicle in the team.

Each of these paths defines a word ωi(vi) = (ω0,i, ω1,i, . . .), which we concatenate to define

ω(v1, . . . ,vNA
) := (ω0,1, ω0,2, . . . , ω1,1, ω1,2, . . .). Here, the rule of “concatenation” is that ω`,i ap-

pears before ωm,k in ω(v1, . . . ,vNA
) if ` < m or else if ` = m and i < k. The paths (v1, . . . ,vNA

)

collectively satisfy an LTL−X formula φ if ω(v1, . . . ,vNA
) satisfies φ.

The desired LTL−X specification φ to be collaboratively satisfied by the team of vehicles is

assumed to be a conjunction of a safety specification φS and a liveness specification φL in the

standard form φ = φS ∧ φL. A typical safety specification of interest to aerial vehicles is obstacle

avoidance. Typical liveness specifications of interest to robotic vehicles are: (1) Sequencing spec-

ifications of the form 3(λn1 ∧3(λn2 ∧3(. . .∧3λn`
))), which involve visiting ROIs in a specific

sequence, and (2) Coverage specifications of the form 3λn or 23λn, which involve visiting ROIs

once or infinitely often.

The safety specification φS is to be satisfied by all vehicles in the team. The liveness specifi-

cation φL is to be satisfied collaboratively and is assumed to be a conjunction of NT specifications,

φj , j ∈ [NT], i.e. φL :=
∧NT

j=1 φj. Each φj is either a sequencing or coverage specification, i.e.,

φj ∈ {3λn1 ,23λn1 ,3(λn1 ∧3(λn2 ∧3(. . . ∧3λn`
)))},

with n1, n2, . . . ∈ [NR]. The proposed approach is to treat each specification φj as a “task” to

be assigned to a vehicle. The specifications φj are assumed to be either independent, i.e. it can

be satisfied by one vehicle acting independently of all others, or collaborative, i.e. its satisfac-

tion requires collaboration among multiple vehicles. Note that the preceding definition of atomic

propositions λn allows for such collaborative specifications to be formulated. Without loss of

generality, the collaborative tasks are labeled 1, . . . , NTC and the independent tasks are labeled

NTC + 1, . . . , NT. The number of vehicles required to satisfy the jth collaborative specification is
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denoted Mj. In what follows, the terms ‘task j’ and ‘specification φj’ are synonymously used.

2.2 Problem Formation

The main problem of interest is formulated as follows.

Problem 1. Given an LTL−X specification φ over Λ, find routes (v1, . . . ,vNA
) with each vi ∈ LG

such that the word ω(v1, . . . ,vNA
) satisfies φ.

We seek a decentralized solution to Problem 1 where agent i ∈ [NA] computes the path vi.

Agents are assumed to communicate with each other over a static network, where the set of neigh-

bors of agent i ∈ [NA] is denoted Ni. We require that the routes solving Problem 1 be traversable

by the vehicles.

2.3 Decentralized Route Planning

The proposed method for solving Problem 1 is to first find local specifications ψi such that

φL =
∧NA

i=1 ψi. The specification to be satisfied by agent i is then given by φS ∧ ψi for each

i ∈ [NA]. Next, each agent i executes a route-planning algorithm to find a kinematically feasible

route vi satisfying φS ∧ ψi. To find routes traversable by the KCPM, we discuss the method of

lifted graphs in §2.1.1. This method computes the H-cost of a route v, denoted J̄ (v). Routes with

a finite H-cost are guaranteed to be KCPM-traversable [33]. Fig. 2.1 conceptually illustrates the

proposed approach.

2.3.1 Lifted Graph

To consider vehicle’s kinematic constraint, we discuss the method of lifted graph. For non-

holonomic vehicle models, edge transitions in G (i.e., transitions between successive cells) are

vehicle-state-dependent, especially when the cell dimensions are comparable to vehicle maneuver-

ing characteristics such as the minimum radius of turn. Furthermore, it is not possible to design
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(a) Decomposition of global LTL specification into local
specifications for each vehicle.

(b) Route-planning for each vehicle.

Figure 2.1: Conceptual illustration of proposed approach.

control laws that guarantee transitions between adjacent cells from every initial state; such transi-

tions may not be possible owing to the controllability properties of the vehicle model discussed in

§2.1.1.

To incorporate some information in G about the vehicles’ physical motion, we discuss the

method of lifted graphs [82]. Consider the workspace cell decomposition graph G = (V,E), and

for every integer H > 0, define

VH := {(v0, . . . , vH) : (vk−1, vk) ∈ E, k = 1, . . . , H, vk 6= vm, for k,m ∈ {0, . . . , H}, with k 6= m} .

Every element i ∈ VH is an ordered (H+ 1)-tuple of the elements of V , and this tuple corresponds

to a sequence of successively adjacent cells. We denote by [i]k the kth element of i, for k <

m 6 H + 1. Let EH be a set of all pairs (i, j), with i, j ∈ VH , such that [i]k = [j]k−1, for every

k = 2, . . . , H+1, and [i]1 6= [j]H+1. The lifted graph GH is defined as the directed graph (VH , EH).

Every path v = (v0, v1, . . .) in the graph G can be uniquely mapped to a path h = (i0, i1, . . .) in

GH , where ik = (vk, vk+1, . . . , vk+H) ∈ VH for each k ∈ N. We refer to the construction of GH
from G as lifting of G.

The primary benefit of lifting G is that edge transitions costs in GH can encode characteris-

tics of vehicles’ workspace traversal in accordance with its kinematic and dynamic constraints.

One example of such edge transition costs is the following, which associates certain forward- and

backward reachability properties of the vehicle model with edge transitions in GH .
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Figure 2.2: Illustration (with H = 3) of edge cost assignment in the lifted graph.

Consider an element (i, j) ∈ EH , with i, j ∈ VH . Let S(i) ⊂ D be a set of states associated

with i ∈ VH such that xS(i) ⊆ cell([i]1)∩ cell([i]2). Thus, the position components of the elements

in S(i) lie on the boundary between the first and second cells corresponding to the vertices of V

that constitute the ordered H-tuple i. Next let Q(j) ⊂ D be a set of states such that xQ(j) ⊆

cell([j]1)∩ cell([j]2) and for every state ξq ∈ Q(j) there exists a traversal time tq and an admissible

control input uq ∈ Utq such that xξ(t; ξq, uq) ∈
⋃H+1
k=1 cell([j]k), for all t ∈ [0, tq]. Informally, Q(j)

is the set of all states whose position components lie on the boundary between the first and second

cells of j, and such that the traversal of the geometric region defined by the cells associated with

the tuple j is possible from any initial state within Q(J).

Next, letRi : S(i)→ 2D be a reachability map associated with the sets S(i), defined by

Ri(ξs) :=
{
ξt ∈ D | ξt ∈ ∪t∈R+

∪u∈Ut ξ(t; ξs, u), and

(∪τ∈[0,t]xξ(τ ; ξs, u)) ∩ (W\cell([i]2)) = ∅
}
, (2.3)

where ξs ∈ S(i) and 2D is the collection of all subsets of D. Informally, Ri(ξs) is the set of all

states that can be reached from ξs by trajectories whose position components always remain within

the second cell of i. Finally, for (i, j) ∈ EH , define Ŝ(i, j) := {ξs ∈ S(i) : Ri(ξs) ∩ Q(j) 6= ∅}.

(see Fig. 2.2)

Now consider a path v = {v0, v1, . . .} ∈ LG . For k ∈ N, let ik := (vk, . . . , vk+H). Clearly,
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(ik, ik+1) ∈ EH . We define gH : EH → R+ and S(·) as follows:

S(ik+1) :=
⋃

ξs∈Ŝ(ik,ik+1)

(Rik(ξs) ∩Q(ik+1)) , (2.4)

gH(ik, ik+1) :=

 χ, if S(ik+1) = ∅,

1, otherwise,
(2.5)

where χ � 1. The transition cost of (ik, ik+1) ∈ EH is gH(ik, ik+1). Finally, the H-cost of a

path v ∈ LG is:

J̄ [H](v) := H +
P−H∑
k=0

gH(ik, ik+1). (2.6)

Algorithms for computing the sets R(·),S(·), and Q(·) are described, based on geometric argu-

ments, in [34]. The following observation is crucial.

Proposition 1 ( [83]). Let v = (v0, . . . , vP ) be a path with length less than χ in LG , and let ξ0 ∈ D

be prespecified such that xξ0 ∈ cell(v0) ∩ cell(v1). Then v ∈ LΓ(ξ0) if and only if J̄ [H](v) < χ.

The lifted graph GH with the preceding edge transition costs is a finite state model for an

individual vehicle’s motion. Proposition 1 characterizes the paths in G that can be feasibly traversed

while satisfying the vehicle’s kinematic and dynamic constraints.

In the light of Proposition 1, route-planning for a single vehicle to satisfy a LTL−X specifi-

cation φ is implemented using Dijkstra’s search algorithm on a product transition system. This

product transition system is constructed by computing the product of the lifted graph with the

Büchi automaton associated with the specification φ (see Fig. 2.1(b)). Additional details on this

route-planning algorithm are available in a recent work by the second and third authors of this

paper [83].

The availability of this route-planning algorithm for each vehicle then reduces Problem 1 to

finding an appropriate decomposition of the global liveness specification φliveness into local speci-

fications ψi, i = 1, . . . , NA, such that φliveness =
∧NA

i=1 ψi. The specification to be satisfied by the

ith vehicle is then given by φsafety ∧ψi. In the following sections, we discuss such a decomposition
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of the global liveness specification.

2.3.2 Consensus-Based Bundle Algorithm

To achieve an efficient collaboration among the team of vehicle to satisfy the given global LTL

specification, the technique of consensus-based bundle algorithm is implemented to decompose the

global task into local tasks for each vehicle in the team. A static communication network among the

team of vehicles is modeled as an undirected graph with unit edges. We define the communication

network diameter D as the maximum length of existing path. For example, if agent i and k are

connected in the graph, then message can be exchanged between these two agents.

As previously stated, the global LTL specification is assumed to be a conjunction of NTI in-

dependent specifications and NTC dependent specifications. We address first the decomposition

of the independent specifications into local specifications for each vehicle. To this end, we con-

sider each of the NTI independent specifications to be a “task” to be assigned to vehicles, and

apply task assignment algorithms from the literature [84]. For the reader’s convenience, a brief

overview of the relevant algorithms, namely, the consensus-based auction algorithm (CBAA) and

the consensus-based bundle algorithm (CBBA) is presented next.

These algorithms attempt to maximize a total reward, which is computed as the sum of reward

gained by each vehicle. The reward, denoted by rij, quantifies the incentive for the ith vehicle

for performing the jth task. In the proposed approach, we associate the reward with the distance

traveled by vehicles (i.e., higher rewards for lower distances), as precisely defined later.

CBAA is applicable when NTI = NA, and each vehicle is to be assigned at most one task.

CBAA achieves decentralized task assignment by an iterative process consisting of an auction

phase and a consensus phase. In the auction phase, each vehicle bids for tasks asynchronously

and generates a list of winning bids. A centralized auctioneer is not required [84]. In the first

iteration, each vehicle bids for a task with maximum reward. Next, in the consensus phase, these

lists of winning bids are communicated among neighboring agents. If the ith vehicle is outbid for

its desired task ji then the vehicle tries to bid on other tasks by decreasing its bid for the desired

task ji by the amount η1
i − η2

i + ε so that an agreement can be reached among vehicles, where η1
i
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and η2
i are the maximum and second-to-maximum rewards in the current iteration, and 0 < ε 6 1

NA

is a small positive constant. The iterative convergence of CBAA is guaranteed [84], and the value

of ε influences the rate of convergence.

CBBA is applicable in the general case when NTI 6= NA and each vehicle can perform more

than one task. Instead of individual tasks, CBBA addresses task bundles and task paths: a task

bundle is a list of tasks, and a task path associated with a task bundle is an ordered sequence of

tasks in that bundle. We denote by bi and pi a task bundle and task path, respectively, for the ith

vehicle. Note that a task path is different from a path in the workspace W or its associated cell

decomposition graph G, as defined in §2.1.2.

CBBA operates in two phases, similar to CBAA, an auction phase followed by a consensus

phase. In the auction phase, each vehicle bids on a task bundle instead of individual tasks. Ac-

cordingly, rewards are associated with task bundles and task paths instead of individual tasks, as

defined below. Each vehicle updates its task bundle and task path as follows:

bi = bi ⊕end ji, pi = pi ⊕n(ji) ji,

where ji is the desired task, and n(ji) is the index position in the path pi at which this task is

inserted to provide the largest reward. The symbol ⊕ denotes insertion of an element into a list,

and its subscript indicates the index position of insertion.

In the consensus phase of CBBA, three parameters are exchanged and updated among neigh-

boring vehicles: the highest bid list, the winning agent list for each task, and the time stamp of

exchanging information from neighbors. If the ith vehicle is outbid on its desired task ji, it releases

not only this task, but all tasks in its current bundle that were added after the task ji. The conver-

gence to conflict-free task assignments of the iterative auction and consensus phases in CBBA is

guaranteed if the reward rij satisfies a diminishing marginal gain (DMG) condition [84]: namely,

that the reward of a task j does not increase as other tasks are added into the bundle before it:

rij[bi] > rij[bi ⊕end b]. (2.7)

for all i ∈ {1, . . . , NA} and j ∈ N I = {j1, j2, . . . , jNTI
}. In what follows, we define the rewards
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for the route-planning problem of interest, and comment on the satisfaction of the DMG condition.

2.3.3 Application of CBAA/CBBA to Route-Planning

We discuss here the proposed decentralized route-planning technique to solve Problem 1 with

independent task assignments, i.e., for the case only when NT = NTI. Assignments of dependent

tasks is discussed in the next section.

Recall that the jth task in the context of the proposed approach is uniquely associated with

the LTL specification φj , for each j ∈ N I = {j1, j2, . . . , jNTI
}. A task path pi is an ordered

sequence of tasks, and is therefore uniquely associated with a new local LTL specification. To be

precise, consider a task path pi = (j1, j2, . . . , jN), for N 6 NT. We associate with pi the local

specification ψ(pi) defined by

ψ(pi) := 3(φj1 ∧3(φj2 ∧3(. . . ∧3φjN ))), (2.8)

which encodes the ordered sequence of tasks in pi. This specification ψ(pi) provides a way to asso-

ciate a task path with a vehicle route using the previously discussed local route-planning discussed

in §2.3.1. The result of this route-planning algorithm is a path in G denoted v(pi).

A crucial innovation of the proposed technique is that the reward functions rij for a given task

path pi, as computed by the ith vehicle during the execution of CBBA, is determined based on the

H-cost of the path v(pi) in G. This step ensures that the execution of the task path is kinematically

feasible for the vehicle. To be precise, the reward function is recursively defined as:

rij = r̄j − min
n6|pi|

J̄ [H](v(pi ⊕n j)), (2.9)

where r̄j is a sufficiently large prespecified positive constant. Recall that pi ⊕n j denotes a task

path obtained by inserting the jth task at the nth position in task path pi.

The definition of rij shown in (2.9) satisfies the DMG condition, because the marginal increase

in H-cost J̄ [H](v(pi ⊕n j)) − J̄ [H](v(pi)) is nonnegative for any n. Therefore, the convergent

property of the CBBA algorithm is retained.
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Chapter 3

Route-planning for Multi-Vehicle System:

Collaborative Tasks

In Chapter 2, we proposed a decentralized route-planning algorithm to decompose the given

LTL specification into local specifications among multi-vehicle system. We assumed that the

global LTL specification is a conjunction of independent tasks which is assigned to a vehicle.

However, in some practical applications, the collaboration among multiple vehicles to satisfy a

complex task is required. To address these situations, another type of task is consider in this

chaper: collaborative task. For the collaborative task, multiple vehicles are required to work to-

gether simultaneously or each collaborative task is assigned to multiple vehicles. The assignment

of collaborative task to multiple vehicles are of practical relevance. For example, in a search-and-

rescue mission, two or more vehicles, each equipped with different sensors, may be required to

visit and search the same region at the same time. In a warehouse application, two or more vehi-

cles may be required to jointly transport heavy cargo. Same workspace decomposition and vehicle

model as discussed in Chapter 2 are considered for the route-planning for the collaborative tasks.

Similar assumption is also made here: we treat each specification φj as a “task” to ba assigned

to a vehicle. Differ from the scenario considered in Chapter 2, here we assume the specifications

φj is either independent, i.e. it can be satisfied by one vehicle acting independently of all others,

or collaborative, i.e. its satisfaction requires collaboration among multiple vehicles. Note that

the preceding definition of atomic propositions λn allows for such collaborative specifications to

be formulated. Without loss of generality, the collaborative tasks are labeled 1, . . . , NTC and the

independent tasks are labeled NTC + 1, . . . , NT. The number of vehicles required to satisfy the jth

collaborative specification is denoted Mj. In what follows, the terms ‘task j’ and ‘specification φj’

are synonymously used.

For the reader’s convenience, a nomenclature table is provided in Table 3.1.
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Symbol Meaning

NTC Number of collaborative tasks.
NT Total number of tasks.
Mj Number of vehicles required to accomplish the jth collaborative task.
Fi Reward matrix for vehicle i.
fij jth row of reward matrix for vehicle i.
fijk Vehicle i’s reward knowledge of task j for vehicle k.
Gi Assignment matrix for vehicle i.
gij jth row of assignment matrix for vehicle i.
gijk Vehicle i’s assignment knowledge of task j for vehicle k.
u∗ij Optimal assignment for task j based on vehicle i’s knowledge.
τu∗ij ,j Waiting time required by the group u∗ij for task j.
nlast Index of last collaborative task in the task path for vehicle i.
n∗j Optimal insert position for task j.
hij Task j’s availability for vehicle i.
r̄j Reward constant for task j in Line 9 in Fig. 3.1.
sik Latest communication iteration between vehicle i and k.

Table 3.1: Parameters for decentralized route-planning - Collaborative task.

3.1 Problem Formation

Similar problem of interest discussed in Problem 1 in Chapter 2 is considered again. Now we

assume the given LTL specification contains both independent and collaborative tasks. We seek

a decentralized solution to the problem where agent i ∈ [NA] computes the path vi. The number

of vehicles required to work together to satisfy each collaborative task is given a prior and the

assigned vehicles need to arrive at specified location simultaneously with minimum total waiting

time. The group of agents are assumed to communicate with each other over a static network,

where the set of neighbors of agent i ∈ [NA] is denoted Ni. We require that the routes solving

Problem 1 be traversable by the vehicles.

3.2 Decentralized Synchronization Route-Planning

In this section, we consider a more general decentralized route-planning problem for multi-

vehicle system where both independent and collaborative tasks are specified. We propose a de-
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centralized algorithm which achieves a task assignment with minimum total waiting. For the sake

of numerical comparison, we also propose a new extension of the consensus-based group algo-

rithm [79] to satisfy LTL specifications with kinematically feasible routes.

3.2.1 Consensus-Based Grouping Algorithm

The method of CBBA is not capable of assigning the same (collaborative) task to multiple

agents. In the general case where i.e., NTC > 0, not only are such multi-agent assignments re-

quired, but the temporal synchronization of agents to achieve collaborative tasks is also required.

One possible approach to the solution of this problem is based on the so-called consensus-based

grouping algorithm (CBGA, [79]). Note that [79] does not refer to LTL; the application of CBGA

to satisfying LTL formulae is an extension that we propose for the sake of comparison, referred by

the acronym E-CBGA.

The CBGA operates in phases of bundle construction, auction, and consensus. Each agent

maintains matrices with information about the reward and task assignment as known by all the

other agents. These matrices are exchanged and updated during the consensus phase.

The E-CBGA approach to the solution of Problem 1 is then to apply the CBGA to the set of

specifications [NT] with rewards defined byH-costs as in (2.9). Each agent i is assigned a task path

pi, and the local liveness specification ψi is found per (2.8). Because the CBGA has no temporal

considerations, multi-agent assignments of collaborative specifications must be synchronized. For

example, if two task paths pi and pk include j ∈ [NTC], then the agents i and k are to visit an ROI

simultaneously. One of the agents, say i, will arrive “early”; to synchronize the two agents’ visits,

agent i must wait at this ROI until agent k arrives.

Because such synchronization is performed a posteriori in the E-CBGA approach, the sum

of the waiting durations of all agents during the execution of the overall global specification can

be large. To address this issue, we propose a novel approach where the synchronization of tasks

is addressed during task assignment. Consequently, the proposed approach achieves assignments

with minimum waiting durations.

Note that the E-CBGA approach is itself a contribution of this work to the literature, in that it
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ensures that kinematic traversability of routes found using the CBGA.

3.2.2 Decentralized Synchronization Algorithm

In the general case of Problem 1 when NTC > 0, we first execute the CBBA to assign inde-

pendent tasks among the agents, and then execute the proposed algorithm to assign collaborative

tasks.

The proposed algorithm iterates over a bundle construction phase and a consensus phase as

described in Figs. 3.1–3.3. The iteration counter is denoted t. Each agent i maintains and updates

at each iteration a task bundle and task path, a reward matrix, an assignment matrix, a set of

agents assigned to collaborate on each task j ∈ [NTC], and the waiting duration required for

synchronization. The reward and assignment matrices are denoted by Fi(t) and Gi(t), the jth row

of these matrices by fij(t) and gij(t), the element in the jth row and kth column by fijk(t) and

gijk(t), respectively. An availability flag for task j is denoted hij(t). The optimal group of agents

for task j based on agent i’s current knowledge is denoted by u∗ij(t) and the corresponding waiting

durations for the group is defined as τu∗ij ,j(t). Note that Fi(t),Gi(t) ∈ RNT×NA at each iteration

t ∈ N.

The element fijk(t) is the ith agent’s current knowledge of the reward for agent k for task j

at iteration t. The element gijk(t) = 1 if agent i agrees to assign the task j to agent k. The flag

hij(t) = 1 (resp., hij(t) = 0) if task j is available to agent i (resp., not available).

The proposed algorithm is initialized with bi(0) and pi(0) with task indices resulting from the

execution of CBBA. The matrices Fi(0) and Gi(0) are set to zero.

At each iteration t ∈ N, let nlast(t) denote the sequential position in pi(t) of the last collab-

orative task. At t = 1, when no collaborative tasks are yet assigned, nlast(1) = 0. In the bundle

construction phase, each agent i updates bi(t), pi(t), Fi(t), and Gi(t) by optimally inserting avail-

able tasks into bi(t) and pi(t). To this end, for each j ∈ [NTC] that is not present in bi(t), an

optimal position for insertion n∗j is computed (Line 8 in Fig. 3.1). Note that sequential positions

only after nlast(t) are considered, due to which rewards for tasks already assigned do not change

due to insertion of task j.
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Bundle Construction Phase at Iteration t > 1

1: bi(t) = bi(t− 1), pi(t) = pi(t− 1),
2: Fi(t) = Fi(t− 1), Gi(t) = Gi(t− 1)
3: u∗i (t) = u∗i (t− 1), τu∗i (t) = τu∗i (t− 1)
4: hij(t) = 0, for each j ∈ [NTC]
5: nlast(t) := max{nj|j ∈ [NTC] ∩ pi(t)}
6: while |bi(t)| < NT do
7: for j ∈ [NTC] \ bi(t) do
8: n∗j := arg maxnlast(t)≤n≤|pi|rij
9: fiji(t) := r̄j − J̄ (v(pi ⊕n∗j j|j))

10: {uj, τj} = ∆ij

11: if ‖gij(t)‖1 < Mj then
12: hij(t) = 1
13: else
14: if τj < τu∗ij ,j(t) and i ∈ uj , hij(t) = 1

15: fiji(t) = fiji(t)hij(t)
16: j∗ := arg maxj∈[NTC]\bi(t)rijhij(t),
17: bi(t) := bi(t)⊕end j

∗, pi(t) := pi(t)⊕n∗
j∗
j∗

18: u∗ij∗(t) = uj∗ , τu∗
ij∗ ,j

∗(t) = τj∗

19: gij∗i(t) = 1

Figure 3.1: Bundle construction phase of the proposed algorithm.

The reward fiji(t) is updated based on the traversal cost J̄ (v(pi ⊕n∗j j|j)) of partial comple-

tion of pi ⊕n∗j j (Line 9 in Fig. 3.1). By partial completion we mean the sequential execution of

tasks in pi until the n∗j
th task. The set of agents uj assigned to collaborative task j and the agents’

waiting duration τj are updated per the calculations ∆ij described in Fig. 3.2. For each collab-

orative task j, if an insufficient number of agents are assigned, i.e., if ‖gij(t)‖1 < Mj, then the

availability flag is set to hij(t) = 1 (Line 12 in Fig. 3.1). If ‖gij(t)‖1 > Mj, a sufficient number

of agents are currently assigned to task j, but this assignment may not be optimal in terms of the

agents’ total waiting duration τu∗ij ,j(t). Therefore, agent i can collaborate on this task if the waiting

duration τj is lower than τu∗ij ,j(t) (Line 14 in Fig. 3.1).

After updating the task availability flags hij(t), the element fiji(t) of the reward matrix is up-

dated (Line 15 in Fig. 3.1) such that the rewards for non-available tasks are reset to zero. Task j∗

with maximum reward is found (Line 16 in Fig. 3.1) and inserted into pi(t) at the optimal se-

quential position n∗j∗ . Next, the set of agents u∗ij∗(t) and the minimal waiting duration τu∗
ij∗ ,j

∗(t) is
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Waiting Duration Calculation ∆ij

Input: Fi, Gi Output: u∗ij, τu∗ij ,j

1: u∗ij(t) := u∗ij(t− 1), τu∗ij ,j(t) = τu∗ij ,j(t− 1)
2: for k ∈ NA such that fijk > 0 do
3: Find u ⊂ [NTC] such that |u| = Mj − 1 and

∑
m∈u(fijm(t)− fijk(t))2 is minimal.

4: τ := maxm∈u{fijm(t)} −minm∈u{fijm(t)}
5: if τ < τu∗ij ,j(t) then
6: τu∗ij ,j(t) := τ , u∗ij(t) := u

7: Return u∗ij(t), τu∗ij ,j(t)

Figure 3.2: Waiting duration calculation for task j by agent i.

updated (Line 18 in Fig. 3.1).

In the waiting duration calculations ∆ij, the agent i attempts to form a team of Mj agents to

collaborate on task j such that the team’s total waiting duration is minimal. To this end, each agent

k with a nonzero reward for task j is identified (Line 2 in Fig. 3.2) and Mj − 1 “teammates” for

this agent are found (Line 3). These teammates for agent k own the |Mj − 1| closest rewards to

agent k′s reward fijk.

For the set u of agents, the maximum waiting duration is the time difference between the

arrivals of the first and last agents at the ROI. In this paper, we assume that 1 time unit is taken

to move between two adjacent cells, and therefore the arrival time for each agent in u can be

computed based on length of its path in the workspace. The time for agent i to start task j is

r̄j − fiji. The larger the reward fiji, earlier the agent i arrives at the ROI associated with task j.

Thus, the maximum waiting duration in the set u of agents is the difference between the maximum

and minimum reward (Line 4 in Fig. 3.2). The set u∗j(t) with the least maximum waiting duration

is then considered the optimal assignment of Mj agents to task j (Line 6).

In the consensus phase, agents exchange and update their knowledge. Each agent i maintains

a timestamp sik(t) of the last communication with each neighboring agent m ∈ Ni. When agent i

communicates with a neighboring agent k, it updates the elements of the reward matrix Fi(t) if

agent k has more recent information. Specifically, if for any m ∈ [NA], skm(t) > sim(t), then

agent k has communicated with agent m more recently than agent i (Line 3 in Fig. 3.3). The set
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Consensus Phase At Iteration t > 1

1: for j ∈ [NTC] do
2: for k ∈ Ni do
3: if skm(t) > sim(t), ∀m ∈ NA then
4: fijm(t) := fkjm(t), sim(t) := skm(t)
5: {u∗ij(t), τu∗ij ,j(t)} = ∆ij

6: if i /∈ u∗ij(t) then
7: Remove task j from bi(t) and pi
8: fiji(t) = 0, giji(t) = 0

Figure 3.3: Consensus phase of the proposed algorithm.

of agents u∗ij(t) and the waiting duration τu∗ij ,j(t) is recalculated (Line 5 in Fig. 3.3). If agent i is

outbid by other agents for task j, then the task j is removed from bi and pi and fiji(t) and giji(t)

are reset to zero (Line 8 in Fig. 3.3).

3.2.3 Convergence and Computational Complexity

The finite termination properties of the proposed algorithm are summarized in the following

two results.

Lemma 1. At any iteration t > 1, suppose there exists a task index j† ∈ [NTC] such that j†

maximizes fiji(t) for each i ∈ u∗
j†(t). Then u∗

j†(s) = u∗
j†(t) for all s > t.

Proof. If an agent i is assigned to collaborative task j†, let τ i
j† denote the duration for which agent i

is required to wait to synchronize with other agents assigned to this task. By definition in Fig. 3.2,

τ ij†(t) =

max{fij†(t)} − fij†i(t), if fij†i < max{fij†(t)},

0, otherwise.

For any set of agents u ⊂ [NA] with |u| = Mj† , including the set u∗
j† , note that the maximum

waiting duration (defined in Lines 4–6 of Fig. 3.2) satisfies

τu,j†(t) = max

{
max
i∈u
{τ ij†(t)}, τu,j†(t− 1)

}
. (3.1)
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It follows that τu,j†(t) 6 τu,j†(s) for every s > t, i.e., the maximum waiting duration for any set

of agents assigned to the collaborative task j† does not increase over the algorithm’s iterations. As

shown in [85], the property (3.1) also implies that for any two sets u1,u2 ⊂ [NA] with |u1| =

|u2| = Mj† ,

τu1,j†(t) 6 τu2,j†(t)⇔ τu1,j†(s) 6 τu2,j†(s) for every s > t.

If there exists j† ∈ [NTC] as in the statement of the Lemma, then τu∗
j†
,j†(t) 6 τu,j†(t), for

every u ⊂ [NA] with |u| = Mj and t ∈ N, which means that the maximum waiting duration for

u∗
j† always remains the least among all possible sets that can be assigned to task j†, and the Lemma

follows.

Proposition 2. Let δ be the diameter of the agents’ communication network graph. Then the

proposed algorithm terminates in at most 1
2
NTC(NTC + 1)δ iterations.

Proof. According to the consensus protocol in Line 4 of Fig. 3.3, at most NTCδ iterations after

bundle construction are required for all agents to reach consensus on the reward matrix, i.e., for

some iteration t 6 NTCδ,

fij†m(t) = f`j†m(t), i, `,m ∈ [NA] and j† ∈ [NTC]. (3.2)

After consensus, u∗
j† is found in Line 5 in Fig. 3.3. By (3.2), the condition in the statement of

Lemma 1 is satisfied for some j†1 ∈ [NTC], and u∗
j†1

does not change after iteration t. Similarly,

after at most (NTC − 1)δ further iterations, another task j†2 ∈ [NTC]\{j†1} meets the condition in

the statement of Lemma 1, and consequently u∗
j†2

is fixed. Continuing further so on, it follows

that in at most 1
2
NTC(NTC + 1)δ iterations, u∗

j† is fixed for all j† ∈ [NTC], and the algorithm

terminates.

At each iteration of the proposed algorithm, the only nontrivial computation is of the reward

in Line 9 in Fig. 3.1, which involves route-planning to satisfy an LTL formula. Per [33], the worst-

case complexity of this computation is O
[
|G|NT4H

(
4 + log(|G|NT4H)

)]
. Therefore, by Prop. 1,

the worst-case computational complexity of each agent isO
[
δN2

TC|G|NT4H
(
4 + log(|G|NT4H)

)]
.
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3.2. DECENTRALIZED SYNCHRONIZATION ROUTE-PLANNING

This result shows a significant innovation over the state-of-the-art because the computational com-

plexity does not depend on the number of agents, simply due to decentralization.

In conclusion, we proposed a decentralized route-planning algorithm to enable a networked

mobile vehicles to satisfy certain given LTL specifications. Two different types of tasks: Indepen-

dent task and collaborative task are addressed in Chapter 2 and Chapter 3 separately. Compared

to the existing literature provides either centralized algorithms or otherwise assumes individual

vehicle specifications a priori, the proposed algorithm includes the decomposition of the global

LTL specification into local specifications for each vehicle. Minimum turn radius constraints on

the vehicles’ motion, which are ignored in the existing literature, are addressed in the proposed ap-

proach by the lifted graph algorithm. Specifically, H-costs defined on the lifted graphs are used to

define rewards for agents during decentralized task assignment. The proposed algorithm achieves

task assignments that result in significantly reduced waiting durations for the team, as compared to

assignments made by an easy extension of the existing literature (E-CBGA).
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Chapter 4

Interactive Planning and Sensing

In Chapter 2 and Chapter 3, we discuss decentralized route-planning algorithms for the multi-

vehicle system and enable the team of vehicles to work collaboratively to satisfy the given global

mission. However, as we mentioned above, the route-planning relies on perfect knowledge of the

environment which may not be available in some practical applications. To consider the problem

of route-planning in an unknown/uncertain environment, we remove the assumption of accurate

knowledge of environment in this chapter. To simplify the problem, we decompose it into two sub-

problems: unknown environment exploration and route-planning to satisfy the given LTL speci-

fication by multi-vehicle system. We consider a heterogeneous multi-vehicle team where one set

of vehicles called sensors are deployed to explore/map the environment, while the other set called

actors are deployed to carry out intelligent collaborative tasks based on the map generated by the

sensors. However, we are facing a “chicken-and-egg” paradox: we can’t compute the optimal

routes for actors to satisfy the global LTL specification because we don’t have accurate informa-

tion of the environment. We don’t know where to put sensors because we don’t have optimal routes

for actors. To solve this “chicken-and-egg” paradox, we propose a new technique for task-driven

sensor placement technique that enables interactions between the actors and sensors networks. At

each iteration, the technique decides a set of “informative” subregions to take measurements and

used them to update the environment. Then the decentralized route-planning approach discussed

in Chapter 2 and Chapter 3 can be implemented to compute the optimal routes for actors to sat-

isfy the given mission based on latest environment information. The conceptual diagram of the

interactive planning and sensing approach is shown in Fig. 4.1. The loop between the actors and

sensors network will not terminate until certain convergence condition is satisfied. To analyze the

benefit of proposed algorithm, we compare it to a typical information driven sensing algorithm on

convergence rate, optimality etc.

For the reader’s convenience, a nomenclature table is provided in Table 4.1.
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4.1. PROBLEM OVERVIEW

Figure 4.1: Diagram of interactive planning and sensing.

Symbol Meaning

W 2D environment.
NC Number of cells.
NA Number of actors.
NS Number of sensors.
G, V, E POM with vertices V and edges E.
Ω(vi) Occupancy probability of vertex vi.
w̄ Constant penalty in Eqn. (4.1).
H(v) Entropy of route v.
W ′i Subregion of interest computed in Eqn. (4.5).
W ′′

i Subregion with non-zero information gain computed in Eqn. (4.12).
Si Sensors positions converged by MINMISS.
ε Threshold for terminate condition in Eqn. (4.4).
I(vi) Information gain of vertex vi.

Table 4.1: Parameters for interactive planning and sensing.

4.1 Problem Overview

4.1.1 Probabilistic Occupancy Map

All vehicles collaboratively operate in an environment W ∈ R2, which is partitioned into

NC uniform cells. Associated with this partition is a grid map graph G := (V,E) such that each

vertex of G is uniquely associated with a cell, and each edge of G is uniquely associated with a

pair of adjacent cells. The obstacle-occupancy probability of cell v is Ω(v) := p(v is occupied).

We assume cell occupancy is mutually independent, and the probability of occupancy of the entire
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4.1. PROBLEM OVERVIEW

map is Ω(W) =
∏

v∈V Ω(v). The graph G and the occupancy probabilities Ω(v) together define

the POM; in a minor abuse of notation we denote the POM and the graph, both, by G and cells and

vertices, both, by v. We assume that the environment is static, i.e., the true cell occupancies do not

change.

A route v in G is a sequence (v0, v1, . . .) of vertices, such that v` ∈ V , and (v`−1, v`) ∈ E, for

each ` ∈ N. For actors, the cost of a route is the sum of transition costs w of all edges in the route,

defined by:

w(v`, vm) := 1− Ω(vm) + w̄Ω(vm). (4.1)

Here w̄ is a large prespecified constant that penalizes the route cost when the vertex vm is occupied.

Note that the route cost is a discrete random variable with entropy

H(v) =
∑

v`∈v − (Ω(v`) log Ω(v`) + Ω′(v`) log Ω′(v`)), (4.2)

where Ω′(v`) := 1 − Ω(v`). If the map is perfectly known, i.e., each Ω(v`) is either 0 or 1, then

H(v) = 0. For sensor routes, alluding to the search-and-rescue motivating example, we assume

that the sensors do not face obstacles (e.g., by flying overhead), and the transition cost is unity for

all edges.

4.1.2 Binary Sensing Model

A network of mobile vehicles with NA actors and NS sensors is considered. The vehicles are

labeled by integers 1, . . . , NA, . . . NA + NS, and we denote the index sets [NA] := {1, . . . , NA}

and [NS] := {NA + 1, . . . , NA + NS}. Sensors can sense the occupancy of cell v`, and measure

either z` = 1 for “occupied” and z` = 0 for “unoccupied. For simplicity, we assume that mea-

surements are taken at selected cells, but not along the routes traveled by the sensors. In practice

this assumption reflects limited onboard data storage space and situations when each measurement

consumes time and energy, e.g., on-board image processing computations required to detect obsta-

cles from camera images. A binary sensing model shown in Fig. 4.2 is considered for the sensors.
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Figure 4.2: Binary Sensing Model.

For some practical sensing models, the detection range varies in different environment conditions,

i.e., relative distance between the target and the sensor. As shown in Fig. 4.2, the target will be

detected correctly within an inner disk. Certain probability of accuracy is guaranteed by sensors if

the target is in an annulus between the inner and outer disk. No detection is returned from sensors

if the targets are outside of the outer disk. In our work, we set the detection model for a sensor

placed at cell vm as:

p(z` = 1|vm) =



1, if v` = vm, v` occupied

0.8, if (v`, vm) ∈ E, v` occupied

0.2, if (v`, vm) ∈ E, v` free

0, otherwise.

(4.3)

This detection model returns an accurate measurement if the target and sensor are overlapped and

returns the measurement with 80% accuracy if the target is inside of sensor’s sensing range.

For the group of sensors, we are looking for optimal routes (v1, . . . ,vNS) to take measure-

ments at specified locations which are computed by the group of actors to accomplish the given

intelligent task. Here, we assume each sensor in the group are exactly same and the optimal routes

for the group of sensors to take all requested measurements can be computed via the approach

described in Chapter 2.
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4.2. INTERACTIVE ROUTE-PLANNING AND SENSING

4.2 Interactive Route-Planning And Sensing

In this section, we propose a technique to find actor and sensor routes iteratively and is sum-

marized in Fig. 4.3. Each actor i ∈ [NA] maintains a copy of the POM G, which is initialized with

Ω(vm) = 0.5 for all vm ∈ V. The techniques introduced in Chapter 2 and Chapter 3 are imple-

mented to decompose the global LTL specification φ and achieve the route-planning for the group

of actors in the team, which we leverage here to first compute an optimal route vi given the current

POM (Line 1 in Fig. 4.3). Next, two subregions W ′i and W ′′i related to this route are computed

(Lines 3-4). The definitions of these subregions are provided in §4.2.1 and 4.2.2. A task-driven

information gain is then computed and a set of sensor placements Si ∈ W is selected by each actor

(Lines 3-4). The actors reach consensus S∗ ∈ W on the sensor placements, i.e., NS cells with

the highest task-driven information gain. Optimal routes vj are then computed for each sensor

j ∈ [NS] to minimize the total distance traveled (Line 7 in Fig. 4.3). Using the new measurements

from sensors placed at S∗, each actor updates its POM, recomputes the optimal route vi, and the

iteration repeats (Lines 8-9).

The algorithm termination condition StopCondition is evaluated with current routes vi, i ∈

[NA]. This condition is true when the entropy of each route vi is small enough. Specifically,

StopCondition is true whenever

H(vi) 6ε|vi|, for each i ∈ [NA]. (4.4)

The constant ε in (4.4) is set to ε = 0.0243,which ensures that the average probability of occupancy

of all vertices along vi is 0.01. The termination criterion (4.4) encodes a confidence threshold in

the actors’ route costs, i.e., it ensures that the uncertainty in these route costs is sufficiently small.

The following subsections provide details of the steps involved in the iterative technique in

Fig. 4.3.
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4.2. INTERACTIVE ROUTE-PLANNING AND SENSING

Iterative route-planning and sensor placement

1: Find vi based on Gi using technique discussed in Chapter 2 and Chapter 3
2: while ¬ StopCondition do
3: FindW ′i (see Eqn. (4.5))
4: Find W ′′i by (4.12) and the task-driven information gain I(vm) for each vm ∈ W ′′i (see

Fig. 4.4)
5: Select Si as described in §4.2.3
6: Reach an agreement S∗ over team of vehicles
7: Compute optimal route for sensor j using technique discussed in Chapter 2 and Chapter 3
8: Update Gi based on sensors measurements
9: Recompute vi based on Gi using technique discussed in Chapter 2 and Chapter 3

10: return [vi]

Figure 4.3: Pseudo code for the proposed interactive route-planning and sensor placement, for each actor
i ∈ [NA], and each sensor j ∈ [NS].

4.2.1 Task-Driven Subregion of Interest

For each actor’s route vi, a local subregion of interestW ′i ⊂ W is defined as the set of cells

with uncertain occupancy and lying “near” the route. Specifically, “nearness” is defined as follows.

Let Ni := {v` ∈ vi | 0 < Ω(v`) < 1} be the set of cells with uncertain occupancy in the route

vi. Consider the hypothetical “worst-case” scenario that sensors placed at each cell in vm ∈ Ni
measure zm = 1. Then consider a hypothetically update to the POM (see §4.2.2), which may be

used to recompute a route v′i. We define

W ′i := Ni ∪ {v` ∈ v′i | 0 < Ω(v`) < 1} (4.5)

as the subregion of interest to actor i.

4.2.2 Task-Driven Information Gain

In this section we define a task-driven information gain to be computed for every cell v` ∈ W ′i.

Restricting the computation of this information gain to the subregionW ′i is a crucial innovation of

this paper in enabling interactions between sensor placement and route-planning. We also briefly
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4.2. INTERACTIVE ROUTE-PLANNING AND SENSING

describe Bayesian updates of the POM using sensors measurements; the reader interested is re-

ferred to [61] for a thorough discussion on Bayesian updates of POMs.

We define the entropy of subregionW ′i by

H(W ′i) :=
∑
v`∈W ′i

−(p(v`) log p(v`) + p′(v`) log p′(v`)). (4.6)

The task-driven information gain I(v`) about the subregion W ′i at iteration t is the expected

reduction of map uncertainty inW ′i by a sensor measurement at cell v` ∈ W . To be precise:

I(v`) :=H(W ′i|X1:t−1,Z1:t−1)

−E[H(W ′i|X1:t−1,Z1:t−1, x(t), z(t))].
(4.7)

Here, H(W ′i|X1:t−1,Z1:t−1) is the entropy ofW ′i conditioned on sensor locations X1:t−1 and mea-

surements Z1:t−1 over the previous iterations 1, . . . , t−1. The termE[H(W ′i|X1:t−1,Z1:t−1, x(t), z(t))] =

E[H(W ′i|X1:t,Z1:t)] is the expected entropy conditioned on X1:t−1, Z1:t−1, and the new sensor

placement x(t) and measurement z(t). Per [63]:

E[H(W ′i|X1:t,Z1:t)] (4.8)

=
∑

z(t)p(z(t)|X1:t,Z1:t−1)H(W ′i|X1:t,Z1:t),

which is an average uncertainty of W ′i over all possible measurements. For each measurement

z(t), the belief of any v` ∈ W ′i is defined by:

bel(v`) := p(v` is occ. |X1:t−1,Z1:t−1, x(t), z(t)). (4.9)

The posterior distribution before the new measurement is

bel(v`) := p(v` is occ. |X1:t,Z1:t−1). (4.10)
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4.2. INTERACTIVE ROUTE-PLANNING AND SENSING

Therefore, a Bayesian update of the belief is:

bel(v`) = η p (z(t)|x(t)) p(v` is occ. | X1:t,Z1:t−1)

= η p (z(t)|x(t)) bel(v`). (4.11)

where η−1 := p(z(t) | X1:t,Z1:t−1) is a normalizing constant and p(z(t)|x(t)) is the sensor model

(4.3). As is common in the literature, the new measurement z(t) is assumed independent of X1:t−1

and Z1:t−1.

To compute the expected entropy ofW ′i in (4.8), we follow the procedure outlined in Fig. 4.4.

We identify a set of cellsM with uncertain occupancy and within the sensor range when a sensor

is placed at v`. The set of potential measurements that sensor can possibly return is Γ, e.g., for

M = {vk, vm},

Γ = {{zk = Occupied, zm = Occupied},

{zk = Occupied, zm = Free}, {zk = Free, zm = Occupied},

{zk = Free, zm = Free}}.

For each γ ∈ Γ, the entropy of W ′i is computed as the sum of entropy of each vertex vi ∈ W ′i,

by Eqn. (4.6). These beliefs of cells vm ∈ M are updated in Lines 4–7 of Fig. 4.4. Because the

environment is static, the predicted posterior of cell vm is equal to its belief bel(vm) computed

at the previous t − 1 (Line 5). The normalizing constant corresponding to the measurement γ is

computed by considering the two possibilities, namely, vm is free or occupied. Finally, the belief

of cell vm is updated in Line 7. The entropy ofW ′i conditioned on sensor placement at x(t) = v`

and measurement z(t) = γ at iteration t is then computed in Line 8. Summing up the expected

entropy (Line 10) over all possible measurements γ returns E[H(W ′i|X1:t,Z1:t)].

The Bayesian update described above may be familiar from the simultaneous localization and

mapping literature [61]. The proposed innovation is in the definition of task-driven information

gain. Specifically, the most “informative” cell is where the information gain is the highest. How-

ever, finding the information gain for every cell in the environment is computationally expensive.

By contrast, the task-driven information gain in (4.7) defines information in the context of the cur-
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Information Gain Computation

1: Compute H(W ′i|X1:t−1,Z1:t−1) by Eqn. (4.6)
2: M := v` ∪ {vm ∈ W ′i | (v`, vm) ∈ E, 0 < Ω(vm) < 1}
3: for γ ∈ Γ do
4: for vm ∈M do
5: bel(vm) = bel(vm)

6: η−1
m :=

∑
vm free, occ.

p(zm|v`) bel(vm)

7: bel(vm) := ηmp(zm|v`) bel(vm)
8: Compute H(W ′i|X1:t−1,Z1:t−1, v`, γ) by Eqn. (4.6)
9: η−1 =

∏
vm∈W ′i

η−1
m

10: E[H(W ′i|X1:t,Z1:t)] +=
η−1H(W ′i|X1:t−1,Z1:t−1, vi, ω)

Figure 4.4: Pseudocode for calculating I(vi) at iteration t by vehicle i

rent actor routes. Because this task-driven information gain is concerned only with the subregion

W ′i, we restrict its computation toW ′′
i defined by

W ′′

i :=W ′i ∪ {vm|(vm, v`) ∈ E for each v` ∈ W ′i}. (4.12)

The subregionW ′′
i is such that at least one cell ofW ′i is within range of a sensor placed anywhere

inW ′′
i . The size ofW ′′

i depends on region covered by the current optimal route vi, and therefore

|W ′′
i | � |W|. Furthermore, we provide a discussion of computational efficiency of proposed

technique due to decentralization of all computations (including actor and sensor route-planning)

and its scalability in Chapter 6.

4.2.3 Sensor Placement and Route-planning

After finding I(v`) for each vertex v` ∈ W
′′
i , each actor i ∈ [NA] finds a set Si of NS sensor

locations to maximize the total gained information. Given a sensing region with K cells, the cell

with minimum overall miss probability is selected repeatedly by the MINMISS strategy [78] until

NS measurement locations are determined.

Initially, let Si = ∅ and letK be the set of cells with maximum information gain. If |K| > NS,
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then the sensor locations are found using the MINMISS strategy. Briefly, MINMISS is a greedy

strategy that achieves maximum coverage of cells within range of each of the NS sensors.

If |K| 6 NS, all cells inK are selected as sensor locations. In this case the remainingNS−|K|

measurements are taken at cells with the next largest information gains.

As previously stated, we assume that the sensors do not face obstacles (e.g., aerial vehicles

flying above any terrestrial obstacles). Therefore, sensor route-planning is relatively easy. We im-

plement decentralized sensor route-planning to move the sensors to new locations selected at each

iteration of the proposed technique. This route-planning method has been described in Chapter 2

and Chapter 3, and minimizes the total distance traveled by sensors at each iteration.

4.2.4 Convergence

The convergence of the proposed iterative technique is trivially proven as follows. At each

iteration, the occupancies of cells at which sensors are placed are perfectly measured, i.e., the en-

tropy of these cells becomes zero. Therefore these cells provide zero information gain in all future

iterations. Therefore, the algorithm runs for at most |W|/NS iterations before a sensor has been

placed at every cell in some prior iteration. Then the map is perfectly known, and StopCondition

is satisfied, i.e., the iterations must stop.

4.2.5 Simple Example

To illustrate the proposed interactive planning and sensing algorithm in Fig. 4.3, we illustrate

a simple case with NA = 1 actor and NS = 2 sensors in a 5 × 5 POM as shown in Fig. 4.5. The

ground truth map is shown in Fig. 4.5(a). The initial probability of occupancy for each cell Ω(vi),

for i = 0, . . . , 24, is indicated in Fig. 4.5(a). Initially, except for the base cell v1 in red and ROI P1

in yellow, the occupancy of all other cells is unknown, i.e. Ω(vi) = 0.5. Two sensors are initially

located in the base cell and ROI P1 respectively. The penalty w̄ in the edge transition cost in (4.1)

is set to 200.

For this example, the proposed algorithm converges in four iterations shown in Fig. 4.6. At
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(a) True occupancy grid map. (b) Final optimal route and the POM.

Figure 4.5: Illustrative example with NA = 1 vehicle and NS = 2 sensors.

iteration t = 1, the optimal route for the actor vehicle to visit P1 is the yellow line in Fig. 4.6(a).

The task-driven information gain is indicated in Fig. 4.6(b), where the blue stars indicate desired

sensor locations (cells with highest task-driven information gain). The routes planned for the two

sensors to reach these locations are shown in dashed blue lines in Fig. 4.6(a). Using these mea-

surements, the occupancy probability is updated as described in §4.2.2, and the iterations repeat.

Shades of gray in the left column of Fig. 4.6 indicate occupancy probabilities (black = 1, white =

0). The optimal route and the knowledge of the occupancy grid map after convergence are shown

in Fig. 4.5(b). Note that the occupancy probabilities in areas near the optimal route are near 0

or 1, i.e., it is known with near certainty whether these cells are occupied or free. By contrast,

regions farther away (e.g., top right corner) have high entropy, i.e., there is greater uncertainty in

the knowledge of occupancies of these cells.
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(a) Knowledge of G(t = 1). (b) Information gain at t = 1.

(c) Knowledge of G(t = 2). (d) Information gain at t = 2.

(e) Knowledge of G(t = 3). (f) Information gain at t = 3.
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(g) Knowledge of G(t = 4). (h) Information gain at t = 4.

Figure 4.6: Grid map and information gain at iteration t = 1, 2, 3, 4
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Chapter 5

Bayesian Optimization for

Information Gain Computation

In this chapter, we address the computational efficiency of the interactive planning and sensing

approach discussed in Chapter 4. To identify a set of “informative” subregions for measurement at

each iteration, the proposed approach has to compute the information gain for each vertex in the

environment. As shown in Fig. 4.4, it is difficult to derive a smooth function of information gain

in terms of vertices. This prevents using first- and second-order derivative methods like gradient

descent, and Newton’s method to evaluate the maximum/minimum value of the information gain.

To reduce the computational burden of calculating the information gain, we introduce a machine-

learning-based technique: Bayesian Optimization and use it to model and find the maximum of

the objective function which is expensive to evaluate. Bayesian optimization implements Gaussian

process regression to model the objective function and uses an acquisition function to decide where

to sample the points with optimal value of objective function.

5.1 Bayesian Optimization

5.1.1 Gaussian Process Regression

Gaussian process regression is a Bayesian statistical approach which can be implemented

to model a “black-box” function. More specifically, we can use Gaussian processes to describe

a distribution over functions. A Gaussian process can be specified by its mean and covariance

function as

f(x) ∼ GP(m(x), k(x, x′)) (5.1)
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The covariance function or kernel function k(x, x′) describes the similarity between the points x

and x′. The closer the point x′ is to x in the input space, the more confidence or less uncertainty

there is for the prediction at point x′. In addition, the kernel functions are required to be positive

semi-definite. A common kernel function, which is used in this work, is power exponential or

Gaussian kernel which is defined as,

k(x, x′) = exp(−||x− x
′||2

l
) (5.2)

The parameter l refers the length-scale which informally can be thought of as the distance we have

to move in input space before the function value can change significantly or how fast the objective

function f(x) changes with x.

The unknown parameter from the kernel function, e.g., l, is also called a hyper-parameter. For

generality, we set the hyper-parameter as θ. The log marginal likelihood is defined as follows,

logp(y|X, θ) = −1

2
yTk−1y−−1

2
log|k| − n

2
log2π (5.3)

In our case, the random variables y represent the value of the function f(x). The first component in

Eqn. (5.3) indicates the data-fitting performance. The second component is the complexity penalty

and the last component is the normalization constant.

The value of hyper-parameter θ can be computed by maximizing the log marginal likelihood.

The partial derivative of the log marginal likelihood w.r.t. the hyper-parameter θ is derived as:

∂

∂θj
logp(y|X, θ) =

1

2
yk−1 ∂k

∂θj
k−1y− 1

2
tr(k−1 ∂k

∂θj
) (5.4)

By setting the Eqn. (5.4) as 0, we can determine the value of hyper-parameter θ correspondingly.

Based on the Eqn. (5.4), the computational complexity of hyper-parameter training comes from

inverting the kernel function k. Standard matrix inversion of positive semi-definite symmetric

requires time O(n3) for inversion of an n × n matrix. In our case, the size of the training data

dominants the computational complexity.

Once the hyperparameter θ is computed, the mean and covariance functions for the Gaussian
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Figure 5.1: Diagram of Gaussian Process Regression.

distribution over function f(x) can be derived as:

y∗|x∗, X, y ∼ N (k(x∗, X)k(X,X)−1y, k(x∗, x∗)− k(x∗, X)k(X,X)−1k(X, x∗)) (5.5)

or the distribution of value y∗ = f(x∗) conditioned on the given training data (X, y) can then be

evaluated via Eqn. (5.5).

The diagram of how Gaussian process regression models function f(x) with a set of training

data (X, y) and predicts the distribution for test samples x∗ is shown in Fig. 5.1. In this work, we

used the Gaussian process regression to model the function of information gain which has been

defined in Eqn. (4.7) in Chapter 4 and shown as follows,

I(v`) :=H(W ′i|X1:t−1,Z1:t−1)

−E[H(W ′i|X1:t−1,Z1:t−1, x(t), z(t))].
(5.6)

Refer to [86] for more details about modeling functions via Gaussian process regression. The

objective here is to predict the vertices with maximum information gain or,

v∗ = argmaxv∈W ′iI(v) (5.7)

5.1.2 Expected Improvement Acquisition Function

With the model computed by the Gaussian process regression discussed in §5.1.1, we address

the second important component of Bayesian optimization. The acquisition function is used to

decide the sampling points in the search space which should return the maximum value. Typically,

the acquisition function captures the trade off in the problem of exploration and exploitation. For

exploration, we sample the points with higher uncertainty or larger covariance value. For exploita-

tion, the points with maximum prediction value or higher mean value are selected. The objective
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of implementing an acquisition function is to determine a set of optimal sampling points to max-

imize the regression function. Some common acquisition functions for Bayesian optimization are

maximum probability of improvement, expected improvement, and upper confidence bound.

The general steps of the Bayesian optimization procedure are shown as follows:

• Find the sampling point xt by maximizing the acquisition function u(x|D1:t−1) over the

Gaussian process regression: xt = arg maxx u(x|D1:t−1).

• Evaluate yt from the objective function yt = f(xt).

• Add the sample point to previous samples set D1:t = {D1:t−1, (xt, yt)} and update the Gaus-

sian process model.

At each iteration t, with current sample points or training dataD1:t−1, we construct the model using

Gaussian process regression. Then evaluate the acquisition function and select next sample points

xt which return maximum value of function. Next, we add the new sample points into the training

data and update the corresponding Gaussian process model. Refer to [70] for more details about

the Bayesian optimization.

In our case, the objective function we want to model is the function of information gain and the

expected improvement is used as the acquisition function. At each iteration, we select the vertices

for evaluating the information gain as the training data randomly. Gaussian process regression is

implemented to model the information gain function based on current training data. Then a set of

vertices with maximum expected improvement are identified as the sensor positions for the next

iteration. The steps described above will be repeated to select each new set of “informative” subre-

gions for environment exploration until the interactive planning and sensing algorithm reaches the

convergence condition.

5.1.3 Proposed Algorithm with Bayesian Optimization

As discussed in Fig. 4.4, updating the information gain for each vertex vm ∈ W ′′i is com-

putational expensive, especially when the environment is large. Recall the set W ′′i computed in
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Bayesian Optimization for Information Gain

1: Select random training data [(x(vi), I(vi))].
2: Generate posterior probability distribution over function of information gain.
3: while |Si| < NS do
4: v∗i = argmaxvi∈W ′′i \Si

EI(vi).
5: Add v∗i into Si

Figure 5.2: Pseudo code for computing information gain and sensor placement via Bayesian optimization

Eqn. (4.12) which refers to the set of vertices with non zero information gain. To select the sensors

locations more efficiently at each iteration, we implement Bayesian optimization. As discussed

in §5.1.1 and §5.1.2, without evaluating the information gain for all potential sensors locations,

Bayesian optimization is able to identify a set of “informative” subregions with maximum infor-

mation gain more efficiently. The pseudo code of combining the interactive planning and sensing

algorithm with Bayesian optimization is shown in Fig. 5.2.

As shown in the algorithm, two phases are involved in the optimization: constructing the

Bayesian model for information gain and using an acquisition function to determine the opti-

mal sensors locations. In the model estimation phase, Gaussian process regression takes inputs

[(x(vi), I(vi))] as the training data to model the function of information gain. Here x(vi) =

(H(vi),
∑

(vi,vj)∈E H(vj)) is a set of entropy values related to the vertex vi, and I(vi) is the ac-

tual information gain. Refer to [70] for more details on Gaussian process regression. At each

iteration, a certain number of vertices are selected randomly as the training data to get the posterior

distribution over the information gain function.

The expected improvement acquisition function is then implemented in the second phase and

used to select the optimal sensor locations with maximum expected improvement of information

gain. With the Bayesian model developed in the first phase, the expected improvement of vertex vi

is defined as:

EI(vi) = E[max{I(vi)− I∗, 0}] (5.8)

where I(vi) is the information gain of vertex vi evaluated by the Bayesian model and I∗ is the

current maximum information gain. As shown in [70], the expected improvement of vertex vi can
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be computed as:

EI(vi) =

Z(vi)Φ(Z(vi)
σ(vi)

) + σ(vi)φ(Z(vi)
σ(vi)

), σ(vi) > 0

0, σ(vi) = 0

(5.9)

where Z(vi) = µ(vi)− I∗− ζ and µ(vi), σ(vi) are the mean and standard deviation of the informa-

tion gain for vertex vi. The parameter ζ is the trade-off between the exploration and exploitation

during the optimization. With larger ζ , the importance of the estimation from the Bayesian model

for the expected improvement gets smaller or the uncertainty of the information gain for the vertex

vi will become the dominant component for the expected improvement. Φ and φ are the CDF

and PDF of the standard normal distribution, respectively. The vertex v∗i with maximum expected

improvement will be selected repeatedly until enough number of sensor locations for next iteration

are identified.

By replacing Lines 4–5 in Fig. 4.3 by the Bayesian optimization shown in Fig. 5.2, a set of

“informative” regions can be identified without computing the information gain for each potential

sensor location which increases the computational efficiency substantially. A comparison of the

computational burden between the proposed technique with and without Bayesian optimization is

provided in Chapter 6.
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Chapter 6

Numerical Simulations and Results

6.1 Route-planning In Known Environments:

Results and Discussion

In this section, we present results of numerical simulations to illustrate the proposed decen-

tralized route-planning algorithm discussed in Chapter 2 and Chapter 3 in known environments.

Without loss of generality, both independent and collaborative tasks are included in the given global

LTL specification. An analysis of the algorithm’s performance characteristics, and a comparison

to a consensus-based grouping approach is provided.

6.1.1 Illustrative Example

Example 1. Consider an instance of Problem 1 as shown in Fig. 6.1 with global specification

φ := φS ∧ φL, φS := 2(λ1 ∧ ¬λ2), and

φL := 3λ3 ∧3λ4 ∧3λ5 ∧3λ6 ∧3(λ7 ∧3λ8) ∧3λ9. (6.1)

Here NA = 4, and the global specification (6.1) refers to a global task involving coverage, se-

quencing, and obstacle avoidance. ROIs λ3, . . . , λ9 are indicated by yellow cells in Fig. 6.1(b),

and the vehicles’ initial locations are indicated by red cells. ROIs λ2 (obstacles) are indicated in

gray. Finally, λ1 is associated with the entire workspace, i.e., all cells. Informally, the vehicles are

to visit all of the yellow-colored ROIs are to be visited at least once while avoiding obstacles. The

ROIs λ4 and λ6 are to be collaboratively (simultaneously) visited by 2 and 3 vehicles, respectively.

The ROI λ8 is to be visited after visiting ROI λ7. The liveness specification is in a conjuctive
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(a) Workspace and ROIs. (b) Uniform cell decomposition.

Figure 6.1: An instance of Problem 1 (details in Example 1).

form φL =
∧NT

j=1 with NT = 6, NTC = 2, φ1 := 3λ4, φ2 := 3λ6, φ3 := 3λ3, φ4 := 3λ5,

φ5 := 3(λ7 ∧ 3λ8), and φ6 := 3λ9. The workspace is decomposed into uniform square cells in

a 15 × 15 grid as shown in Fig. 6.1(b). First, we ignore vehicles’ kinematic constraints, i.e., set

H = 0. The positive constants for computing the reward of independent and dependent tasks were

defined as r̄j = 100 for each j ∈ [NT]. The agent communication topology is shown in Table 6.1,

and the UCPM is considered.

Agent 1 Agent 2 Agent 3 Agent 4

Neighboring agents {1} {1, 3} {2, 4} {3}

Table 6.1: Agent communication topology in Example 1.

First, the CBBA is executed, resulting in the following task paths,

p1 = (6, 3), p2 = (5), p3 = (4), p4 = null,

which is equivalent to the following independent local specifications, per (2.8):

ψ1 := 3(λ9 ∧3λ3), ψ2 := 3(λ7 ∧3λ8), ψ3 := 3λ5, ψ4 := null.
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This assignment is achieved over three bundle construction and consensus iterations. The rewards

maintained by each agent for each task, the assignment of tasks, and the task paths are indicated in

Tables 6.2–6.4.

In the first bundle construction phase at t = 1, each agent i places bids for all independent

tasks and calculates an optimal task path (i.e., sequence of visits to ROIs). As shown in Table 6.2,

agent 2 is outbid by agent 1 for tasks 3, 5, and 6 and outbid by agent 3 for task 4. Agent 4 is outbid

by agent 3 for all tasks. In the consensus phase at t = 1, the reward information is exchanged

among neighboring agents, and each agent accordingly updates its knowledge of task assignments.

After two further iterations the CBBA converges to the aforesaid local specifications ψ1, . . . , ψ4.

Table 6.2: CBBA phases in Example 1: iteration t = 1

Agent 1 Agent 2 Agent 3 Agent 4
φ3 φ4 φ5 φ6 φ3 φ4 φ5 φ6 φ3 φ4 φ5 φ6 φ3 φ4 φ5 φ6

Bundle const.
phase

Reward 82 64 44 93 68 50 30 79 76 94 42 65 62 80 28 51
Assignment 1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4

Path pi (6, 3, 5, 4) (6, 3, 5, 4) (4, 3, 6, 5) (4, 3, 6, 5)

Consensus
phase

Reward a 82 64 44 93 82 94 44 93 76 94 42 79 76 94 42 65
Assignment 1 1 1 1 1 3 1 1 3 3 3 2 3 3 3 3

Path pi (6, 3, 5, 4) null (4, 3) null

Table 6.3: CBBA phases in Example 1: iteration t = 2

Agent 1 Agent 2 Agent 3 Agent 4
φ3 φ4 φ5 φ6 φ3 φ4 φ5 φ6 φ3 φ4 φ5 φ6 φ3 φ4 φ5 φ6

Bundle const.
phase

Reward 82 64 44 93 82 94 68 93 76 94 56 79 76 94 54 77
Assignment 1 1 1 1 1 3 2 1 3 3 3 2 3 3 4 4

Path pi (6, 3, 5, 4) (5) (4, 3, 5) (6, 5)

Consensus
phase

Reward 82 94 68 93 82 94 68 93 82 94 68 93 76 94 56 79
Assignment 1 3 2 1 1 3 2 1 1 3 2 1 3 3 3 2

Path pi (6, 3) (5) (4) null

Table 6.4: CBBA phases in Example 1: iteration t = 3

Agent 1 Agent 2 Agent 3 Agent 4
φ3 φ4 φ5 φ6 φ3 φ4 φ5 φ6 φ3 φ4 φ5 φ6 φ3 φ4 φ5 φ6

Bundle const.
phase

Reward 82 94 68 93 82 94 68 93 82 94 68 93 76 94 56 79
Assignment 1 3 2 1 1 3 2 1 1 3 2 1 3 3 3 2

Path pi (6, 3) (5) (4) null

Consensus
phase

Reward 82 94 68 93 82 94 68 93 82 94 68 93 82 94 68 93
Assignment 1 3 2 1 1 3 2 1 1 3 2 1 1 3 2 1

Path pi (6, 3) (5) (4) null
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Table 6.5: Synchronization phases in Example 1: iteration t = 1

Agent 1 Agent 2 Agent 3 Agent 4

Bundle const.
phase

Fi

[
75 0 0 0
83 0 0 0

] [
0 87 0 0
0 79 0 0

] [
0 0 75 0
0 0 83 0

] [
0 0 0 79
0 0 0 87

]

Gi
[
1 0 0 0
1 0 0 0

] [
0 1 0 0
0 1 0 0

] [
0 0 1 0
0 0 1 0

] [
0 0 0 1
0 0 0 1

]
Path pi (6, 2, 1, 3) (1, 2, 5) (4, 2, 1) (2, 1)

Consensus
phase

Fi

[
75 87 0 0
83 79 0 0

] [
75 87 75 0
83 79 83 0

] [
0 87 75 79
0 79 83 87

] [
0 0 75 79
0 0 83 87

]

Gi
[
1 1 0 0
1 1 0 0

] [
1 0 1 0
1 1 1 0

] [
0 0 1 1
0 1 1 1

] [
0 0 1 1
0 0 1 1

]
Path pi (6, 2, 1, 3) (2, 5) (4, 2, 1) (2, 1)

Next, the proposed algorithm for assigning collaborative tasks 1 and 2 (§3.2.2) is executed.

Tasks 1 and 2 require M1 = 2 and M2 = 3 vehicles, respectively. The iterative updates of the

reward and assignment matrices Fi and Gi maintained by each agent are indicated in Tables 6.5–

6.7.

In the first bundle construction iteration (Table 6.5), each agent i assigns both collaborative

tasks to itself. Note that the paths pi maintained by each agent include the previously assigned

independent tasks. Each agent selects for each of the collaborative tasks Mj agents to minimize

the waiting time (Line 4 of Figure 3.2) based on its current reward matrix. For example, agent 2

removes itself from task 1 because agents 1 and 3 can complete this task without any waiting. After

two further iterations of bundle construction and consensus, the proposed algorithm converges and

results in the following task paths

p1 = (6, 2, 1, 3), p2 = (2, 5), p3 = (4, 2, 1), p4 = null,

which is equivalent to the following local specifications per (2.8)

ψ1 := 3(λ9 ∧3(λ6 ∧3(λ4 ∧3λ3))), ψ2 := 3(λ6 ∧3(λ7 ∧3λ8)),

ψ3 := 3(λ5 ∧3(λ6 ∧3λ4)), ψ4 := null.
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Table 6.6: Synchronization phases in Example 1: iteration t = 2

Agent 1 Agent 2 Agent 3 Agent 4

Bundle const.
phase

Fi

[
75 87 0 0
83 79 0 0

] [
75 87 75 0
83 81 83 0

] [
0 87 75 79
0 79 83 87

] [
0 0 75 79
0 0 83 87

]

Gi
[
1 1 0 0
1 1 0 0

] [
1 0 1 0
1 1 1 0

] [
0 0 1 1
0 1 1 1

] [
0 0 1 1
0 0 1 1

]
Path pi (6, 2, 1, 3) (1, 2, 5) (4, 2, 1) (2, 1)

Consensus
phase

Fi

[
75 87 75 0
83 81 83 0

] [
75 87 75 79
83 81 83 87

] [
75 87 75 79
83 81 83 87

] [
0 87 75 79
0 79 83 87

]

Gi
[
1 0 1 0
1 1 1 0

] [
1 0 1 0
1 1 1 0

] [
1 0 1 0
1 1 1 0

] [
0 0 1 1
0 1 1 1

]
Path pi (6, 2, 1, 3) (2, 5) (4, 2, 1) (2, 1)

Table 6.7: Synchronization phases in Example 1: iteration t = 3

Agent 1 Agent 2 Agent 3 Agent 4

Bundle const.
phase

Fi

[
75 87 75 0
83 81 83 0

] [
75 87 75 79
83 81 83 87

] [
75 87 75 79
83 81 83 87

] [
0 87 75 79
0 79 83 87

]

Gi
[
1 0 1 0
1 1 1 0

] [
1 0 1 0
1 1 1 0

] [
1 0 1 0
1 1 1 0

] [
0 0 1 1
0 1 1 1

]
Path pi (6, 2, 1, 3) (1, 2, 5) (4, 2, 1) (2, 1)

Consensus
phase

Fi

[
75 87 75 79
83 81 83 87

] [
75 87 75 79
83 81 83 87

] [
75 87 75 79
83 81 83 87

] [
75 87 75 79
83 81 83 87

]

Gi
[
1 0 1 0
1 1 1 0

] [
1 0 1 0
1 1 1 0

] [
1 0 1 0
1 1 1 0

] [
1 0 1 0
1 1 1 0

]
Path pi (6, 2, 1, 3) (2, 5) (4, 2, 1) null

Fig. 6.2(a) illustrates the task assignment and the corresponding route for each vehicle. Ve-

hicle 1 starts at the blue-colored ROI and then moves to ROIs λ9, λ6, λ4 and λ3 sequentially.

Vehicle 2 starts at the magenta-colored ROI and then moves to ROIs λ6, λ7 and λ8 sequentially.

Vehicle 3 starts at the red-colored ROI and then moves to ROIs λ5, λ6 and λ4 sequentially. Finally,

vehicle 4 remains at the maroon-colored ROI because it has no task assigned. The sum of the

lengths of the routes taken by the vehicles is 97 units, whereas the total waiting time is 4 units. To

complete task 1 (with M1 = 2) vehicles 1 and 3 arrive at ROI λ4 simultaneously and for task 2

(with M2 = 3) vehicles 1 and 3 arrive at ROI λ6 and wait for 2 time units until vehicle 2 arrives.

By way of comparison, task assignment and route-planning by implementing the E-CBGA
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(a) Task assignment by proposed technique. (b) Task assignment by E-CBGA.

Figure 6.2: Routes of all vehicles in Example 1: routes of vehicles 1–4 indicated in blue, magenta, red, and
maroon, respectively.

approach (§3.2.1) results in the following local specifications

ψ1 = 3(λ9 ∧3(λ4 ∧3λ3)) ψ2 = 3(λ4 ∧3λ6),

ψ3 = 3(λ5 ∧3(λ6 ∧3(λ7 ∧3λ8)) ψ4 = 3λ6

The route traveled by each vehicle is shown in Fig. 6.2(b). In this case, the sum of lengths of

all the vehicles’ routes is 94 units. However, the waiting time for vehicles 2, 3, and 4 is 2, 6, and

10 time units respectively, i.e. a total of 18 time units compared to 4 time units due to the proposed

algorithm.

Example 2. We consider Example 1 again, but each vehicle is now modeled by the KCPM. The

minimum radius of turn is set to 3 units, where one unit is the side of a square cell. The lifted graph

algorithm is applied with H = 4 to calculate the rewards for each agent, and to compute routes

satisfying each agents’ local specifications. The resultant local specifications for each agent are:

ψ1 := 3(λ9 ∧3(λ6 ∧3λ3)) ψ2 := 3(λ7 ∧3λ8),

ψ3 := 3(λ6 ∧3(λ4 ∧3λ5)) ψ4 := 3(λ6 ∧3λ4).
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(a) Task assignment by proposed technique. (b) Task assignment by E-CBGA.

Figure 6.3: Routes of all vehicles in Example 2: routes of vehicles 1–4 indicated in blue, magenta, red, and
maroon, respectively.

The routes of the vehicles to satisfy these local specifications are shown in Fig. 6.3(a). First,

in comparison with Example 1, notice in Fig. 6.2(a) that the routes of all vehicles involve several

sharp turns, which cannot be executed by a vehicle with minimum turn radius of 3 units. By

contrast, in Fig. 6.3 such sharp turns are absent. Each route indicated in Fig. 6.3 is guaranteed to

contain a continuously differentiable curve with minimum turn radius of 3 units.

In comparison, the vehicles routes associated with the task assignments by the E-CBGA ap-

proach are shown in Fig. 6.3(b). In this example, the sum of lengths of vehicle routes resulting

from the proposed algorithm is 147 units, whereas that resulting from E-CBGA is 125 units. How-

ever, the total waiting duration resulting from the proposed algorithm is 10 time units, whereas that

resulting from E-CBGA is 24 time units. As in Example 1, whereas the proposed algorithm results

in longer paths, the total waiting duration is significantly lower.

Example 3. Consider Example 1 yet again for the KCPM, but with different minimum turn radii

for each vehicle. Namely, these turn radii are 4, 3, 3, and 2 units, respectively. By the proposed

method, the local specifications for each agent are:

ψ1 := 3(λ9 ∧3(λ4 ∧3λ6)) ψ2 := 3(λ4 ∧3(λ6 ∧3λ3)),

ψ3 := 3λ5 ψ4 := 3(λ6 ∧3(λ7 ∧3λ8)).
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The routes of the vehicles to satisfy these local specifications are shown in Fig. 6.4(a). First,

note that these local specifications and routes are different compared to those in Example 2, al-

though the global specification is the same. For example, the route planned for vehicle 1 (blue) is

significantly different because of the larger minimum turn radius in this example. In comparison,

the vehicles routes associated with the task assignments by the E-CBGA approach are shown in

Fig. 6.4(b). The sum of lengths of vehicle routes resulting from the proposed algorithm is 107

units, whereas that resulting from E-CBGA is 117 units. The total waiting duration resulting from

the proposed algorithm is 12 time units, whereas that resulting from E-CBGA is 22 time units.

Example 4. The specification φ = φS∧φL in this example involves the operator implies denoted

→, which enables vehicular motion conditioned on the environment. The safety and liveness spec-

ifications are φS = 2(λ1 ∧ ¬λ2), and φL = (∧9
m=33λm ∧ ((Found T)m → 3λ13)) ∧ (∧12

n=10λn ∧

((Found T)m → 3λ13)), where the proposition (Found T)m is true whenever a target of inter-

est is present in the ROI λm. These ROIs are indicated in Fig. 6.5. Informally, this specification

requires the vehicles to visit ROIs λ3, . . . , λ12 to search for a target. If this target is found, then

the vehicles are to report the finding at ROI λ13. The ROIs λ10, λ11, and λ12 are to be searched

collaboratively by two vehicles simultaneously, i.e., M10 = M11 = M12 = 2. Here NA = 6 for

the UCPM, and the agent communication network is shown below. This example mirrors vari-

ous real-world applications such as search-and-rescue, target detection, and warehouse inventory

management.

i = 1 2 3 4 5 6

Ni {3, 4} {3, 6} {1, 2, 6} {1, 5} {4, 6} {2, 3, 5}

The sensory mechanism of detecting the target is not of interest in this work. We assume that

this target is present in ROIs λ6, . . . , λ9, λ11, and λ12. Vehicles detect the target whenever they visit

these ROIs.

The proposed algorithm results in the local specifications

ψ1 := 3(λ5 ∧ µ5 ∧3(λ8 ∧ µ8 ∧3(λ11 ∧ µ11))),

ψ2 := 3(λ10 ∧ µ10 ∧3(λ3 ∧ µ3)), ψ4 := 3(λ12 ∧ µ12),
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(a) Proposed method. (b) E-CBGA.

Figure 6.4: Routes of all vehicles in Example 3: routes of vehicles 1–4 indicated in blue, magenta, red, and
maroon, respectively.

ψ3 := 3(λ4 ∧ µ4 ∧3(λ6 ∧ µ6 ∧3(λ7 ∧ µ7 ∧3(λ9 ∧ µ9)))),

ψ5 := 3(λ12 ∧ µ12 ∧3(λ11 ∧ µ11)), ψ6 := 3(λ10 ∧ µ10),

where µm := (Found T)m → 3λ13. The vehicle routes resulting from the proposed algorithm are

indicated in Fig. 6.5.

In this example, the sum of lengths of vehicle routes resulting from the proposed algorithm

is 241 units, whereas that resulting from the E-CBGA approach is 181 units. However, the total

waiting duration resulting from the proposed algorithm is 14 time units, whereas that resulting

from the E-CBGA approach is 42 time units.

Example 5. In this example we consider NA = 8 and NR = 15 for the UCPM. The fixed commu-

nication topology among vehicles is described in Table 6.8. The global specification is φ = φS∧φL

with φS as in Example 4 and φL := (∧7
m=3λm) ∧ (3λ8 ∧ ((Found T)8 → 3λ15)) ∧ (∧11

n=9λn) ∧

(∧14
k=12(3λk ∧ ((Found T)k → 3λ15))) with M9 = 2 and Mi = 3 for i = 10, . . . , 14.

Informally, ROIs λ3, . . . , λ7 are to be visited by one vehicle, λ9 by two vehicles simultane-

ously, and ROIs λ10, λ11 by three vehicles simultaneously. ROI λ8 (resp. ROIs λ12, λ13, λ14) are
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Figure 6.5: Routes of all vehicles in Example 4: routes of vehicles 1–6 indicated in blue, magenta, red,
maroon, yellow, and green respectively.

Agent 1 Agent 2 Agent 3 Agent 4 Agent 5 Agent 6 Agent 7 Agent 8

Neighboring agents {3, 4, 7} {4, 5, 8} {1, 5, 6} {1, 2, 8} {2, 3, 7} {3, 7, 8} {1, 5, 6} {2, 4, 6}

Table 6.8: Agent communication topology in Example 5.

to be visited by one vehicle (resp. three vehicles simultaneously), and if an object of interest is

present in any of these ROIs, then λ15 is to be visited for reporting its detection. As before, the

sensory mechanism of detecting the object is not of interest in this work. We assume that this

object is present in ROIs λ8 and λ12.

The local liveness specifications resulting from the proposed algorithm are as follows:

ψ1 := 3(µ14 ∧3µ12),

ψ2 := 3(λ7 ∧3(λ10 ∧3µ13)),

ψ3 := 3(λ4 ∧3(λ11 ∧3λ9))
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ψ4 := 3(λ11 ∧3λ9),

ψ5 := 3(λ3 ∧3(µ14 ∧3(µ12 ∧3µ13))),

ψ6 := 3(λ6 ∧3λ10),

ψ7 := 3(µ8 ∧3(µ14 ∧3µ13)),

ψ8 := 3(λ5 ∧3(λ10 ∧3(λ11 ∧3µ12))).

where µm := (Found T)m → 3λ15. The routes followed by each of the vehicles are shown

in Fig. 6.6. The initial base locations for vehicles 1–8 are indicated by cells colored dark-blue,

magenta, red, maroon, yellow, dark-green, light-green, and light-blue, respectively.

In this example, the sum of lengths of vehicle routes resulting from the proposed algorithm

is 384 units and the total waiting time is 58 time units. However, the E-CBGA approach failed

to reach a feasible solution. Specifically, by the E-CBGA result, ROI λ10 and λ11 are assigned to

vehicle 1, 6 and 7 collaboratively. Vehicle 1 and 6 are assigned to ROI λ10 first, then λ11. However,

vehicle 7 is assigned to visit these two ROIs in the opposite order (i.e., λ11 first, then λ10) which

leads to infinite waiting time for these three vehicles. This situation occurs because λ10 and λ11

are to be visited by three vehicles simultaneously, but the E-CBGA approach has no temporal

considerations in its task assignment.

Example 6. The specification φ = φS ∧ φL in this example involves visits to several ROIs in

specified ordered sequences. Here φS is same as in Example 4 and φL := ∧13
j=1φj, where φj

are detailed in Table 6.10. Informally, the specification φ2 for example requires two vehicles to

simultaneously visit ROI λ4 first and ROI λ21 next, in that order. This example mirrors a mobility-

on-demand application, where multiple transport vehicles visit pickup and dropoff locations in

sequence (i.e., pickup first, dropoff next). Such applications are widely important for, say, school

buses or autonomous taxi/ride-share vehicles. We consider NA = 10 with a fixed communication

topology shown in Table 6.9.

The local liveness specifications resulting from the proposed algorithm are as follows:

ψ1 := 3(λ10 ∧ (λ10 → 3λ16)),

ψ2 := 3(λ6 ∧ (λ6 → 3λ19) ∧3(λ4 ∧ (λ4 → 3λ21))),
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(a) Task assignment by proposed technique.

Figure 6.6: Routes of all vehicles in Example 5: routes of vehicles 1–8 indicated in dark-blue, magenta, red,
maroon, yellow, dark-green, light-green, and light-blue respectively.

ψ3 := 3(λ3 ∧ (λ3 → 3λ20)),

ψ4 := 3(λ8 ∧ (λ8 → 3λ20) ∧3(λ6 ∧ (λ6 → 3λ19) ∧3(λ12 ∧ (λ12 → 3λ18)))),

ψ5 := 3(λ9 ∧ (λ9 → 3λ18) ∧3(λ13 ∧ (λ13 → 3λ16))),

ψ6 := 3(λ14 ∧ (λ14 → 3λ17) ∧3(λ10 ∧ (λ10 → 3λ16) ∧3(λ12 ∧ (λ12 → 3λ18)))),

ψ7 := 3(λ11 ∧ (λ11 → 3λ17) ∧3(λ13 ∧ (λ13 → 3λ16))),

ψ8 := 3(λ5 ∧ (λ5 → 3λ20) ∧3(λ7 ∧ (λ7 → 3λ21))),

ψ9 := 3(λ4 ∧ (λ4 → 3λ21) ∧3(λ5 ∧ (λ5 → 3λ20) ∧3(λ7 ∧ (λ7 → 3λ21)))),

ψ10 := 3(λ15 ∧ (λ15 → 3λ16) ∧3(λ14 ∧ (λ14 → 3λ17))).

The vehicle routes resulting from the proposed algorithm are indicated in Fig. 6.7(a), whereas

those resulting from the state-of-the-art approach are indicated in Fig. 6.7(b). In this example, the
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(a) Task assignment by proposed technique. (b) Task assignment by E-CBGA.

Figure 6.7: Routes of all vehicles in Example 3: routes of vehicles 1–10 indicated in dark-blue, magenta,
red, maroon, yellow, dark-green, light-green, light-blue, cyan, and olive respectively.

Table 6.9: Agent communication topology in Example 6.

Agent 1 Agent 2 Agent 3 Agent 4 Agent 5

Neighboring agents {2, 3, 5, 6, 10} {1, 4, 6, 7, 8} {1, 5, 7, 9, 10} {2, 5, 7, 8} {1, 3, 4, 8, 9}

Agent 6 Agent 7 Agent 8 Agent 9 Agent 10

Neighboring agents {1, 2, 8, 9, 10} {2, 3, 4, 9, 10} {2, 4, 5, 6, 10} {3, 5, 6, 7, 10} {1, 3, 6, 7, 8, 9}

sum of lengths of vehicle routes resulting from the proposed algorithm is 870 units, whereas that

resulting from the E-CBGA approach is 773 units. However, the total waiting time resulting from

the proposed algorithm is 5 time units, whereas that resulting from the E-CBGA approach is 216

time units. As in Examples 1–4, whereas the proposed algorithm results in longer paths, the total

waiting time is significantly lower compared to the E-CBGA approach.

6.1.2 Discussion

The primary advantage of the proposed algorithm over the E-CBGA/EH-CBGA approach is

that the total waiting duration of the team of agents is significantly reduced. More importantly,

in certain cases such as Example 5, the E-CBGA may not even produce a feasible solution as
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φj Informal description Number of vehicles Mj

φ1 :=3(λ3 ∧ (λ3 → 3λ20)) Pick-up at λ3 and drop-off at λ20 1
φ2 :=3(λ4 ∧ (λ4 → 3λ21)) Pick-up at λ4 and drop-off at λ21 2
φ3 :=3(λ5 ∧ (λ5 → 3λ20)) Pick-up at λ5 and drop-off at λ20 2
φ4 :=3(λ6 ∧ (λ6 → 3λ19)) Pick-up at λ6 and drop-off at λ19 2
φ5 :=3(λ7 ∧ (λ7 → 3λ21)) Pick-up at λ7 and drop-off at λ21 2
φ6 :=3(λ8 ∧ (λ8 → 3λ20)) Pick-up at λ8 and drop-off at λ20 1
φ7 :=3(λ9 ∧ (λ9 → 3λ18)) Pick-up at λ9 and drop-off at λ18 1
φ8 :=3(λ10 ∧ (λ10 → 3λ16)) Pick-up at λ10 and drop-off at λ16 2
φ9 :=3(λ11 ∧ (λ11 → 3λ17)) Pick-up at λ11 and drop-off at λ17 1
φ10 :=3(λ12 ∧ (λ12 → 3λ18)) Pick-up at λ12 and drop-off at λ18 2
φ11 :=3(λ13 ∧ (λ13 → 3λ16)) Pick-up at λ13 and drop-off at λ16 2
φ12 :=3(λ14 ∧ (λ14 → 3λ17)) Pick-up at λ14 and drop-off at λ17 2
φ13 :=3(λ15 ∧ (λ15 → 3λ16)) Pick-up at λ15 and drop-off at λ16 1

Table 6.10: Liveness specifications in Example 6.

Ex. 1 Ex. 2 Ex. 3 Ex. 4 Ex. 5 Ex. 6

Reduction in total waiting duration 77.78% 58.33% 45.45% 66.67% N/A 97.68%

Increase in total route length 3.191% 17.60% -5.98% 33.15% N/A 12.55%

Number of iterations required 6 13 13 11 14 16

Table 6.11: Path lengths and waiting durations due to the proposed algorithm, as compared to E/EH-CBGA.

it does not consider temporal synchronization. Table 6.11 summarizes the reductions in waiting

durations for each of the examples. Note that large reductions in waiting durations are achieved at

the expense of increases in total route lengths.

As stated in Prop. 2, the proposed algorithm terminates in at most 1
2
(NTC +1)NTCδ iterations.

It is known [85] that the CBBA, which we use to assign independent tasks, terminates in at most

NTIδ iterations. Therefore, at most (NTI + 1
2
(NTC +1)NTC)δ iterations are required overall to find

local LTL specifications for each vehicle in the team. Table 6.11 shows the numbers of iterations

required for termination in each of Examples 1–6.
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Agent 1 Agent 2 Agent 3

Neighboring agents {2} {1, 3} {2}

Table 6.12: Agent communication topology for decentralized implementation on SBCs.

6.1.3 Hardware Implementation

A decentralized implementation of the proposed algorithm was carried out on a network of

three Raspberry Pi B+ single-board computers (SBC). Each SBC implemented one agent. Com-

munication among agents was enabled using a local area network (LAN). Each agent implemented

the Lightweight and Communications and Marshalling (LCM) library [87] to pass messages using

the unidirectional protocol (UDP). Whereas all agents communicated over the same physical LAN,

inter-agent communications were restricted to emulate the fixed communication topology shown

in Table 6.12.

In this implementation, a uniform 12 × 12 workspace cell decomposition was assumed, as

shown in Fig. 6.8. The specified initial locations of vehicles are indicated by red-colored base

locations. The specification is φ = φS ∧ φL, where

φS := 2(λ0 ∧ ¬λ1) ∧ (32λ2), φL := 3λ3 ∧3λ4 ∧3λ5 ∧3λ6. (6.2)

Informally, this specification requires the vehicles to visit ROIs λ3, . . . , λ6 and then return to the

base λ2. ROI λ6 is required to be visited by two vehicles simultaneously, i.e., NT = 4, NTI = 3

and NTC = 1.

The proposed algorithm was successfully executed in this setup, and the following local live-

ness specifications were computed:

ψ1 = 3λ3, ψ2 = 3(λ5 ∧3λ6), ψ3 = 3(λ4 ∧3λ6).

These specifications were computed after four iterations of bundle construction and consensus of

the proposed algorithm. The sum of the lengths of routes to be followed by the vehicles was 71
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Figure 6.8: Workspace and cell decomposition considered for the implementation in §6.1.3.

units and the total waiting time required was 1 time unit (for agent 3). A video demonstrating the

progress of this decentralized implementation is available at https://youtu.be/LKOVzu36PwI.

Whereas mobile robot hardware was not included in this implementation, the Raspberry Pi B+

SBC is readily compatible with several mobile robot platforms [88].

A decentralized route-planning algorithm was proposed to enable a networked team of mo-

bile vehicles satisfy LTL specifications. Whereas the existing literature provides either centralized

algorithms or otherwise assumes individual vehicle specifications a priori, the proposed algorithm

includes the decomposition of the global LTL specification into local specifications for each vehi-

cle. Minimum turn radius constraints on the vehicles’ motion, which are ignored in the existing

literature, are addressed in the proposed approach by the lifted graph algorithm. Specifically, H-

costs defined on the lifted graphs are used to define rewards for agents during decentralized task

assignment. The proposed algorithm achieves task assignments that result in significantly reduced

waiting durations for the team, as compared to assignments made by a comparable algorithm (E-

CBGA) based on an extension of the existing literature.
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6.2 Interactive Planning and Sensing: Results and Discussion

In this section, we present results of numerical simulations to illustrate the interactive plan-

ning and sensing algorithm to explore the unknown environment and determine the optimal routes

for multi-vehicle system to satisfy the given global LTL specification. A study of convergence

rate, required sensory resources and other performance characteristics are provided. Meanwhile,

a comparison of the performance against a typical information-driven approach from the literature

is also given. A video demonstrating the unknown environment exploration by sensors which is

discussed in Example 8 is available at: https://youtu.be/iId4MHs7Qso.

6.2.1 Illustrative Example

Example 7. Consider a team of six robotic vehicles: three terrestrial vehicles as actors (V1∼V3)

and three aerial vehicles as sensors (S1∼S3) as illustrated in Fig. 6.9, with their initial locations

indicated in red. The LTL specification is φ = φS ∧ φL, where φS = 2(P1 ∧ ¬P2), and φL =

∧i=8
i=33Pi.

Here P1 refers to the entire environment, while P2 refers to obstacles. The regions of interest

(ROI) P3, . . . , P8 are indicated in yellow. Informally, the specification φ requires actor vehicles to

visit each of the ROIs P3, . . . , P8 at least once each, and to avoid obstacles P2. The order of visits

these ROIs is not specified, and it is not specified which actor should visit which ROI. The location

of obstacles is not known a priori to the actors. Fig. 6.9(b) shows the ground truth environment

map with obstacles P2 indicated in black.

In this example, NA = 3 actor vehicles and NS = 3 sensors are employed in a 20× 20 POM

(Fig. 6.9). 6 ROIs are required to be visited at least once by the actors. Initially, the occupancy

of all cells is unknown with Ω(vi) = 0.5, except for the ROIs and initial cells of the actors and

sensors.

In this example, the proposed interactive planning and sensing algorithm converges in 25

iterations. The POM and information gain of each vertex vi ∈ V at iterations t = 1, 10, 20, 25

are shown in Fig. 6.10. Images in the left column indicate the POM at these iterations, along
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(a) Initial POM with p(vi) = 0.5 for all cells vi. (b) True grid map.

Figure 6.9: Occupancy grid map in Example 7.

with optimal actor and sensor routes (replanned for that particular iteration) in yellow and blue,

respectively. Images in the right column indicate the task-driven information gain, with sensor

placements (blue asterisks) at cells with the highest information gain. The final task assignment

and the optimal route for each actor vehicle is shown in Fig. 6.13(a). The iterative change in

entropy of the optimal route for each actor i ∈ [NA] is shown in Fig. 6.11.

To appreciate the benefits provided by the proposed technique, consider a traditional alterna-

tive: first, information gain is computed without reference to the actors’ routes, i.e., Eqn. (4.7) is

evaluated for each cell in the entire map (recall that the proposed algorithm evaluates Eqn. (4.7)

only for the subregion W ′′
i ). Next, sensors are placed at the cells with the highest information

gain, and finally, a Bayesian update is applied. For a fair comparison, we iterate this alternative

technique until the actors’ routes satisfy the same entropy condition, namely Eqn. (4.4), as in the

proposed technique. This condition ensures that the actor routes resulting from either the proposed

or the alternative techniques satisfy the same confidence threshold. By the alternative approach,

50 iterations are required before this condition is satisfied.

The POM and information gain by this approach for some of these iterations in the alternative

approach are shown in Fig. 6.12. In the absence of a specific subregionW ′′
i (§4.2.1) about which

70



6.2. INTERACTIVE PLANNING AND SENSING: RESULTS AND DISCUSSION

information is desired, the information gains (right column of images) are large for most of the

cells in the map. Compare these images against those in Fig. 6.10.

(a) Knowledge of G(t = 1). (b) Information gain at t = 1.

(c) Knowledge of G(t = 10). (d) Information gain at t = 10.

(e) Knowledge of G(t = 20). (f) Information gain at t = 20.
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(g) Knowledge of G(t = 25). (h) Information gain at t = 25.

Figure 6.10: POM and task-driven information gain at iterations t= 1, 10, 20, 25 of the proposed algorithm.

Figure 6.11: Iterative entropy changes in optimal actor routes.

Compare also the POM shown in Fig. 6.13(a) to that in Fig. 6.13(b), and the different resulting

optimal routes. To achieve the same confidence threshold in actor route costs for this example, the

traditional alternative needs approximately twice as many measurements, and the resultant POM

has low entropy (i.e., low uncertainty about cell occupancy) in all regions in the environment. The

proposed technique, by contrast, achieves the same confidence threshold in actor route costs with

large high-entropy regions in the environment. To be precise, a comparison of the iterative entropy

reduction for the entire POM is shown in Fig. 6.14. The proposed technique finds near-optimal

routes with only a 35.6% reduction in entropy, whereas the traditional alternative needs a 78.2%

reduction in entropy to achieve a similar result.

Stated differently, the gray-colored regions in Fig. 6.13(a) do not matter to the actors, and the
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(a) Knowledge of G(t = 1). (b) Information gain at t = 1.

(c) Knowledge of G(t = 25). (d) Information gain at t = 25.

(e) Knowledge of G(t = 50). (f) Information gain at t = 50.

Figure 6.12: POM and information gain at iterations t = 1, 25, 50 through a traditional information-driven
sensor placement approach.
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(a) Proposed method. (b) Information-driven method.

Figure 6.13: Optimal routes converged from proposed technique and information-driven techniquee.

proposed technique does not place sensors in these regions. The crucial novelty of the proposed

technique is that these regions are not known a priori; rather they are computed simultaneously

with the actor routes. Furthermore, the total length of routes found by the proposed technique is 71

units, compared to 95 units for the routes planned by the alternative technique. The route-planning

algorithm itself the same in either case, therefore the difference in cost is only due to differences

in the POM. This means that not only does the proposed technique need fewer measurements, but

also it finds lower cost actor routes.

Computational efficiency: For Example 7, the size of the subregions W ′′i for each actor

i ∈ [NA] in each iteration of the proposed technique are shown in Fig. 6.15. The traditional alter-

native of finding information gain at each cell in the map is computationally expensive: Fig. 6.15

indicates that |W ′′i | is an order of magnitude smaller than |W| in Example 7. The small size ofW ′′i
significantly reduces the burden of computing information gain.

To further reduce the computational burden, Bayesian optimization is used to select the sens-

ing locations as discussed in §5.1.3. At each iteration, 2%|W ′′i | vertices are selected randomly as

the training data to model the function of information gain. The expected improvement acquisi-

tion function with parameter ζ = 0.01 is used to determine the sensors locations. The proposed

interactive planning and sensing algorithm using Bayesian optimization converges in 26 iterations.
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Figure 6.14: Entropy of environmentW

Figure 6.15: Dimension of the subregionW ′(t)

The POM and information gain of each vertex vi ∈ V at iterations t = 1, 10, 20, 26 are shown

in Fig. 6.16. The computational complexity required by the proposed technique with and without

Bayesian optimization is compared and shown in Fig. 6.17. Here, the computation burden is mea-

sured by the number of vertices which are required to compute the information gain. As shown in

Fig. 6.17, much less number of vertices are required to evaluate the information gain to converge

the sensors locations at each iteration via Bayesian optimization. Meanwhile, approximate same
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convergence rate and length of total routes are computed by the proposed technique with Bayesian

optimization. The accuracy to select the sensors locations with maximum information gain via

Bayesian optimization is 99.8%.

(a) Knowledge of G(t = 1). (b) Information gain at t = 1.

(c) Knowledge of G(t = 10). (d) Information gain at t = 10.

Example 8. Here is an example of mountain search and rescue. In the example, a group of hikers

are trapped somewhere in the mountain. Based on their scheduled routine, they might be trapped

in one of the 10 regions marked from P3–P12. NA = 4 actor vehicles initially locate in the corners

are required to search all these regions at least once. Meanwhile, each actor vehicle is equipped

with a sensor vehicle. The topographic map and the corresponding 30×30 grid map are shown in

Fig. 6.18. Initially, we assume that the occupancy of all cells is unknown with Ω(vi) = 0.5, except

for the ROIs and initial position of actors and sensors.
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(e) Knowledge of G(t = 20). (f) Information gain at t = 20.

(g) Knowledge of G(t = 26). (h) Information gain at t = 26.

Figure 6.16: POM and task-driven information gain with Bayesian optimization at iterations t = 1, 10, 20,
26 of the proposed algorithm.

In this example, the proposed technique converges in 29 iterations. The POM and information

gain of each vertex vi ∈ V at iterations t = 1,10,20,29 are shown in Fig. 6.19. The standard

information driven approach converges in 90 iterations. The corresponding POM and information

gain of each vertex vi ∈ V at iterations t = 1,30,60,90 are shown in Fig. 6.20. Based on the result

above, much less measurement is required by the proposed technique. The total length of routes

computed by the proposed technique is 102 units, compared to 131 units for the routes planned

by the standard information driven approach. To further improve the computational efficiency, the

proposed algorithm with Bayesian optimization is implemented which converges in 30 iterations.

The POM and information gain of each vertex vi ∈ V at iterations t = 1,10,20,30 are shown in
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Figure 6.17: Comparison of computational efficiency

Fig. 6.20. The computation burden required by the proposed technique with and without Bayesian

optimization is shown in Fig. 6.22. Bayesian optimization reduce the number of vertices for the

computation of information gain. Meanwhile, the convergence rate and the total length of routes

planned to satisfy the global mission are not affected by the Bayesian optimization.

(a) Topographic map of mountain. (b) Ground truth grid map.

Figure 6.18: Search and rescue environment in Example 2
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6.2.2 Scalability Analysis

To study the scalability of the proposed technique, we performed a large number of simula-

tion experiments with different numbers of actors, sensors, and LTL specification length (number

of “tasks”), as shown in Fig. 6.23. For each case, we performed simulations over 100 randomly

generated obstacle-ridden environments. The average number of iterations required for conver-

gence of the proposed technique are indicated in Fig. 6.23. On the one hand note that, for a given

number of sensors NS, the numbers of actors or tasks do not affect the rate of convergence. On

the other hand, note that the number of iterations for convergence sharply reduces with a moderate

increase in the number of sensors, which brings us to a principal conclusion of this work: a large

number of sensors does not necessarily mean improved performance in uncertain environ-

ments; rather the judicious (task-driven) placement of even a small number of sensors can

provide a desired level of performance. By performance in this context we mean the actors’

route costs and the entropy therein.

6.2.3 Threshold Analysis

Finally, the effects of changing the threshold parameter ε in the termination condition (4.4)

are shown in Fig. 6.24. As ε decreases, a higher confidence threshold is required of the actors’

route costs. As expected, the total entropy reduction and the number of iterations for convergence

increase moderately with decreasing ε.However, note that the relative cost error between the actual

and estimated route costs does not change significantly. The average relative error for ε 6 0.06 is

approximately 6%. This observation provides another way of reducing the number of computations

if needed, namely, by increasing the value of ε without significantly affecting the actors’ route

optimality.
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(a) Knowledge of G(t = 1). (b) Information gain at t = 1.

(c) Knowledge of G(t = 10). (d) Information gain at t = 10.

(e) Knowledge of G(t = 20). (f) Information gain at t = 20.
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(g) Knowledge of G(t = 29). (h) Information gain at t = 29.

Figure 6.19: POM and task-driven information gain at iterations t = 1, 10, 20, 29 of the proposed algorithm
for Example 2.

(a) Knowledge of G(t = 1). (b) Information gain at t = 1.

(c) Knowledge of G(t = 30). (d) Information gain at t = 30.
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(e) Knowledge of G(t = 60). (f) Information gain at t = 60.

(g) Knowledge of G(t = 90). (h) Information gain at t = 90.

Figure 6.20: POM and task-driven information gain at iterations t = 1, 30, 60, 90 of standard information
driven approach for Example 2.

(a) Knowledge of G(t = 1). (b) Information gain at t = 1.
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(c) Knowledge of G(t = 10). (d) Information gain at t = 10.

(e) Knowledge of G(t = 20). (f) Information gain at t = 20.

(g) Knowledge of G(t = 30). (h) Information gain at t = 30.

Figure 6.21: POM and task-driven information gain at iterations t = 1, 10, 20, 30 of the proposed algorithm
for Example 2.
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Figure 6.22: Comparison of computational efficiency for Example 2

Figure 6.23: Complexity analysis for the proposed method.
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Figure 6.24: Analysis of threshold.
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Chapter 7

Conclusions and Directions of Future Work

In this dissertation, we formulated and discussed the problem of decentralized route-planning

for a multi-vehicle system to satisfy a given global LTL specification in an unknown environment.

We decomposed the general problem into two topics: decentralized route-planning in known en-

vironments and unknown environment exploration. For route-planning of the multi-vehicle sys-

tem in known environments, a decentralized route-planning approach is developed to determine

the collaboration among team of vehicles to satisfy a given global LTL specification while min-

imizing the total traveled distance. For the unknown environment exploration, the concept of

information gain is implemented to quantify the potential benefits of taking new measurements.

Different from the standard information driven approach which aims to recover the whole envi-

ronment as much as possible, task-driven information gain is defined to guide sensors to explore

the unknown environment. By integrating these two topics, we proposed an interactive planning

and sensing algorithm to guide the group of sensors to collect the most useful environment in-

formation and update the environment map for the decentralized route-planning to satisfy the re-

quested mission. The code related to all the work discussed in this dissertation can be found in

https://github.com/jfangwpi/task allocation.git.

We addressed the decentralized route-planning problem by assuming perfect knowledge of en-

vironment is given a priori. We are looking for optimal routes for each vehicle to satisfy the global

LTL specification in a 2D grid map. In this part, both independent and collaborative tasks are con-

sidered. A conflict-free task assignment can be determined by the proposed algorithms discussed

in Chapter 2 and Chapter 3 over a static communication topology. The proposed algorithm inte-

grates the consensus-based auction algorithm and synchronization algorithm to minimize the total

traveled distance and waiting time. Once the local specification for each vehicle to work collabo-

ratively has converged, Dijkastra’s algorithm is used to compute the optimal routes. A comparison

to the existing technique and the analysis of the convergence rate and optimality for the proposed
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technique is given.

After gaining better understanding of the route-planning problem for multi-vehicle system,

we removed the assumption of accurate knowledge of environment. The unknown environment

is represented by a probability occupancy map. To solve the route-planning problem in unknown

environments, two sets of vehicles are considered is this work: actors and sensors. The group

of sensors, which are equipped with cameras or thermal detectors are guided to explore certain

regions. Meanwhile, actors are required to work collaboratively to satisfy the global task. The

concept of task-driven information gain is developed to identified a set of “informative” subregions

to take measurements “near” the actors’ current optimal routes and reduce the uncertainty.

To identify a set of locations with maximum information gain for sensors to take measure-

ments, the evaluation of information gain for each potential sensors locations is required. This will

be very computationally expensive, especially when the environment is large. To reduce the com-

putational burden from computing the information gain, we introduced a machine-learning based

technique: Bayesian optimization, to identify a set of “informative” regions without computing

information gain for each potential vertex. The function for information gain is modeled via Gaus-

sian process regression and an expected improvement acquisition function is then used to select

sensors locations.

The following are possible future extensions of the proposed interactive planning and sensing

framework.

Consider more complicated LTL specification. In this dissertation, certain temporal and logic

operators can be used to specify the LTL specification. As a result, some types of missions are

not covered. In the future work, more general LTL library should be implemented to take more

complex LTL specifications into consideration.

Route-planning for Multiple Vehicles System in Time-varying Environments. In this disser-

tation, we assume the unknown environment is static. However, in practical cases such as the

disaster scenario like floods or hurricanes, the environment will change along with time. Certain

time-varying function can be selected to model such environment. Some modifications are re-
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quired to the current algorithm to address the time-varying environment. For example, how sensor

locations should be determined to ensure the latest and most valuable information is collected and

how the convergence is guaranteed?

Task Assignment by Machine Learning Technique. In this dissertation, we implemented a

decentralized route-planning approach to decompose the global LTL specification into local spec-

ifications and enable the collaboration among the team of vehicles. The convergence of the task

assignment can be achieved by exchanging the reward of each task among team of vehicles. Cer-

tain reinforcement learning technique could be implemented to determine the task assignment with

the inputs: environment, vehicles’ initial positions and targets positions. The difficulty to imple-

ment such machine learning technique is to select the features to train the model. Furthermore,

the optimality required by the machine learning technique should be considered and a comparison

between the machine learning technique and current decision making algorithm can be addressed.

Improvement of Interactive Planning and Sensing by Considering Sensors’ Transit. In this

dissertation, we assume the sensors take measurement at selected cells, but not along the routes

traveled by the sensors. In the future work, we can remove this assumption and consider the route-

planning problem for sensors. Now the objective of sensors’s route-planning is to computes routes

for the group of sensors to maximize the total information collected along the routes. A trade-off

between minimizing the total travel distance and maximize the total collected information should

be considered.

Improvement of Coding The code shown in https://github.com/jfangwpi/task allocation.git con-

tains three main parts: creating a graph to represent either known or unknown grid map, route-

planning, and task assignment. The main computational burden comes from updating reward or

route-planning for certain scenarios, like considering vehicle’s kinematic constraints. For this par-

ticular case, a search table constructed by CBTA can be built priori and the corresponding reward

required by the task assignment can be updated by searching in this table. Meanwhile, certain

efforts can also be placed on the task assignment algorithm itself and avoid computing some un-

necessary rewards repeatedly which will definitely increase the computation efficiency.
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