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1 Introduction

1.1 Personal Motivation

Challenges faced as an international student at WPI: As an in-
ternational student at Worcester Polytechnic Institute (WPI), I encountered
various challenges in adapting to campus life. Navigating a new environment,
understanding university policies, and finding relevant resources proved to be
daunting tasks. The lack of a strong support network and the hesitation to ask
seemingly trivial questions further compounded these difficulties.

Lack of connections and difficulties navigating campus life: Be-
ing far from home and immersed in a new culture, international students often
struggle to form meaningful connections within the university community. This
isolation can hinder their ability to seek guidance and support when needed.
Moreover, the intricacies of campus life, such as locating specific facilities, un-
derstanding academic requirements, and accessing student services, can be over-
whelming without proper assistance.

1.2 Addressing Student Needs with AI

Recognizing the need for a supportive and inclusive solution, I envisioned an
AI-powered campus guide that could provide students with a readily accessible
and non-judgmental resource for their inquiries. By leveraging the capabilities
of language models, this project aimed to create a platform where students could
ask questions without fear of judgment or embarrassment, empowering them to
seek the information they need to thrive in their academic journey.
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The AI-powered campus guide was designed to bridge the gap between stu-
dents and the wealth of information available at WPI. The system would assist
students, especially international ones like myself, in navigating various aspects
of campus life. From academic resources and extracurricular activities to mental
health support and cultural adjustment, the AI guide would serve as a compre-
hensive and reliable source of information, facilitating a smoother transition and
integration into the university community.

2 GOMP.AI - AI Voice Assistant for WPI

2.1 Introduction

The initial phase of the project focused on developing a voice assistant named
GOMP.AI in honor of the school’s mascot Gompei, which would serve as a
campus guide for WPI students. The primary objective was to create an AI-
powered system that could answer questions and provide relevant information
to students through natural language interactions.

2.2 Question Answering based on FAQ

2.2.1 Development

To begin the development process, I set up the necessary code infrastructure
to integrate with the OpenAI API, which mainly involved implementing the
necessary functions to send requests and receive generated responses from their
LLMs. The model of choice for this was GPT-3[1].

Extracting questions and answers from WPI’s FAQ page: To pop-
ulate the knowledge base, I focused on extracting questions and answers from
WPI’s frequently asked questions (FAQ) page. I developed a web scraping script
that retrieved the data information from the FAQ page, parsing the questions
and their corresponding answers into a structured format.

Connecting the knowledge base to the LLM: for the LLM to utilize
the collected FAQs and their answers, while generating a response, I designed
my prompt to include around 1200 total tokens of questions and answers in
the FAQ at the start of the prompt. For the prototype, I had to only use a
limited amount of data points due to GPT-3’s small context window, leaving
just enough for user input and model response.

Implementing guardrails for hallucination: While the model was able
to answer questions that already had direct answers relatively accurately, it was
prone to answer any question, regardless of knowing the actual answer, which
was an important issue to address for something that would be used as a guide.
To combat this, I designed a system of rules to disclose to the model, which
were intended to reduce hallucination by encouraging the model to not respond
to anything it is not completely sure about. The actual prompt needed to be
changed a few times before achieving consistent results:
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You are a question-answering AI for Students at Worcester Poly-
technic Institute(WPI)

Notes:

- Please provide a concise and accurate answer based on the infor-
mation in the knowledge base.

- Please specify what the information is relevant to, if it is not clear
from the question.

- Please do not include any information that is not in the knowledge
base.

- Please do not include any information that is not relevant to the
question.

- Please do not include any information that is not accurate.

Creating a UI for user interaction with the assistant, I designed and im-
plemented UI that allowed a user to input their questions and receive generated
responses. It was very minimal, and is pictured in 1.

Figure 1: GOMP.AI UI

2.2.2 Results

It successfully served as a proof of concept for a system with the ability to
answer natural language student questions, given a knowledge base.

2.2.3 Limitations

It was constrained by multiple factors from reaching a level of quality that would
make it useful:

• Inefficient use of GPT-3’s Small Context Window Size: the LLM
could only handle 2049 tokens, which equates to around 1536 words, and
each question is around 150 tokens in length on average. This severely
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limited the utility of the prototype, as it could not fit all of the FAQ data,
and limited the length limit for the user’s question and model’s response,
while also not being scalable in the case that more information gets added
to the knowledge base.

• Lack of instruction-tuning in GPT-3: The model was not specif-
ically optimized for question-answering tasks, which resulted in incon-
sistencies and inaccuracies in the generated responses. The absence of
explicit instruction-following capabilities required additional prompt en-
gineering efforts to guide the model towards desired outputs.

• Hallucination: despite careful crafting of prompts and the inclusion of
specific instructions to guide the model towards generating accurate and
relevant responses, the model was still not completely effective at following
them.

• Lacking Knowledge Base: simply relying on FAQs and their answers
is not enough information for neither a human or LLM to be competent in
handling student questions about a university on the required level. This
also requires manually writing questions and answers for the model if we
want to add more data, which is extremely inefficient.

2.3 Deciding Next Steps

Fine-Tuning: In an effort to improve the performance assistant, I considered
the possibility of fine-tuning GPT-3 or an Open-Source LLM. Since there weren’t
nearly enough data points in the FAQ, one idea I explored was generating a
dataset of questions and answers synthetically by asking an LLM to generate
them based on the contents of WPI web pages.

However, upon further research and experimentation, I came to the conclu-
sion that embedding knowledge into the model through fine-tuning was not an
effective approach, as each data point would be one billions of examples that
the model has already conditioned its weights on during training, which would
make it prone to hallucination.

The main approach that solves these issues ended up being Retrieval Aug-
mented Generation, which was my next direction in this project.

3 Transition to AI-Powered Search Engine

3.1 RAG (Retrieval Augmented Generation)[2]

RAG is a technique that involves retrieving relevant documents based on the
user’s query and using those documents as context for the language model to
generate accurate and informative responses. It can be thought of as a librarian
assisting a student with a research question. The student (user) asks a question,
and the librarian (RAG system) searches through the library’s catalog (knowl-
edge base) to find the most relevant books and articles (documents) related to
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the question. The librarian then reads the relevant passages from these sources
and uses the information to provide a comprehensive and accurate answer to
the student’s question, much like how the language model generates a response
based on the retrieved documents.

Now, RAG is one of the most widely utilized techniques when it comes to
applied use cases of LLMs, however this was not the case at the time of devel-
opment. I arrived at the idea when researching and experimenting with ways
I could incorporate the vast amount of unstructured data that is readily avail-
able from WPI’s web pages, while doing so efficiently with respect to the small
context window size and the model’s tendency to get confused when overflowed
with unrelated pieces of text.

3.2 Development

3.2.1 Building the Knowledge Base

To build a comprehensive knowledge base for the RAG system, I developed
large-scale web-scraping pipeline, targeting WPI’s official website. As a result,
I collected 17,000 web pages, extracting relevant textual content, links, and other
metadata, such as the categories the web pages are related to. The scraped data
underwent pre-processing, including text cleaning, formatting, and structuring,
to ensure its suitability and integration into the RAG pipeline.

3.2.2 Vectorizing the Knowledge Base

For efficient and accurate retrieval of most relevant documents to user queries, I
embedded the collected corpus with OpenAI’s ADA-002 text embedding model,
convert the pre-processed text from the scraped web pages into dense vector
representations, capturing the semantic meaning of the content. Initially, I
embedded just the main content of the pages. Later, through experimentation
and research, I arrived at formatting the embedded text as follows:

Title: webpage title

Content: webpage content

This enhanced the captured meaning for retrieval by providing better context
to the embedded content.

3.2.3 Retrieval Algorithm

For retrieval, I implemented cosine similarity-based search, which involves com-
paring the user query’s embedding to that of each embedded document in our
knowledge base, which allows us to rank them from most relevant to least with
respect to the query. The top-k most similar documents were retrieved and
used as context for the language model to generate a response. This approach
allowed for more efficient, targeted and relevant information retrieval compared
to the the FAQ prototype.
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3.2.4 Hallucination Guardrails

To further improve the quality and accuracy of the generated responses, I in-
corporated a slightly different set of rules that I used with the FAQ prototype,
also adding the current date, which was helpful for the model to decide which
retrieved documents to give information from if contents are on similar topics
from different dates.

3.2.5 Results

The implementation of the RAG system yielded significant improvements in the
observed factual accuracy and usefulness of the generated responses compared
to the FAQ-based prototype. By leveraging the vast amount of information
available on WPI’s websites, the RAG system could provide answers to a much
broader range of questions, extending beyond the limited scope of the FAQ. The
retrieval of relevant documents based on the user’s query enabled the model to
generate responses that were more comprehensive, accurate, and tailored to the
specific information needs of the students.

3.3 AI-powered Search Engine

An AI-powered search engine is an information retrieval system that leverages
artificial intelligence techniques to enhance the search experience and deliver
more accurate and relevant results to users. Unlike traditional keyword-based
search engines, AI-powered search engines employ advanced machine learning
models, and natural language processing techniques to understand the intent
behind user queries and provide intelligent and contextualized responses. I
wanted to take that idea further, by introducing a question-answering or even
conversational component.

3.4 Motivation

Embedding-based Search Quality: During the development and testing
phase, I conducted manual qualitative assessments to evaluate the performance
of the RAG system against WPI’s existing search engine. Although no for-
mal metrics were employed, the results demonstrated the superiority of the
embedding-based retrieval approach in many cases. The embedding-based sim-
ilarity matching proved to be highly effective in identifying the most pertinent
information, even for complex and nuanced queries. This realization sparked
the idea of transitioning the project from a voice assistant to a full-fledged
AI-powered search engine that could revolutionize the way students access in-
formation on campus. The added conversational component would leverage the
power of LLMs and RAG to generate informative responses to user queries based
on top search results, further enhancing the search experience and reducing the
need for users to manually sift through multiple web pages to find the desired
information.
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3.5 Development

With the RAG pipeline completed, the foundation for the search engine was es-
tablished, so the development following that focused on integrating new models
and creating a UI.

3.5.1 Model iteration - Integrating ChatGPT[3] and GPT-4

As the project progressed, I had the opportunity to integrate new models that
were released during the development, namely GPT-3.5 (ChatGPT) and later
GPT-4, into the AI-powered search engine.

Longer context length and better instruction following: One of the
key advantages of integrating GPT-3.5 and GPT-4 was their increased context
length compared to the previous GPT-3 model. The longer context window
allowed for the processing of more extensive passages from the retrieved docu-
ments, more passages in general, enabling the generation of more comprehensive
and contextually relevant responses. Additionally, these models were fine-tuned
for instruction-following, which made them optimal for conversational use and
improved their ability to follow the guardrails I set, reducing risk of hallucina-
tions.

The transition from GPT-3 to GPT-3.5 and GPT-4 resulted in a noticeable
enhancement in the quality, observed factual accuracy and coherence of the
generated responses, making the search engine more reliable and effective in
addressing user queries.

Unfortunately, the specific GPT-3 version I was using at the time of initial
development in 2020 was deprecated, so the examples I will present later are
only from GPT-4, as I no longer have access to the original model.

3.5.2 Search Engine UI

Due to being constrained in time and web development experience, the UI for
this was mainly static mock-ups that included real data from our RAG pipeline
and embedding search, to present during user preference testing.

3.6 Results

3.6.1 User Preference Testing Design

Since the initial comparison between WPI’s search engine and our embedding-
based engine during the development, WPI has seemingly upgraded their search
engine. As a result, for the A/B user testing, I put more emphasis on evaluating
user preferences and trust in the AI-generated answers provided by our search
engine, with the embedding-based ranking being second in importance. The
testing aimed to determine whether users preferred having an answer, even if
it might be incorrect, compared to the current WPI search engine. Addition-
ally, the testing sought to compare the ranking of search results between our
embedding-based approach and WPI’s upgraded search engine.
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However, due to not getting IRB approval in time, I was not able to conduct
the user preference testing.

In Appendix A, you may observe pairs images showcasing what the user
would observe for a given query with the AI Search Engine vs. the WPI Search
engine. These were intended to be used in the user preference testing.

3.7 Conclusion

The development of this project, evolving from a campus guide to a compre-
hensive AI-enhance search engine, highlights the potential of AI to significantly
enhance information accessibility and improve the student experience. The in-
tegration of AI has not only optimized the search process but also bridged the
gap between technology and user needs. By focusing on human-centric design
and continuously adapting to technological advancements, this project demon-
strates a model for using AI to positively impact society, in this case in edu-
cational environments. It highlights the importance of tailoring technology to
address specific community challenges, thereby fostering a more inclusive and
supportive campus atmosphere.

3.8 Future Work

• User Preference Testing: Conducting comprehensive user preference
testing is crucial to validate the effectiveness and usability of the AI-
powered search engine. Gathering feedback from a diverse group of stu-
dents will provide valuable insights into the strengths and weaknesses of
the system, guiding further refinements and enhancements.

• Integration with WPI’s Official Website: Collaborating with WPI’s
administration and IT department to integrate the engine into the official
university website would greatly increase its accessibility and impact. This
integration would ensure that all students have easy access to the tool and
can benefit from its capabilities.

• Expansion of Knowledge Base: Continuously expanding and updating
the knowledge base is essential to maintain the relevance and accuracy of
the search engine. Collaborating with various departments and student
organizations to incorporate additional resources, such as course materials,
event information, and student support services, would further enhance
the system’s utility.

• Multilingual Support: Considering the diverse student population at
WPI, implementing multilingual support within the search engine would
ensure that international students can access information in their preferred
language. This feature would promote inclusivity and reduce language
barriers in accessing critical resources.

• Personalization and User Profiles: Developing personalized user pro-
files that adapt to individual students’ interests, academic programs, and
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preferences would enable the search engine to provide more targeted and
relevant results. This personalization could be achieved through machine
learning techniques that analyze user interactions and feedback.
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A Side-by-side Comparison:
WPI Search Engine vs. AI Search Engine

A.1 Prompt: How can I contact the Financial Aid office?

Figure 2: WPI Search Engine A.1
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Figure 3: AI Search Engine A.1
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A.2 Prompt: What are the upcoming events hosted by
the WPI Career Development Center?

Figure 4: WPI Search Engine A.2
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Figure 5: AI Search Engine A.2
Note: The data used by the AI Search Engine is from February 2023
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A.3 Prompt: Where can I go in Worcester on a weekend?

Figure 6: WPI Search Engine A.3
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Figure 7: AI Search Engine A.3
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