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Abstract

Recentlythe Internethas beenincreasinglyusedfor multi-party applicationslike
video-conferencingvideo-on-deman@ndsharedwhite-boards.Multicast extensiongo
IP to supportmulti-party applicationsarebesteffort, oftenresultingin pacletlosswithin
the network. Sincesomemulticastapplicationscannot toleratepacket loss,mostof the
existing reliable multicastschemesecover eachandevery lost paclet. However, multi-
mediaapplicationscantoleratea certainamountof paclet lossandaresensitie to long
recovery delays. We proposea new lossrecovery techniquethat selectvely repairslost
paclets basedupon the amountof paclet loss and delay expectedfor the repair Our
techniquesendsa specialWAIT messagelown the multicasttreein the eventa lossis
detectedn orderto reducethe numberof retransmissiomequests.We also proposean
efficient senderinitiated multicasttrace-routemechanisnfor determiningthe multicast
topology anda mechanisnto deliver the topology informationto the multicastsession
participants. We evaluateour proposedtechniqueusing an event driven network sim-
ulator, comparingit with two popularreliable multicastprotocols,SRM and PGM. We
concludehatourproposedVAIT protocolcanreduceheoverheacdnamulticastsession

aswell asimprove the averageend-to-endateng of the session.
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“ The most exciting phrase to hear in science, the one that heralds new discoveries, is not
“Eureka!” (“I found it!”) but rather “hmm....that’s funny...”
—Isaac Asimov.
“If a man will begin with certainties, he will end in doubts; but if he will be content to
begin with doubts, he will end in certainties.”
-Francis Bacon (1561-1626)
“ May every young scientist remember and not fail to keep his eyes open for the
possibility that an irritating failure of his apparatus to give consistent results may once or
twice in a lifetime conceal an important discovery.”
- Patrick Blackett (British physicist, 1897-1974)
“ Keep on the lookout for novel ideas that others have used successfully. Your idea has
to be original only in its adaptation to the problem you're working on.”
- Thomas Edison (1847-1931).
“ Results! Why, man, | have gotten a lot of results. | know several thousand things that
won’t work. ”

- Thomas Edison (1847-1931).
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Chapter 1

Intr oduction

Computercommunicatioris becomingpartof day-to-daylife relatively very fast. Tradi-
tional computercommunicatiormodeswereunicast(one-to-one andbroadcasfone-to-
all).

In unicastcommunicationthereis one senderandonerecever thattake partin the
communicationprocess. The communicationmay be simplex communicationwherein
one participantis the senderof dataand the other participantis recever of the dataor
duplex communicatiorwhereinboththe participantsareactive sendersaswell asactive
recevers. Traditionalapplicationdike FTP, e-mail, chatetc. make useof unicastcom-
munication.

In broadcastommunicationthereare one or more senderghat senddatato every
otherrecever in the network. The communicationinvolves sendingthe datato every
computeron the network. Thereare paclet radio networks, satellitenetworks and bus
local networksthatusebroadcastommunication.

With the new emeging applicationslike video-conferencingsharedwhiteboards,
multi-usergamesetc. gettinginto the life of an averagecomputeruser a nev mode

of communicatiorcalled multicasthasrecentlyemepged. Theseapplicationsmustalso



be supportedy the existing computercommunicationgnfrastructure. Thesapplications
requirethatthe datashouldbe sentonly to a setof participantstermedasa group), not
to every otherend points, by using effective meansof communication.If unicastcom-
municationis usedthenthe samedataneedsto be sentagainand againto every other
participantwhich is very inefficient. If broadcastommunicatioris usedthenthe datais
deliveredto thoseendpointsin a network thatmight not beinterestedn thedata.Hence
to fulfill the requirementavherethe communicationis restrictedto only a setof par
ticipants(a group), multicastcommunicatioremepgedin the computercommunications
arena. Multicast facilitatesthe communicationof only the group of receversthat are
interestedn thedata.Multicastcommunicatiorsubsumesinicastandbroadcastommu-
nications.Chapter2 describesnulticastcommunicatiorin detail. Multicastapplications

canbeclassifiednto two typesdependingipontheir requirement$or beingsuccessful.

1. Fully-Reliable Multicast Applications: Applicationslikemultiusergamesandshared
whiteboardsequirethatthey shouldreceve eachandevery datapaclet sentby the

senderExamplesareinteractve simulationsandsoftwareupdates.

2. Semi-Reliable Multicast Applications: Applicationslike audio and video confer
encingallow for somepaclet loss. However theseapplicationshave strict delay
constraintaslatearriving pacletswill beuselesdor theapplicationdueto thereal
time natureof the data.ExamplesareaudioandvideoconferencingandVideo-On-

Demandservices.

Apartfrom theapplicationgnentionedabove, multicastsupportsapplicationdik e up-
datesto replicateddatabasegnter-processcommunicatioramongdifferentcooperating
processestc.

The succes®f thesevariousmulticastapplicationsdependsiponefficient multicas-

ting. For emeging highspeedetworks, multicastinghasalreadybecomean important
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issueto tacklesinceit reduceshewastageof resourcegausedy transmittingunwanted
datato someof the network componentdik e routersor endhosts.

IP Multicast[1] usesUserDatagramProtocol(UDP) asthe transportayer protocol.
UDP merely providesapplicationsthe ability to communicateusingthe unreliablecon-
nectionlesgpaclet delivery service. So, UDP pacletscangetlostin the network. This
providesa best-effort delivery mechanisnthatcanresultin high pacletlossin the pres-
enceof network congestion.A numberof studieshave beenconductedor studyingthe
losscharacteristicon the MBONE for multicastsession$2] [3]. TransmissiorControl
Protocol(TCP)hasbeenusedfor yearsasan effective meansof usingretransmissionto
recover lost paclets. However, a numberof problemsoccurif a TCP-stylesendetbased

approachs appliedto a multicastdistribution.

1. Sinceeachdatapaclet triggersanacknaviedgment(ACK) from all recevers,the
sendercanbefloodedwith the ACK pacletsfor thesamedatapaclet. Thisproblem

is popularlyknown asthe ACK ImplosionEffect [4].

2. If the senderis responsiblefor reliable delivery, it must continuouslytrack the
changingset of recevers and receptionstatefor eachrecever which is difficult

to obtainaswell asmaintain.

Hence,the generalprinciple in multicastlossrecovery is to have recevers manage
their own reliability requirementsor reliablemulticast[5].

Due to inherentnatureof the datadelivery mechanismwhere eachpaclet getsdu-
plicatedon all the links leadingto otherparticipantsan IP Multicast, therearetwo main
characteristicsf the effect of losson thelinks in a multicastsession.

Usingthetopologyshovnin Figurel.lfor anillustration,lossesn amulticastsession

canbedividedinto two classes:

1. Global Loss
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Figurel.l: MulticastTree
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Lossoccursonthelink 1-4,thereforeall thereceversbelow thislink 1-4experience
the sameloss of pacleti.e. recevers5, 7, 8, 9, 11 and 12 do not receve the
pacletlost on link 1-4. Lossexperiencedecausef suchlinks which areshared

by differentreceverscanbetermedasGlobal Loss.

2. Local Loss

Lossoccurson thelink 4-7, asaresultonly recever 7 experienceshe loss. Loss

experiencedecaus®f suchindividuallinks canbetermedasLocal Loss.

In a multicastsessionthe sendercannot determinewhetherthe lossis Global Loss
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or Local Loss. But receverscangroupthemselesto determinethe type of lossaswell
asthelink onwhichthislosshasoccurred But in orderto find thetype of lossaswell as
locationof lossin the multicasttree,receversneedto have sometopologyinformation.

Thecurrentproblemsfacingrecever basedeliability managemennh multicastare:

e Implosion: Simultaneousepairrequest$or onelostpaclet, characteristiof sender
basedossrecovery usingretransmissionln the above example,whenlossis ex-
periencedy all thereceversbelow thelink 1-4 (Global Loss), eachrecever can

sendarepairrequesto someotherrecever or thesender

e Exposure: Duplicaterepairpacletsbecaus®f lossexperiencedy onerecever. In
our scenariojf repairrequestsaredeliveredto recevers2, 3 or the sendelO then
eachreceversendsarepairpacletfor thelossandcausingedundantepairpaclets

beingrecevedby thereceversexperiencingtheloss.

e Recovery Latency: Timefrom whenareceverdetectsalossuntil arepairfor alost
pacletis receved. In caseof lossonlink 1-4 (Global Loss), theaddedtime all the

receversb, 7, 8,9, 11, 12 takesto recorer from theloss.

Unadaptability: Inefficientrepairin the presencef dynamictopologychanges.

Multicast hassomeotherconcernsalso. Scalabilityis animportantissuein reliable
multicasting. A multicastprotocolis scalablef it canguarantedhe desiredquality of
serviceto all the recevers (even in presenceof thousand=f recevers)in a multicast
sessionAnotherconcernn multicastis of congestiorcontrol. A TCPfriendly congestion
control schemewhich scalesfor a large setof recevers. The schemeshouldbe fair to
otherTCPandmulticastflows andbe stableandresponsie to network dynamics.

In recentyearstherehave beena numberof solutionsproposedor reliablemulticast

thatattemptto recover all the lost pacletsbasedon the assumptiorthat communication



is not delay-sensitie but highly errorsensitive. This assumptiorhowever doesnot hold
goodfor thereal-time,high volumetraffic of the continuousmediastreamsin traditional
datacommunicationsgrrorfreetransmissioris achievedby addingerrordetectionnfor-
mation (usually a sequenceaumber)to the transmittedstreamsand re-transmittingarny
lost paclet. However, it is assumedhatdelayrequirement®f continuousmediastreams
may not permitretransmissionsSinceaudioandvideo streamsarelesssensitve to error
andcantoleratesomepaclet loss,oneapproacho error controlis to rely on increasing
transmissioroverheadoy including error correctionratherthanerrordetectioninforma-
tion. But thisincreaseshe bandwidthusagebecaus®f redundantnformationbeingsent
acrosghenetwork to achiese the desiredquality.

Therearevariousapproachebeingtakenin therecentyearsfor thereliablemulticast
problem.Someapproachearesendeibasedandotherapproachearerecever based.n
a sendetbasedapproachthe sendelis responsiblgor the reliabledelivery of datato all
the participantan a multicastsession.n arecever basedapproachary recever canbe
responsibldor thereliabledelivery of datato someotherrecever.

Scalable Reliable Multicast (SRM) [6] is areliablemulticastprotocolwheretherepair
requestaremulticastedo the entiregroupusinga randombacloff. Therandombacloff
is usedin orderto avoid duplicaterepairrequestsTherepairpacketsarealsomulticasted
to theentiregroupusingarandombacloff againto suppressluplicaterepairs.However,
the useof back-ofs increaseshe recovery lateny andtheremay also be unnecessary
repairrequestandrepairpaclets.

Light Multicast Session (LMS) [7] is anotherreliable multicastprotocolwhich uses
routersto aidin thelossrecovery. Eachrouterselectsareplierlink for retransmissioand
guidesrepairrequestsentby thereceversto thereplierlink. Repairrequestrom replier
link is guidedup the tree. The repairis then multicastedfrom the point wherethe loss

hasoccurred.In sometopologies ik e along chaintopology recovery lateng is greatly



increaseastheroutersselectreplierlinks only from the downstreanlinks.

Pragmatic General Multicast (PGM) [8] makesretransmissiorof the repair paclet
from eitherthe sourceor somedesignatedecevers. When a router receves a repair
requestNACK) it forwardsit on the upstreanlink towardsthe sourceandalsosendsa
NACK confirmationon thelink on whichit recevedthe NACK. It alsocreatesa NACK
stateto suppressluplicateNACKs. The NACK flows all the way up the multicasttree
towardsthe sourceandtherepairpacletflows only onthelinks from wherethe NACK(s)
camefor the repairpaclet. Thisindicatesthatthe recovery lateng for PGM is around
oneroundtrip time (RTT) to thesendeiof the multicastsessionSincerouterstake active
partin thelossesxperiencedy the endhosts thereis anincreasedverheadn routers
which alsoleadsto theincreasedateng for otherapplicationsusingthe network.

Active Reliable Multicast (ARM) [9] is themostrouterassistegbrotocol.Here,routers
at stratgjic locationsperformbesteffort cachingof the datapacletsto aid the recevers
in the lossrecovery. Routersdrop duplicaterequestsanddo partial multicastingof the
repairpaclet.

All the above protocolsare developedwith applicationdik e sharedwhiteboardsand
multiusergamegsequiringfull lossrecovery in mind. However, aswe pointedout multi-
mediaapplicationscantoleratecertainamountof pacletloss.

Structure Oriented Resilient Multicast (STORM)[10] is a multimediamulticastproto-
colin whichgroupparticipantsself organizethemselesinto a dynamicallybuilt distribu-
tion structureandusethe structureto recover lost pacletsfrom adjacennodes.STORM
distributesNACKs andrepairpaclketsalongthe multicaststructure.Eachrecever selects
aparentnodedependingiponlossexperiencedy thecandidatgarentnodeaswell asits
own playbackbuffer which determineshe upperboundon recovery lateng. Therequest
andrepairpacletsare sentusingunicastmechanisnbecausef which more numberof

requestandrepairsmight flow for the samelost paclet. In caseof Globalloss,the over-



all requestraffic increasessrequestaresentto thereceversthatarealsoexperiencing
the sameloss. And repairsare sentto eachrecever experiencingthe lossusingunicast
reducingthe numberof repairsbeingsentin the treeexperiencinghelosswith the effect
thatsomereceversdo notrecover from thelost paclet.

All theabove protocolseithertake helpfrom routersto avoid theimplosionandexpo-
sureproblemsin a multicastsessioror increasehe recovery lateng to avoid duplicates
in the multicastsessioror addtoo muchtraffic in the network in termsof requestsand
repairs.

We proposea new techniquecalledWAIT, which avoidstheimplosionandexposure
problemsby effective communicatiorbetweertherecevers. The participantsn ourloss
recovery techniquearrangethemselesin groupsdependingiponthe topologyinforma-
tion aswell asknowledgeof thesurroundingheighborsn amulticastsessionBy forming
agroup,sessiorparticipantgecoverfrom thetwo typesof losseqGlobal Loss andLocal
Loss) effectively. Thedecisionaboutwhento sendtherequespaclketandto whichnearby
recever is decideddynamicallybasedon delayandlossin orderto reducethe recovery
lateny usingthe topologyinformation. In caseof Global Loss, a grouphead(selected
dependingiponits positionin thelocal groupin the multicasttree)sendsa speciaWAIT
paclet to the othernearbyrecever(s)informing themthatthe groupheadhasalsoexpe-
riencedthe samelossasthatof the otherreceversandis taking the responsibilityof the
lossrecovery procesdor them.Also, thereceversdecidewhento sendtherepairrequest
dependinguponthelossthey experiencganddependingupontheir own quality require-
ment)aswell astheexpectedecorerylateny andwhetherthey receve any WAIT paclet
from their replierrecevers. We believe this techniqueeffectively recorersfrom theloss
of pacletsaswell asmaintainsthe desiredquality (in termsof lossaswell asdelay) of
theaudioand/orvideo streamsn amulticastsession.

In orderto form a group, recevers needsto have sometopology information. For



the delivery of topologyinformationwe proposea new multicast trace route mechanism
andlimited scope receiver information delivery mechanism. In our proposedSendeiini-
tiated Multicast Trace-Routenechanismeachmulticastcapablerouteraddsits address
in thetrace-routgaclet (sentby thesenderpeforeforwardingthatpacletto all the other
links in the multicasttreefor the session.To deliver informationaboutthe neighboring
recevers,we proposethe Limited ScopeRecever Information Sub-castnechanisnthat
usesT TL basedscopingto sendtheinformationto only the neighborsf therecever.

To evaluateour proposedWAIT protocol, we usean event driven network simula-
tor calledNS2 (Network Simulator- Version2) [11]. NS2 cansimulatea network of
computersvith mechanismso simulatecommunicatiorbetweerthe network nodesand
carryoutperformancetudiesof variousprotocolsaswell asdifferentroutermanagement
techniquesNS2 supportsvariousmulticastrouting protocolsaswell asthe SRM [6] and
PGM [8] protocols.We have carriedout a performanceomparisorof WAIT with SRM
andPGM in termsof Recovery Percentage, Recovery Latency, percentage overhead on
the receivers andmultimedia application quality.

Theremaindeof thethesisreportis asfollows: Chapter2 presentsherelatedworkin
theareaof reliableaswell asresilient(semi-reliablemulticast,anddescribesherequire-
mentsof multimediaapplications.Chapter3 presentour approachthe WAIT protocol,
which canbeusedfor reliableaswell assemi-reliabledatadeliveryin amulticastsession.
Chapterd presentsheimplementatiordetailsandthe simulationsetupfor the evaluation
of WAIT protocol.Chaptel5 dealswith theevaluationof differentWAIT protocolconfig-
urationsaswell ascomparisorof WAIT with SRM[6] andPGM[8]. Chapter6 discusses

futurework andChapter7 concludedhethesis.



Chapter 2

RelatedWork

Multicastcommunicatioroverthelnternetis implementedisinglP MulticastandMBone,
asdescribedn Section2.1. IP Multicastandthe MBone areusedprimarily for the mul-
timediaapplicationdik e Video-On-Deman@ndaudioandvideo conferencing.Section
2.2 describesnultimediaor continuousmedia. SincelP Multicastis a best-effort ser
vice, thereusuallyis someprovision for recovering from the lossesexperiencedoy the
receversin a multicastsession.Section2.1 alsodescribedoss over the MBone. With
losscomesdegradedquality of audioandvideo streams.A numberof techniqueshave
beenproposedo counterthe effectsof thelossencounteredby multicaststreamsThese

lossrecovery techniquesanbebroadlydividedinto

1. Sendebasedossrecovery (Section2.3).

2. Receverbasedossrecovery (Section2.4).

2.1 MBone and IP Multicast

In 1992, the InternetEngineeringTask Force (IETF) decidedto build a virtual network

thatrunson top of existing Internetto fulfill therequirement®f group-applicationsvith
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effective useof network resourcesThis gave riseto thetoday's MBone (MulticastBack-
bone)which works on the principlesof IP Multicast[1]. The MBone consistsof special
multicastcapableroutersaswell astraditionalunicastrouters.

IP Multicastprovidesaneffective mechanisnof disseminatinglatafrom asendeto a
groupof recevers.Insteadof sendinga separateopy of datato eachindividualrecever,
the sendersendsa single copy to all recevers,which reduceghe network overheadn
termsof routerresourcesisesaswell asprovidesfor effective bandwidthutilization. To
deliver the datato the authorizedmembersa multicasttreeis setupin the network with
thesenderactingastheroot of thetreeandreceversactingasthe leavesof thetree. The
sendersendspacletsto a group address andreceverswishing to join the groupsimply
inform alocal designatedouterusinglGMP protocol[12] andlistento thegroupaddress.
Multicastrouting protocolslike CBT [13], DVMRP[14], PIM[15], MOSPF[16] canbe
usedto deliver paclets to the joining recevers. In the MBone, the mostwidely used
routingprotocolis DistanceVectorMulticastrouting protocol(DVMRP)[14].

The classD addressinggchemadentifiesa multicastpaclet. ClassD addresseare
identifiedby thetop orderbits setto be 1110andtheaddressangefor ClassD addresses
are224.0.0.0 239.255.255.25%eeFigure2.1).

[TTTOXXXX | XXXKXXXX | XXXXXXXX | XXXXXXXX |

Figure2.1: MulticastAddressFormat

This multicastaddressllocationis controlledby the InternetAssignedNumbersAu-
thority (IANA) which generallydoesnot assignindividual IP multicastaddresset new
applicationprogramsaunlessthereis a strongtechnicaljustification. This leadsto alloca-
tion of addressedynamically The mostwidely usedmethodfor DynamiclP Multicast
addressings SessiorDirectoryprogram(SDR)[17].

Eachmulticastflow is identifiedby the sendeladdressanddestinatiorgroupaddress.
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Whena multicastcapablerouterrecevesa multicastpaclet, it checksfor the interfaces
insideits routing table which leadsto the participantsof a multicastsessiorand sends
the paclet throughall thoseinterfacesonly. If the routeris not multicastcapable then
the router encapsulatethe multicastpaclet into an unicastpacket and then sendsthe
unicastpaclet to the next routerin the path. This mechanismis calledtunneling. New
commerciakoutersarebecomingmulticastcapablesliminatingthe needandoverheacbf
tunneling.

SincelP Multicastmodelis built uponthe unreliable besteffort delivery usingUDP
asthe transportlayer protocol,lossesare boundto occurwithin the network. The main
causeof losseds routercongestionPrevious studieshasshovn that50%of therecevers
have a meanlossrate of about10% or lower [3]. 80% of thereceversexperiencedoss
ratelessthan20%. 80% of thereceversreportedno lossduringsomeinterval of theday.
During someinterval of the dayaround30% of thereceversexperiencednorethan20%
loss. Around 80% of receversreportedsomeinterval during the day when more than
20%losswasobsened. About 30% of thereceversreportedat leastoneinterval where
the lossrate was above 95%. They also shaved that paclet lossesalso occurin long
burstsof 2-5 pacletseventhoughsinglepacletlossesdominatethe overall losspattern.

AstheMBoneisincreasinglybeingusedfor audioandvideoconferencingtheamount
of multicasttraffic hasincreasedremendously This demanddor increasdn the band-
width aswell asbettermulticastsolutionsto the problemsdescribedn Chapterl. By
proposingthe WAIT protocol,we make an attemptto reducethe amountof traffic over
the MBone by selectvely askingfor retransmissiorof the lost pacletsin the network.
At the sametime we try to provide the multimediamulticastapplicationsthe requested

quality by recoveringfrom thelosseghatoccuroverthe MBone.
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2.2 Continuous Media

With the increasinguseof cost-efective audioandvideo hardwarealongwith the avail-

ability of high speedhetworks providing high bandwidthnecessaryor continuousnedia
communicationsmultimediaapplicationshave beenan effective meanfor collaboration.
Collaboratve applicationdik e video-conferencinggroup-wareandcomputersupported
cooperatie work cantake advantageof efficient IP Multicast. However, communication

usingaudioandvideooverthe Internetfacessomechallenges.

1. High volume of data. CD-qualityaudioandHDTV-quality videorequirehigh rates
of datatransfermeasuredn Mb/s andGb/s. Variouscompressiongechniquesle-

velopedsofar aretargetedto reducethe bandwidthutilization significantly

2. Interactivity. Thereare strict delay requirementdetweenthe senderandthe re-
ceiver to presere the real time interactve natureof the multimediaapplications.
Paststudieshave shovn thata certainamountof delayis tolerableby humanghat
canbebetweem0and600millisecondg18]. Along with this problemof bounded
delaywe havetheproblemof boundedielayvariancecalledjitter. Jitteris normally
dealtwith by usingbuffering at the recever anddelayingthe playbackof receved
data.But thisincreasesotal delayexperiencedat therecever with improvementn

the playbackquality.

Usually the audio and video streamscan be transmittedby addingboth audio and
videodatainto oneframewhichgreatlyfacilitatestheinter-mediasynchronizatioraseach
frameis a synchronizatiorpoint. But by transmittingeachtype of mediaindependentf
the other we cantreat eachmediaindependentlywhich allows us for media-specific
treatment.This media-specifitreatmenprovidesfor toleratingincreasedlegradationof

videoquality thanthe audioquality degradation.
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Multimediaapplicationgequirealot of bandwidthandarealsoextremelydelaysen-
sitive. But lossof pacletsoccurin the network, andreceversneedto recover from the

losseswithout incurringtoo muchoverhead.In this thesis,we are proposinga new ap-

proachfor lossrecovery duringamulticastsessionwhich selectvely asksfor retransmis
sion of the lost paclet(s)allowing therecever to toleratesomelossdependinguponthe
guality asked by the application. We alsotake into accountthe usefulnes®f the repair
paclet basedon delay If therepairpacletis goingto arrive late, our approachdoesnot

askfor retransmissiorfurtherreducingthe overheadf paclets.

2.3 SenderBasedLossRecovery

Sendetbasedossrecovery canbe split into passve channelencodingandactive retrans-

mission.
1. Passve Channel Encoding

Passve channelencodingtechniquesarefurtherdividedinto Interleaving andFor-

warderrorcorrection(FEC)technique$19].

In Interleaving, dataunits areresequencetieforetransmissiorandoriginal adja-
centunits areseparatedby a guaranteedlistancen thetransmittedstreamandare
returnedto their original orderat the recever. Interleaving disperseshe effect of
paclet losses.A lossof single paclet resultsin multiple small gapsin the recon-
structedstream. In caseof non-interleaed streamsa large gap occursfor each
paclet loss. A disadwantageof interleaving is increasedateng, which limits the
useof this techniqueonly to the non-interactre application.A majoradwantageof

interleaving is thatit doesnotincreaséhebandwidthrequiremenbf a stream.

Forward Error Correctionrelieson additionof repairdatato a stream.Therepair

datacanbe
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(a) Independentf contentsof the streamor

(b) Dependenuponthe contentsof the stream.

(a) Media IndependentFEC

This approachusescodesto produceadditionalpaclets for transmissiorto
aid the correctionof losses.Eachcodetakesa codeword of k datapaclets
andgenerates-k additionalcheckpacletsfor transmissiorof n packetsover

the network.

Theadwantageof this techniquds thatsincethey aremediaindependentthe
operationof forward error correctiondoesnot dependupon contentsof the
paclets and the repairis an exact replacemenfor a lost paclet. Also the
computationto derive error correctionpacletsis relatively simpleandsmall.
But the disadwantagds thatthey incur additionaldelay increasedandwidth
anddifficult decodetimplementation.
(b) Media SpecificFEC

In thisapproacheachunit of datais transmittedn multiple paclets.If apaclet
is lostthenanotherpacletcontainingthe sameunitis usedto recover from the
loss. Primaryencoding(thefirst transmittedcopy of the data)andsecondary
encodingwhich is usuallyalow-bandwidth Jower quality encodingthanthe
primaryis usedto achieve this. Useof mediaspecificFECincursoverheadn
termsof paclet size,which is variableanddependsiponthe encodingtech-
nique. The quality of repairvarieswith the overload. The advantageof me-
dia specificFEC s low-lateny which is suitablefor interactve applications

wherelarge end-to-endielaycannotbetolerated.

2. SenderBasedRetransmission
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Retransmissiobasedschemesvherein alossof paclettriggerstherecovery pro-
cessfor the lost paclet is anotherway to handlethe paclet loss. In a multicast
sessiorthis type of mechanisnshouldbe handledin a very effective mannerelse
thereis overheadrom repairrequestandrepairsn themulticastsessionTheideal
protocolfor the lossrecovery shouldsendonly onerepairrequesto the senderor
anothemearbyreceverwho hasrecevedthe paclet. And therepairshouldbe sent
only to the receverswho have experiencedhe sameloss. The recovery lateny
shouldalsobetakeninto accountfor therealtime multicastsessionsvherein late

repairbecomesiselesbecausef therealtime natureof the data.

As describedabove, one of the sendetbasedapproachesaken by the researctcom-
munity is thatthesendehasto take theresponsibilityof thereliabledelivery of pacletsto
the otherparticipantan the multicastsession.This increaseshe burdenon senderasthe
sendethasto keeptrack of the receptionstateof eachrecever. Also in caseof different
receversexperiencingdifferentlossesthe sendemwill getfloodedwith the retransmis-
sionrequestsTherecoverylateng for thelost pacletscanbeeffectively reducedf some
nearbyrecever helpstherecever experiencingossto recover from theloss. We believe
thatthis is very usefulfor the applicationsrequiring real-timedelivery of dataandlate

dataprovesto beuseless.

2.4 Receier BasedLossRecovery

In recentyearstherehasbeena numberof solutions/ protocolsproposedor reliable
multicastthatattemptgo recover all lost paclets. TheseprotocolsarecalledasReliable
Multicast Protocols.

Scalabilityis animportantissuewhile designinga multicasttransportprotocol. De-

signingamulticasttransporprotocolthatscaledo largegroupsizesinfluenceghedesign

16



of severalfunctionslik e datapropagationreliability, repairrequestfeedbackcontrol,re-
transmissiorof lost data,flow andcongestiorcontrol, locusof control, ordering,group

managemerdandtargetapplication.Someof therecentlyproposedrotocolsare:
1. ScalableReliableMulticast(SRM) [6],
2. Light MulticastServiceqLMS) [7],
3. PragmaticGeneraMulticast(PGM) [8],
4. Active ReliableMulticast(ARM) [9],
5. TreeBasedReliableMulticastProtocol(TRAM)[20].

All the above protocolsare Reliable meaningthatthey carefor eachandevery lost
paclet to be recovered. Since multimediaapplicationscan toleratecertainamountof
pacletloss,therearesomeResilient Multicast Protocols beingdevelopedsuchasStruc-

ture OrientedReliableMulticast(STORM)[10].

2.4.1 ScalableReliable Multicast (SRM)

ScalableReliableProtocol(SRM)[6] is a prominentsolutionproposedvith requirements
of a sharedwhite-boardtool in mind. It works on the principlesof Application Level
Framing[21] and Light-Weight SessiongLWS)[22]. ALF leavtesasmuchof the func-
tionality andflexibility aspossibleto theapplication.SRM usesmulticastgroupconcept
of IP Multicast. Becauseof this conceptthe datasourcessenddatato the group’s mul-
ticastaddressandreceverssimply listensto thataddresshenceno knowledgeof group
membershipr datasourcess required.Whena recever detectsa paclet lossby detect-
ing gapin thesequencaumberof therecevedpacletstherecever multicastsa Negative

Acknowledgmeni{NACK) to theentiregroup,closestreceverwith therequestediatare-
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spondswith therequesteghaclet. Repairpacletsarealsomulticastedo theentiregroup.
This canresultin NACK implosionaswell asExposureproblem.

To avoid NACK implosion,SRM usesa randomizedNACK transmissioralgorithm.
Whenarecever detectsa loss, it doesnot transmitthe NACK immediatelybut instead,
waits for a randomamountof time in hopethat someotherrecever might multicasta

NACK for thesamepaclet.

Theback-of timeis calculatedoy usingthe expression
back-of time=D(C1+ C2 x r)
where:
D : estimateof oneway delaybetweerthe sourceandtherecever.
C1,C2 : Non-ngyative constants.

r . Uniformly distributedrandomnumber{0, 1].

The(C1 x D componenbf theabove expressioris calleda Deterministic delay which
is usedto suppresduplicate NACKs from recevers locatedat different levels in the
multicasttree.

The C2 x D x r componenbf the above expressions calledas Random Delay to
suppressiuplicateNACKs sentby receversatthe samedevel in thetree. The sameback-
off timer mechanisms usedbeforesendingthe repairto avoid duplicaterepairs. Since
therearetwo back-of delaysthetotal recoverylateng is greatlyincreased.

The scalingbehaior of SRM dependsupontopology of the underlyingnetwork as
well asdetailsof the timer algorithm. The valuesof C'1 andC?2 largely affect different
requirement®f differentapplications.Someapplicationsrequirelow recovery lateng,
but the expectedateny is boundedoy (C1 + C2 x f) wheref is afunctionof network
topology Hencethereis tradeof betweernrecovery lateny andduplicateNACKs. The
scalingbehaior alsodependsiponan accurateestimateof the delayvariable D. Also,

asthe numberof receversin the multicastsessiorincreasesthe probability of any one
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recever experiencinga lossalsoincreaseswhich hasthe effect thatall otherrecevers
will have to dealwith NACKs andrepairs. In the worst case,every packet sentmight
have to be retransmittedvhich effectively reduceghe bandwidthconsumptionaswell
asinducesmore overheadon the recevers. When the group membershipor network
topologychangesthe componentgor calculatingback-of time have to be recalculated.
This increasegime to adaptto the bestperformancehat canbe offeredby SRM. The
performancendscalabilityof SRM suffersbecaus®f usingglobalmechanism#o solve
local problems.

To limit exposure SRMwith localrecaorery enhancemen{®3] usesT TL basedscop-

ing. However estimatingappropriatel TL valueis aunsolhedproblem.

2.4.2 TreeBasedSchemedor lossRecovery

Tree basedschemege.g. RMTP[24], TMTP[25], TRAM[20]) for lossrecovery offer
excellentscalabilityby arrangingreceversin atreehierarchy Treebasedschemesm-
prove SRM’s lack of local recorery andhigh recovery lateng by arrangingtherecevers
in a logical tree wherethe receverswill groupthemselesin local groupsandelecta
groupheadthatwill take theresponsibilityto caterto thelossesexperiencedy its group
members.But constructinga treeis a difficult problemsincereceversdo not have the
topologyinformation. Hencesometree-basedgchemesisea pre-configurechierarchy
(RMTP) [24] and othersuseexpensve mechanisnto createand maintaintree (TMTP)
[25]. Buteventheseschemeslo not shieldbottlenecKinks from unnecessarsequesand

repairtraffic.

TRAM

TRAM [20] ensuregeliability by using selectve acknavledgmentand scalability by

adaptinga hierarchicatree-basedepairmechanismThehierarchicatreenotonly elim-
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inatesimplosionrelatedproblemsbut alsoenabledocalizedmulticastrepairs.In TRAM,
thereceversandsendeinteractwith eachotherto dynamicallyform repairgroups.These
repairgroupsarelinkedtogetheiin ahierarchicalnannero form atreewith thesendeis
theroot of thetree. Everyrepairgrouphasarecever thatfunctionsasa grouphead.Ex-
ceptfor thesenderevery groupheadis amemberof someotherrepairgroup. Thegroup
membergeportlost andsuccessfullyreceved datato the groupheadusingthe selectve
acknavledgmentmechanismTo avoid overload,eachrepairheadis responsibldor only
alimited numberof recevers. The repairheadcachesvery messagasentby the sender
andalsoprovidesrepairservicefor themessagethatarereportedaslostby themembers.
If thegroupheaddoesnot have thedatait asksfor the datafrom the groupheadof which

it is amember Thus,thereis a hierarchyof local groupsto helpwith therecovery.

2.4.3 Network Support for LossRecovery

All of the abore schemesssumedhat applicationscould not obtainhelp from the net-
work routers,sinceroutersare consideredo be preciousresourceshat have to forward
pacletsat high ratesandrun severalprotocols.Also lossrecovery is consideredo bean
end-to-endssue.

Becauseof the difficultiesin ReliableMulticast, researcherarenow examiningthe
possibility of network involvement.Thetopologyinformationavailableat routerscanbe
usedto avoid the implosionand exposureproblemsby restrictingthe traffic of NACKs
andrepairpacletsonly to the partof thetree(calledaslosssub-tree}hatis experiencing
thelosssincelossononelink resultsin all receversdown thatlink experiencinghesame
loss. In lastfew yearstherehasbeennen schemegproposedhatusevarying degreesof
network support.Someof theseincludesLight Multicast ServiceLMS) [7], Pragmatic

GeneraMulticast(PGM) [8], Active ReliableMulticast(ARM) [9].
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Light Multicast SessiongLMS)

LMS [7] allows ary receverto retransmitepairpaclets. Therearethreebasicprinciples

onwhich LMS works:

e Eachrouterselectsareplierlink for retransmission.
e RoutersguideNACKsto appropriateecevers,and

e Routersmulticastrepairsonly from theroot of losssub-tree.

Eachrouterselectsits replier link basedon the loss experiencedoy the recever at-
tachedo thatlink. Upondetectingaloss,receverswill multicasta NACK with aspecial
IP option so that routerscan recognizesuchNACKs. Routersforward NACKs to the
replierinterfaceexceptNACKSs from the replier interfaceareforwardedto the upstream
router TherouterthatforwardsNACKsto areplierlink (thereplierlink above the point
of losswhich hastherequestedlatapaclet) is calledthe turning point thatis considered
to betheroot of thelosssub-tree.Thereplierthenunicastsherepairpaclet to the turn-
ing pointwhichin turn multicaststhe packet dowvnstreamHowever, sinceLMS assumes
thatthereplierlink representshelosssub-treejf only thereplierlink experiences loss
thenthe entire downstreamtree will receve duplicateswhich will leadto the exposure
problem.

Anotherproblemwith LMS is thatit selectsthe repliersonly from the downstream
links thatwill increaseaecovery lateng in sometopologiedik e long chaintopologies.

Also LMS canoverreactto NACKsfor pacletsthathave justbeerretransmittedgince
suchNACKSs canrepresent late arrival of the NACK, andthis might leadto exposure

sincethereplierwill retransmitherepairagain.

Pragmatic General Multicast (PGM)

PGM [8] is the mosthearyweight of the routerassistegorotocolssofar. PGM requires
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thatretransmissiomf repairpacletsshouldbe donefrom the sourceor from someDes-
ignatedLocal Re-transmittergDLRs). A DLR mustlie directly on the pathfrom the
source.After detectingloss,a recever selectsa randomback-of interval andthenuni-
castsa NACK to the upstreamPGM router Whena PGM routerrecevesa NACK it
multicastsa NACK Confirmation(NCF) on the link from whereit receved the NACK
and unicaststhe NACK to the upstreanrouter At the sametime the router createsa
NACK statefor the correspondingequenceumber NCFsareusedto acknavledgere-
ceptionof theNACK. Routerssuppressimilar NACKs from otherreceversby checking
the NACK states After the sourcerecevesa NACK, it retransmitswith repair(RDATA)
paclet. EachrouterforwardsRDATA on links from which the routerreceved NACKs
for thepaclet. After therouterforwardsthe RDATA it discardghecorrespondindNACK
state. This leadsto the Dangling NACK State problemi.e. the NACK stateis not dis-
cardedat routersuntil NACK stateat routersexpireswhenthe RDATA paclet is lost.
Hence,if arecever did not receve RDATA andtimesout andsendsa NACK thenthe
routerswill incorrectlyassumehatthereis recovery procesgjoing on upstreanthetree
andit will dropthe NACK. This canleadto multiple retransmissionef RDATA paclets.
Also in sometopologieswherethe distancebetweenreceversis large, a recever close
to thelossmay senda NACK andtrigger a retransmissioeforeNACKs from distant
downstreanrecevershave a chanceto establishNACK stateall the way to the source.
Sincethe NACK stateis wiped out by the RDATA, a NACK arriving at a routeraftera
RDATA haspasseavill reestablisliheNACK stateall theway to thesourcethiswill lead

to repeatedetransmissiomndexposureproblem.

Active Reliable Multicast (ARM)

ARM [9] is alsoanotherreliablemulticastprotocolbasednthe principlesof Active Net-

workingtechnology ARM utilizesrouterbasecerrorrecovery to reduceend-to-endvide
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arealateng andto distributetheload of retransmissionsARM usesintermediateouters
to protectthesenderandnetwork bandwidthfrom unnecessarfeedbackandrepairtraffic.

Intermediateoutersperformfollowing functions:

1. Data caching for local retransmissions. Routersat stratgjic pointsmake 'bestef-
fort’ cachingof datafor possibleretransmissionslhetime to cachedatais approx-
imatedasafunctionof theinter-paclet sendingrateandthemaxRTT (RoundTrip

Time) betweerthe senderandthe “f arthest’recever downstream.

2. NACK fusion and suppression. Routerscontrol implosion by droppingduplicate
NACKSs and forwarding only one NACK upstreamtowardsthe source. Whena
routerrecevesa NACK, it retransmitghe repairif it is in its cache elseit sends
the NACK towardsthe sendelandmakesanentryinto a subscriptiorbitmapabout
onwhichlink thatNACK came.Routerscontrolimplosionby droppingduplicate
NACKSs by looking at the entriesin the subscriptiorbitmapandsendingonly one

NACK upstream.

3. Partial Multicasting for scoped retransmissions. Routersperformmulticastingof
retransmittedoaclets so that they are deliveredonly to receversthat previously
requestedhem. Retransmissiofy routersis done using partial multicastingto
the receverswho requestedhat paclet by using a subscriptionbitmap. Routers
alsomaintaina repairrecordthat indicateson which links the router hasalready
forwardedtherepairpaclet. Thisrepairrecordis usedto supprestNACKs sentby
thereceversbeforethey receve therepairpacletthatis in transit. This solvesthe

problemof exposure.

Becausentermediateroutersdo the retransmissionstecovery lateny is reduced.
However, this approachincursadditionalburdenon the routers,which aretraditionally

consideredisstoreandforward nodes.
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In our approachwe usean effective communicationbetweenthe participatingre-
ceivers.We explicitly provide all thereceversthenecessarynformationaboutthetopol-
ogy (pathto the sender)of the multicastsessiorusinga new Sender-Initiated Multicast
Trace-Route mechanisnaswell asinformationaboutnearbyparticipatingreceversusing
a Limited Scope Receiver Information Delivery mechanism.This reduceshe overhead
put on the routersby PGM [8], LMS [7], ARM [9] androutersare freed from the ad-
ditional burdenof taking partin the lossrecovery processof the end hosts. Sincethe
receversreceve informationaboutthe nearbyreceversaswell asthe pathto the sender
they groupthemselesto recover from the losswith a minimumrecovery lateng. Also
the routersdo not have to do cachingof dataasdoneby ARM [9] anddo not have to
generatahe pacletslike NACK confirmationg NCFs)asdonein PGM [8], do not have
to keepthe lossstatisticsof the attachedinks asdonein LMS [7]. In our approachthe
retransmissiolf thelost pacletsis donefrom a nearbyrecever which hastherequested
paclet which is determinedoy the useof WAIT pacletsandroutersdo not take partin

thelossrecovery process.

2.4.4 ResilientMulticast Protocol

Differentmultimediaapplicationdik e Video-On-Demana@nd Video-conferencingver
thelnternetmayrequirelP Multicastservice.Sincereal-timedelivery of pacletsis essen-
tial for continuousplaybackof audio/videostreamsit hasbeenbelievedthatattempting
to recover from lost pacletsis notimportantor evennotfeasible.Insteadjt hasbeenob-
senedthatmultimediaapplicationsantoleratecertainamountof pacletloss,hencemost
of the researchs concentratesn devising adaptatiortechniquego minimize effect of
pacletlossandvariabledelays.But sincemultimediaapplicationsalreadyconsumealot
of bandwidthsuchtechniquesaddto the bandwidthutilization. Someresilient protocols

have beendevelopedthatallow retransmissiont achiese higherquality. STORM[10] is
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onesuchprotocol.

Structur e Oriented Resilient Multicast (STORM)

STORM [10] is a resilientmulticastprotocolin which group participantsself-oiganize
themselesinto adynamicallybuilt distribution structureandusethe structureto recover
lost pacletsfrom adjacennodes.STORM is developedwith two featuresof multimedia

applicationgn mind:

1. minimize overheadof control pacletssincemultimediaapplicationsalreadycon-

sumelargeamountof bandwidth.
2. minimizedelayin recovery of pacletssincepacletsarriving latewill bediscarded.

STORM distributes NACKs and repair paclets along the structure. Eachrecever
selectsits parentnodedependinguponthe quality of the parentnodein termsof loss
experiencedby the candidateparentnodeandthe recever’s own playbackbuffer size.
The playbackbuffer size determineshow late cana paclet aswell asa repairarrive at
therecever andstill be useful. Whenarecever detectsa paclet lossit selectsa parent
nodefrom the parentlist and sendsa unicastNACK for that paclet to the parent. If
after a certaintime out if the paclet hasnot arrived, thenit selectsanotherparentand
sendsanothemMACK. This continuesuntil the pacletis recoveredor thereis no needto
recover it any moresincetherecoveredpaclet will bediscardedWhena parentreceves
a NACK it immediatelyunicaststhe repair paclet to the child if therepairis available.
Sincetherepairis unicastto thechild if therearemary nodesexperiencinghe sameloss
therewill be moreretransmissionsyhich reducethe effective bandwidthutilization and
if downstrearmodeschoosesamenodeasa parentit canflood the parent.

In STORM, sinceeachrecever sendgherequesto its parentnode,in caseof global

loss,somereceverswhich are experiencingthe samelosswill be receving the request
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pacletsfrom the otherrecevers.In ourapproachalocalreplierrecever explicitly sends
a specialWAIT paclet to the nearbyrecever(s)attachedo the samemulticastcapable
routerto which thereplieritself is attached.This hasthe effect thatthe root of the loss
subtreas foundwhenalocalreplierneartheroot of thelosssubtreedoesnotreceve ary
WAIT pacletsentby its upstreanreplier Thedecisionto sendtherequesis alsodecided
uponthedelaythatthelocal replieris goingto experiencefor therecovery of the paclet
from its upstreanreplierrecever. If the expectedrecovery lateng for arepairis more
thanthe play-outtime for the paclet, the replier simply doesnot sendary requestand
theoverheadf unnecessargepairpacletinjectedin thelosssubtreds avoided. We also
make the recevers“smarter” by checkingif the repairpaclket canbe usefuldepending
uponthe playbackbuffer size of the recever andthe expectedrecovery lateng for the
lost paclet.

In STORM, eachrecever hasto maintaininformationaboutall the participantsn the
sessionThisleadsto moreoverheadnthesessionln ourapproachye areavoidingthat
eachrecever needto storeinformationabouteachotherparticipant.We asktherecevers
to storeonly theinformationof thereceversthatareattachedo thesamemulticastrouter
asitself andotherreceversattachedo next upstreanrouter Thisreduceghe communi-
cationbetweenhereceversastherequesftor lost paclet travels eitherat the samelevel
in thetreeor only onelevel upthetree.

As IP Multicastis a besteffort servicewhich usesUDP asthe transportlayer proto-
col, lossesareboundto occurduringa multicastsession.To recover from lossesgither
sendeibasedapproacthor recever basedapproacltanbeused.Sendetbasedapproaches
have the problemof recovery lateny aswell asACK Implosion. In recever basedap-
proachesteceverssharetheresponsibilityof helpingotherreceversto recover from the
loss.Howevertheseapproacheseedto considertheimplosion andexposure problemsas

discussedn Chapterl. Most of the reliable multicastprotocolsrecover eachandevery
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paclet. To avoid theimplosionandexposureproblemsmostof the protocolseithertrade
recovery lateny or add morefunctionality in the routers. However, ContinuousMedia
applicationsare losstolerantbut are delay sensitve. Hence,for suchapplicationsthe
recovery of alost paclet shouldbe donein realtime to avoid unnecessargepairreceved
afterthe paclet becomesuselesdor the applicationdueto realtime natureof the data.
Also, suchapplicationsdo not needthefully reliablerecovery providedby the protocols
likeSRM[6], PGM[8] andARM [9]. STORM [10] is aresilientmulticastprotocolwhich
takesinto accounthe ContinuousMediacharacteristicandtriesto recover a lost paclet

till it concludeghattherepairis goingto beuseless.
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Chapter 3

Approach

Our approactof the protocolwork is motivatedby the argumentthat routersshouldbe
keptassimpleaspossibleandthey shouldnot take partin the end-to-endssuedik e loss
detectionandrecovery. In our approachthe end hostsperformlossrecovery tasksof
finding thatalosshasoccurredandrecovering from thelossin the mosteffective way in
termsof recovery lateny andwithouttheimplosionandexposureproblemgdescribedn
Chapterl).

Ourlossrecovery techniqueworksdifferentlyfor the Global Loss andLocal Loss:

e Global Loss Recovery

If lossoccurson the ‘trunk link’ the recever closestto the root of the loss sub-
treeexperienceshelossfirst. Soit shouldbeableto sendthe NACK to therecever
and/orsendemwhicheveris closesto it andis abovethelosslink. Thesendeand/or
therecever shouldsendtherepairpacletto theroot of thelosssubtredrom where

sub-castingf therepairto thelosssubtreds done.

e Local Loss Recovery

If lossoccurson the leaf link(s) then ‘sub-casting’shouldnot be doneto avoid
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unnecessargepairpaclets. Insteadtherepairshouldbe unicastedln thiscasethe
lossshouldbe ableto be recoreredby the co-ordinationof the receverscloserto
eachotheri.e. by someotherrecever attachedo the samemulticastcapablerouter
orthenext nearbyreceverupthetree,avoiding othernearbyreceverstheoverhead

of processinginnecessargontrol paclets.

Our approachthe WAIT protocol,triesto reducethe overheadn routersandtriesto
avoid the routersto participatein the endhostissues.For reducingthe overheadon the
routers thereceverscanbenefitfrom having sometopologyinformationthatcanbeused
duringthelossrecovery processReceversthatknow abouttheir neighborgarticipating
in the multicastsessiorcommunicatevith eachotherto recover from paclet losses.To
provide informationto the receversaboutits neighborswve useanefficient routetracing
mechanismwith minimum overheadon routers. Section3.1 describesnulticasttrace-
routemechanismn detalil.

In orderto have an efficient mechanismo recover from global andlocal loss (as
discussedn Chapterl), we obsened that there should be an explicit communication
betweenhereceversto decidethetype of lossaswell asthelosspointin the multicast
tree.For this, we electsomereceversasgroupheaddependingipontheir positionin the
treeandthesegroupheadssenda speciaWAIT pacletto otherdesignatedeceversin its
neighborhoodThe WAIT pacletsfunctionasthe suppressoref the NACKs thatcanbe
sentby othernearbyreceversto thegroupheadwhichmightleadto groupheadink being
congested.To caterto the commonloss experiencedoy somereceversbelow the loss
pointin aneffectiveway, we usesub-casting. In sub-casting, therepairpacletis unicasted
to theroot of thelosssubtreewhich is the routerthathaddroppedthe paclet previously,
andthisrouterthenmulticastgherepairpacletto theotherdownstreanrecevers.Section
3.4describesub-castingn detail.

Our approachtries to develop a mechanismwhereinnot all the paclets needto be
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recovered,asthis could still resultin acceptablanultimediaquality. Wheneer the re-
ceiversrecordmore lossthanthe decidedsessionossthreshold,the receversstartthe
lossrecovery process.Similarly, the decisionto sendthe NACK andWAIT pacletsare
decidedbaseduponthelosspercentagaswell astherecovery lateny expectedandthe
playbackbuffer size of the recevers. Section3.4 describeshow the loss detectionand

recovery mechanisnior our proposedNVAIT protocolworks.

3.1 Senderlnitiated Multicast Traceroute

Typically, areceverdrivenapproachs usedfor tracingtherouteto thesendeof ary data
paclet. The recever sendsthe traceroutepacletstowardsthe sourcein orderto getthe
pathto thesource.However, in amulticastsessionrecever driventraceroutewill leadto
overheadon the network asmoreandmorepacletswill beinjectedin the network. The
overheadncreasedinearly with the numberof participantan a multicastsession.

In our approachthe sendeiin the multicastsessioris responsibldor the routetrac-
ing from itself to all the recevers. The sendersendsa specialtraceroutepaclet in the
multicasttree,which follows the samepathalongthe tree setupby the multicastrouting
algorithmfor the multicastsession Whenthe multicastcapablerouteralongthe pathof
thetreeencountersucha paclet it addsits addressnto the paclet. The pacletis then
forwardedthroughall theinterfacedeadingto theotherreceversparticipatingn themul-
ticastsessiorand/orother multicastcapableroutersthat are alongthe multicastpathto
the participants Figure3.1 shaws this concept Eachrecever participatingin the session
neednottracepathto the sourceindividually, saving overheadn the network in thecase
of mary recevers.

By usingthe informationin the traceroutepaclet all the recevers participatingin

the multicastsessiorhave the pathinformationwhich canbe usedfor our proposedoss
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Figure3.1: Multicast TracerouteMechanism

recovery approach.Theinformationthatall receversneedto know for thelossrecovery

madeavailableby thetracerouteacletsis:
1. All themulticastrouterspresentailongthe pathto the sourcefrom therecever.

2. The multicastrouterto which the recever is attachedirectly or indirectly using

the unicastrouters.

Recever | Path From Source | NearestRouter | UpstreamRouter
2,3 1 1 -
5,7 1,4 4 1
8,9 1,4,6 6 4
11,12 1,4,10 10 4

Table3.1: Recever TopologyInformation

For the multicastsessiontopology shavn in Figure 1.1, the information aboutthe

topologythatis madeavailableto thereceversparticipatingn thesessionis summarized
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in theTable3.1. Thesametraceroutgacletis alsousedto find theround-trip-time(RTT)

betweersendeandrecever by includingatime-stampgn the paclet.

3.2 Limited ScopeRecever Information Sub-Cast

Thereceverreceving atraceroutgaclet findsoutto which multicastcapableouterit is
directly attached.Therecever thensendsa ping requesto the multicastrouterto which
it is attachedo find the RTT to thatrouterfrom therecever. Oncetherecever getsthe
informationaboutthe RTT to therouterit thensendsaninformationpacletto therouterto
sub-castheinformationusingtunnelingmechanisnto thedownstreanreceversattached
to the next downstreammulticastcapablerouterto which atleastonerecever is directly
attached.

This information paclet hasthe sourceaddressasthe addressof the senderof the
multicastsessiorandthedestinatioraddresssthegroupaddres®f themulticastsession.

In shorttheinformationpaclket hasthefollowing information:

1. Sourceaddress SessiorSenderAddress.

N

. Destinationaddress= SessiorGroupAddress.

3. RTT to themulticastcapablerouterto whichthereceveris attached.

IN

. Thetime theinformationpacletis sent.

ol

. Thequality thisrecever is maintainingfor the session.

The scopeof theseinformation paclets are limited usingtime to live (TTL) field
in the paclet header This reduceshe problemof flooding the paclet to all the down-
streamreceversasthe farthestrecever will have to procesamary informationpaclets.

By avoiding flooding we avoid extra overheadon the recevers. The only receversthat
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requireinformationaboutthe sendeiof theinformationpacletarethereceverswhichare
immediatelydownstreanto it aswell asreceversattachedo the samemulticastcapable
routerto which thesenderof theinformationpacletis attachedor our designegrotocol
to work.

When a recever recevesan information paclet from the other nearbyrecevers at-
tachedto the samemulticastcapablerouteraswell asotherupstreamparticipatingre-
ceiver(s),it storesheinformationfor laterselectingthe bestreplierfor the lossrecovery
of paclets. Theinformationthatarecever getsfrom aninformationpacket canbe sum-

marizedas:

1. Theaddres®f the sendeiof theinformationpaclet

2. TheRTT of thesendeto its multicastcapableouterto whichit is directly attached

in the multicasttree.

3. RTT betweenthe senderof the information paclet andthe recever receving the

informationpaclet.

4. Thequality thatthe senderof the informationpaclet is going to maintainif it be-

comesthereplierfor otherrecevers.

After the receversreceve all the informationpacletsthey decidewhich is the best

replierrecever for themasdescribedext in Section3.3.

3.3 Replier Recever Selection

Finding the bestreplier for the recovery of lost pacletsin a multicastsessionhasthe

following goals:

1. Low recovery lateng to thereplier.
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2. Directing the requestonly to the recever that has successfullyreceved the re-

guesteaclet.

3. In caseof global Loss,finding the root of the loss sub-treefor the startingpoint

from wheretherepairpacletswill besub-casted.

4. In caseof globalLoss,sub-casting therepairpacletsonly from theroot of theloss

sub-treesothatonly thereceversin thelosssub-treeeceve therepairpaclet.

5. Avoiding the unnecessarflNACKS in the loss sub-tree astheseNACKSs resultin

duplicaterepairsbeingsentin thelosssubtree.

6. Allow only one NACK to escapdrom the losssub-tree to avoid an explosion of

repairpacletsin thelosssub-tredeadingto duplicaterepairs.

After the recever(s) receve the information paclet(s), the recever(s) checkwhich
is the closestrecever to the multicastcapablerouterto which it itself is attached.The
recever closestto the multicastcapablerouter(in termsof RTT to therouter)actsasthe
group headfor the otherreceversattachedo the samemulticastcapablerouterandis
responsibldor therecovery of lost pacletsexperiencedy the otherreceversattachedo
samemulticastrouter Thisreplieractsasthelocal replier for theotherreceversattached
to the samemulticastcapablerouter And the samerecever asksfor the retransmission
of ary pacletslostontrunklinks (i.e. global 10ss) in thetreeasdescribedater.

Thelocalreplieralsocheckdor theupstreantlosesteceverby usingtheinformation
aboutthe next upstreammulticastrouterandthe closestrecever attachedo that router
The decisionaboutwhich is the closestrecever is doneusingthe routerRTT receved
in the information paclet sentby the upstreanrecever(s). This upstreanrecever acts
asthereplierfor thedownstreamocal replierrecever. Thelocal replierrecever sendsa

messag¢o the upstreanreplieraboutits existencein the sessionThe upstreanrecever
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that is actually the local replier recever for the upstreamgroup of recevers keepsthe

informationaboutthe next downstreanlocal replierrecever.

3.4 LossDetectionAnd LossRecovery Process

Eachrecever keepstrack of the sequenc@umberof the pacletsthatthe sendersendso
the multicastsessionWhentherecever recevesa paclet sequenceumbergreaterthan
the next expectedpaclet sequenc&umberit concludeghatthe pacletis lost andstarts
thelossrecovery process.

Thelossrecovery processn the WAIT protocolis divided into two partsdepending
uponthe approximatepoint of lossof the pacletin the multicasttree. The point of loss
is difficult to determineand at the sametime importantin orderto avoid unnecessary
NACKsandrepairs.Thelosscanoccuron eitherthetrunklink(s) (global loss) or theleaf

link(s) (local loss) asdescribedn Chapterl.

3.4.1 Casel: Global Loss Recovery

In this case the lossoccurson the trunk link. For example,for the topologyshown in
Figurel.l,if thelossoccursonthelink 1-4,all therecevers(5, 7,8,9,11,12)down the
link experiencehatloss. Therecever closesto theloss,recever 5, experiencesheloss
first asit is the closestrecever to router4. Eachrecever startsits recosery mechanism
to recover from the loss. As describedearlier recevers know abouttheir own replier
receversaswell astheresponsibilitythatthereceversmighthave to carryfor otherlocal
recevers.Table3.2 givesanexampleof therelationshipbetweertherecevers. Thetable

canbereadas:

1. Forrecever5, 7 is thereplierreceverand
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Recever | Replier Recever
2 0
3 2
5 2
7 5
9 5
8 9
11 5
12 11

Table3.2: Recever-ReplierRelationship

2. Forrecever12, 11is thereplierreceverandsoon.

|
O—0O—0Q

Lost Packet# X
WAIT
¢ Do not send NACK V
for packet # X

o '/@)\* o)
Pt

@

Figure3.2: LossDetectionandWAIT Mechanism

As recever 5 experiencedossoccurredon link 1 - 4 first, it sendsa specialWAIT
paclet to all the local receversi.e. receversattachedo the samerouteraswell asthe

next downstreamlocal replier recever. Similarly, recever 9 sendsa WAIT paclet to
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Recever SendingWAIT | Recever(s) receving WAIT
2 3,5
5 7,9,11
9 8
11 12

Table3.3: WAIT Packet Flow

recever 8 andsoon,asshown in Figure3.4.4.Table3.4.4summarizesheflow of WAIT

pacletsto therecevers.
Received a NACK for packet X
I | |
—=
v
v
5) =7
‘ \\®
/7
© a 12
I
2

Figure3.3: NackReceiptatthe Replier

Whenthereceversreceve the WAIT paclet sentfor the sequenceumber(s)t does
not sendany NACK to its replierrecever. Thelossin this casehasoccurredon link 1-4
andhencerecever 2 hasreceved the paclet andit doesnot sendany WAIT paclet to

recever5. Astherecever5 doesnotreceve ary WAIT pacletfromits replierrecever2,
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it determineghatit is the closestrecever to the point of loss. Eachlocal replierrecever
(e.0. 2, 5,9, 11) waits for the amountof time equalto the RTT betweenthe replier
recever anditself. Whena local replier recever doesnot receve any WAIT paclet for
the lost paclet(s),it decidesto sendthe NACK to the upstreanreplierrecever. In this
caserecever 5 doesnotreceve ary WAIT for the lost paclet(s)soit sendsa NACK to
theupstreanreplierrecever (recever 2) asshovn in Figure3.3.

TheNACK sentby alocal replier receiver consistf the following information:

1. Sequenc@umberof thelost pacletthatis to beretransmitted.
2. Theaddres®f the multicastcapablerouterwhichis theroot of thelosssub-tree.

3. In caseof burstyloss,the startingsequenceumberof the lossburstandthe burst

length.

Whenareplierreceverrecevesa NACK sentby thenext downstreanreplierrecever,
it checksfor the availability of the paclet with it. If it findsthatthe requestegacletis
availablewith it, thenit encapsulates therequesteghacletinto anothempaclet addressed
to the router which is assumedo be the root of loss subtree. This router addresss
informedby the senderof the NACK to thereplierrecever. In our example,recever 5
informsrecever 2 to sendtherepairto therouter4.

Therepairpacletis thensentto the designatedouter Therouterwith its addressas
thedestinatioraddres®of the paclet thenstripsoff the outerpaclket andthensub-castst
down thetreeasshown in Figure3.4.

In our example,whenlossoccurson the link 1-4, the following sequencef events

take place:

1. Recever 5 waitsto receve ary WAIT paclet from the upstreanrecever 2. Since
recever2 hasnotexperiencedry lossit doesnotsendany WAIT pacletto recever

5.
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+
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Figure3.4: RouterSub-castMechanism

. Recever 5 doesnot getarny WAIT paclet from recever 2 after the expiration of
thetime of oneRTT to therecever 2. Recever 5 concludeghatlosshasoccurred
onlink 1-4 andsendsa NACK to recever 2 with thelost sequenc@&umberandthe

addres®f therouter4.
. Recever 2 recevesthe NACK andchecksor the availability of the paclet.

. If it finds the requestedpaclet in its play-backbuffer, it encapsulatethe repair
paclet in a paclet with destinationaddresf router4. The inner paclet hasits
sourceaddressas the sourceaddressf the session(addressof node0) andthe

destinatioraddressasthe groupaddres®f the multicastsession.

. Recever 2 sendghe encapsulatetepairpacletto therouter4.
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6. Router4 recevesthe encapsulatedaclet anddecapsulates.

7. Router4 looks at the sourceand destinationaddressof the inner paclet and for-
wardsthe paclet on the appropriatanterfaceleadingto otherreceversin theloss

subtree.

8. Thedownstreanrouters6 and10delivertherepairpacletasif it isanormalsession

paclet.

3.4.2 Case2 Local Lossrecovery

In caseof lossoccurringon thelinks otherthanthe ‘trunk links’ in the tree,the working
of WAIT protocolis different.

Therecever (recever(s)otherthanthereplierrecever(s))experiencingthe lossfirst
waitsfor its localreplierreceverto sendaWAIT paclet. Whenthereceverfindsthatthe
local replier hasnot sentary WAIT paclet for the samelossafter waiting for one RTT
to the local replier, it concludeshat the losshasoccurredon its link to the routerand
alsoconcludedhatthelost pacletis availablewith thelocal replierrecever andsendsa
NACK to thelocal replieraskingfor thelost paclet.

A local recever receving a NACK sentby its neighboringrecever checksfor the
availability of therequestegbacletwith it. If it is availablethelocal replierthenunicasts
therepairpaclet to therequesterHereno sub-castingnechanisnis usedandhencethe
NACK doesnot containary routeraddress.

The following eventsoccurin caseof Local Loss Recovery whenlossoccurson link

4-7:

1. Recever 7 detectsthe lossandwaits for the WAIT paclet beingsentby its local

replierrecever 5.
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2. Recever 7 doesnot receve ary WAIT paclet from the recever 5 andconcludes

thatthelosshasoccurredonlink 4-7.
3. Recever7 senddNACK toits localreplierrecever5.

4. Recever5 recevesthe NACK sentby therecever 7 andcheckdor theavailability

of the pacletwith it.
5. Recever5 unicastgherepairpacletto therecever?7.

6. Recever 7 recevestherepairpaclet andfinishesthe lossrecovery procesdor the

lost paclet.

3.4.3 SpecialCase:Replier Link Loss

If lossoccurson areplierlink thenthereplierrecever incorrectlyassumeshattheloss
hasoccurredon thetrunk link andstartsthe Global Loss Recovery process.Therecever
sendsa WAIT pacletto the nearbyreceversandalsowaitsto receve any WAIT paclet
from the upstreanrecever. Whenit doesnot receve ary WAIT paclet from its replier
recever it incorrectlyconcludeghatthe losshasoccurredon thetrunk link andsendsa

NACK to its upstreanreplierrecever. Heretwo casesarepossible:

1. Neighbor Receiver Closer than the Upstream Replier Receiver:

In this case,a recever is closerto the replier recever thanthe upstreanreplier

receverin termsof RTT asshowvn below:
RTT / 2 of the neighbor < RTT / 2 of the upstream replier receiver.

Theneighbordecidedo sendtherepairasit hasdeterminedhatits reply is going
to reachthe local replier recever beforeit times out and sendsa NACK to the

upstreanreplier.
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In ourexample recever5 experiencesloss(becausef lossonlink 4-5)andsends
aWAIT to othernearbyrecevers. Recever 7 recevesthe WAIT paclet. It looks
into its tableof neighborsandfindsoutthatit is closerto thelocal replierrecever
(recever 5) thanthe upstreanreplier (recever 2) andhencedecidesthat a repair
paclet sentby it will bedeliveredto therecever 5 beforerecever 5 timesout and
sendsa NACK torecever 2. Thereforeyecever5 sendsarepairpacletto recever
2. Recever 2 recevestherepairanddoesnot senda NACK to recever 2 askingfor
sub-castingherepairpacletto theincorrectlyassumedosstreeby therecever5.

This avoidsthe exposure problem,in thecaseof replierlink loss.

. Neighbor Receiver farther than the Upstream Replier Recelver

In this case,a recever is fartherto the replier recever thanthe upstreanreplier

receverin termsof RTT asshowvn belaw:
RTT / 2 of the neighbor > RTT / 2 of the upstream replier receiver.

In our example,if recever 5 (the local replier) experiencedoss (becausef loss
on link 4-5) andsendshe WAIT paclet, recever 7 recevesthe WAIT paclet and
checksif the pacletis availablewith it. It alsochecksthe RTT betweenthe local
replierandtheupstreanreplierandalsotheRTT betweerntself andthelocalreplier.
If it findsthatthe upstreanreplieris closerto it thanitself to thelocal replierthen
it decidesnotto sendary repairasrecever 5 is goingto timeoutbeforethe repair
paclet sentby it reachegecever5. To improve therecovery lateng of recever5,
recever 7 mightbe askedto sendtherepairpacletasit will reachbeforetherepair
sentby the upstreanreplier, thusall the receversdown the router4 aregoingto
getduplicatesf this approachs taken. In this casewe cannot avoid the exposure

problem.
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3.4.4 ResilientWAIT

Above we discussedboutrecorering eachandevery lost paclet by usingour ap-
proach. However, we pointedout in Chapter2 that multimediaapplicationscan
toleratesomeamountof pacletlossbut aredelaysensitve. We make useof these
characteristicof multimediaapplicationgo configureour protocolto work effec-

tively for multimediamulticastapplications.

Beforesendinghe WAIT or NACK pacleteachrecever checkgheamountof loss
thatit hasexperiencedlf the amountof lossis below the tolerableamountof loss
by the multimediaapplication thenthereceversdo not sendany WAIT or NACK
paclets. Also, if the replier receversfind that the expectedrecovery lateng for
thelost pacletis morethanits playbackbuffer size,they do notsendany WAIT or
NACK paclets.

WAIT is designedo be a tunableresilientmulticastprotocol which can be used
for differentquality requirement®f multimediamulticastsessionsOur approach
gives more emphasison local recovery by requestingthe retransmissiorfrom a
nearbyrecever. Therecever selectreplierreceversaccordingto the information
they getfrom the topology (Section3.3). By usingthe WAIT pacletsfinding the
root of losssub-treewithout the network supportis possible. And in caseof global
lossthe replier recever sendsan encapsulategaclet to the root of losssub-tree
from wherethe repairis forwardedusingnormallP Multicast forwardingmecha-
nism(Section3.4.1).In caseof localloss,WAIT recoversthelost pacletusinguni-
castmechanisnfrom alocal replierrecever attachedo the samemulticastrouter
to whichtherecever experiencinghelossis attachedSection3.4.2). Thisreduces
the unnecessaryequestsand repairsseenby otherrecevers. WAIT addsmore

functionality in the receversthanin the routerswhich is the casefor someof the
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routerassistegrotocolslike PGM[8] andARM [9]. Usingthe ContinuousMedia
characteristicglosstoleranceanddelaysensitvity) WAIT reducesverheadnthe
sessiorby notrequestingry lostpaclettill thereceversexperiencdossabovethe
tolerablelossthresholdfor the sessioror if the receversconcludethatthe repair

pacletis goingto beuselesbecaus®f realtime natureof thedata(Section3.4.4).
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Chapter 4

Simulation Designand Implementation

For studyingour proposedapproachWAIT, for lossrecovery in multimediamulticast
sessionswe usedan eventdriven network simulatorNS2 (Network Simulator- Version
2) [11]. NS2hasgainedacceptancen theresearcltommunitybecaus®f its rich support
for the IP network componentsike TCP (Tahoe,Reno,Vegas)and UDP agents. NS2
alsosupportamulticast. SRM [6] is alsoincorporatednto NS2. NS2 hasarich API for
developingvarioustypesof agentgdhatcanbeattachedo thelP network nodego develop
new protocolsandalsosupportsa ConstantBit Rate(CBR) traffic generatomwhich we

usedin our performancestudies.

4.1 Implementation

We have designedand implementedhreeagentsfor the WAIT protocol: Wait-Sender,
Wait-Agent andWait-Receiver. All theseagentdlevelopedarederivedfrom thebaseclass
Agent in NS2. We alsodevelopeda nev WaitErrorModel for controlledsimulationof

loss.
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4.1.1 Wait-SenderAgent

A Wait-SenderlagentsendsapplicationDATA pacletsaswell asthe trace-routepaclets
in the multicasttree. Beforesendingthe DATA pacletsthis agentaddsits own protocol
specificheaderso the paclets. Eachtime aDATA pacletis sentatsomeconstaninterval
of time, it addsto its headera sequenceumberfor the datapaclet which is usedby the

Wait-Recever agentto detectiossusinggap-detectiomechanism.

4.1.2 Wait-Recever Agent

Thecorefunctionality of theworking of the WAIT protocolis designecandimplemented
in thisagent.

To addthefunctionality of amultimediaclientin our designwe implemented play-
back buffer mechanismn this agent. The playbackbuffer is usedto keeptrack of the
pacletsreceved, pacletslost, pacletsrepairedaswell asthe maximumdelaythat the
recever shouldtoleratefor the recovery of the lost paclet. This playbackbuffer is also
usedto collectthe statisticsafterthe simulationrun. The Wait-Recever agentperforms

thefollowing functionsdependingiponthetypeof pacletit hasreceved:
1. WAIT-TRACE-ROUTE paclet:

WhenaWait-Recever agentrecevesa TRACE-ROUTE paclet sentby thesender
theagentstoreshe path.It thenfindsthelastaddres®f the multicastrouterwhich

is theaddres®f the multicastrouterto which it is attached.

2. WAIT-PING paclet:

Whena Wait-Receverrecevesa PING paclet, it calculategsheRTT to thenearest
multicastrouterandstoresit. Thenthe Wait-Recever sendsaninformationpaclet
containinginformationaboutitself, asdescribedn the Section3.2,to otherdown-

streanrecevers.
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3. WAIT-RECEIVER-INFOpaclet:

Whenthe Wait-Recever agentrecevesa RECEIVER-INFOpaclet, it storesthe
information aboutthe recever in a tablewhich it useslater on to decidethe best

replierfor thereceverasdescribedn the Section3.3.

4. WAIT-DATA paclet:

WhenaWait-Receverrecevesa DATA paclet, it simply handghe DATA pacletto
the playbackbuffer to checkfor any lostpaclet. If the playbackbuffer informsthe
recever thata losshasoccurred,it checksif the loss experiencedoy the recever
is above the quality limits setfor the session.If the lossis below the threshold,
it doesnot startthe recovery process.If lossis above the threshold,it first starts
the processof replier selection(asdescribedn Section3.3) andthenit startsthe
recovery procesqasdescribedn the Section3.4). It startsa NACK timer to send
the NACK for thelossof paclet(s)dependingiponthe delaybetweertherecever

andits replierrecever.

5. WAIT-WAIT paclet:

WhenaWait-ReceverrecevesaWAIT paclet, it checksf thereis ary outstanding
NACK timer beingsetto fire a NACK for the sequence&umber(s)sentusingthe
WAIT paclet. If thereis any NACK timer pendingfor the sequenceaumber(s),
the recever cancelsthat NACK timer. If the recever doesnot receve ary WAIT
paclet beforethe RTT betweentself andits replier, it sendshe NACK askingfor
therepairof the paclet usingeitherunicastor sub-casiechanisnasdescribedn

Section3.4

6. WAIT-NACK paclet:

Whena Wait-Recever recevesa NACK paclet sentby the someotherrecever, it
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gueriegheplaybackbufferto checkfor theavailability of thepacletin theplayback
buffer. If the playbackbuffer informs aboutthe availability of the paclet it then

eitherencapsulatethe repairpacket or sendst directly to therequester

7. WAIT-REFRAIR paclet:

Whena Wait-Recever recevesa REFAIR paclet, it handsthat over to the play-
backbuffer andalsochecksif the REFAIR paclet was sentusing either sub-cast
or uni-castmechanism.If a uni-castmechanismhasbeenusedwhile sendingthe
repairandif thatrecever hasreceveda NACK for the sequencenumberthenit
uni-casts/sub-cas{glependinguponthe type of repairrequestedjhe repairto the

requester

4.1.3 Wait-Agent Agent

The Wait-Agentagentmimics the behaior of a multicastcapablerouter attachedo a
node.It workson top of the othermulticastrouting protocolsbeingimplementedn NS2.
The multicastrouting protocolsusethe NodesAPI for their functionality. If a pacletis
not of atype of paclet sentby the Wait-Senderthenthe NodesAPI forwardsthe paclet
usingtheroutingtablesusedin thenodes Whena Wait-Agentagentrecevesa paclet of

typewhichis WAIT specificit carriesout following functionalities:

1. WAIT-DATA paclet:

When the Wait-Agent receves a DATA paclet it checksif the error flag in the
pacletis setto 1 by the previousWait-Agentthathasseerthis DATA pacletbefore
this agent. If the errorflag is setto 1, it concludeghatthe paclet shouldnot be
forwardeddown thetreeandit dropsthe paclet creatinglosson thelink onwhich

it recevesthepaclet. If theerrorflagis notsetto 1, the Wait-Agenthandsoverthe
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paclet to the nodeto which it is attachedso thatthe nodecanforward the paclet
ontheinterfacedeadingto the otherparticipantsn the multicasttree.

2. WAIT-TRACE-ROUTE paclet:
WhentheWait-Agentrecevesa TRACE-ROUTE paclet, it simply addsits address
(the nodeaddress)n the paclet and forwardsthat paclet on all links leadingto
otherparticipantsn the multicastsessiorasshowvn in the Figure3.1.

3. WAIT-PING paclet:
Whenthe Wait-Agentrecevesa PING paclet sentby therecever, it simply sends
thatsamepaclet backto the sendeiof the PING paclet.

4. WAIT-RECEIVER-INFOpaclet:
Whena Wait-Agentrecevesa RECEIVERINFO paclet it checksfor the time to
live (TTL) valuein the paclet header If the valueis foundto be 0 it dropsthe
paclet. If thevalueis not 0, it forwardsthe paclet on the links leadingto other
participantgdown thetree.

5. WAIT-WAIT paclet:
Whenthe Wait-Agentrecevesa WAIT paclet, it forwardsthe paclet to all the
receversattachedo therouterto whichit is attached.

6. WAIT-NACK paclet:

When a Wait-Agentreceves a NACK paclet, it forwardsthat paclet to the un-
derlying forwarding mechanisnmwhich sendshe NACK paclet to the destination

addres®f the paclet.

7. WAIT-REFRAIR paclet:
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Whena Wait-Agentrecevesa REFAIR paclet, it checkswhetherthe destination
addres®f thepacletis sameasits own nodeaddressif theaddressearethesame,
it concludesthat it hasreceved an encapsulateghaclet and hencedecapsulates
theinner paclet. It thenforwardsthis inner repair paclet to the links leadingto
the other downstreamparticipantsin the multicastsessionusing the forwarding

mechanisnof thenodeto whichit is attachedasshavn in Figure3.4.

4.1.4 WaitErr orModel

In NS2,lossescanbe simulatedby usingdifferentimplementation®f the errormodels
(list errormodel,Selecterrormodel,andPeriodicerrormodelto namea few). But none
of theerrormodelprovidesthe necessaryunctionalityto simulatelossesof someprede-
finedlosspercentage.

For studyingthe effects of bursty aswell asrandomlosseson the links depending
upon the quality setby the recevers, we implementeda nev WaitErrorModel, which
dropspacletsonthelinks dependingiponthelosspercentagsetby thesimulationsetup.
Wheneer, thelossonthelink is belov thedesiredoss,theerrormodelsetstheerrorflag
in the headerof the DATA pacletsto 1, indicatingthatthis paclet needsto be dropped

for simulatingtheloss.

4.1.5 Miscellaneous

In the caseof two or more recevers having exactly the samedelay (which is usually
not the casein the real world) to a sameattachedouterin the simulationandif these
recevers have a raceconditionfor the local replier position, we usethe addressof the
nodesto breakthetie. For example,if recever5 andrecever 7 have the samedelayto

router4 thenthereceverwhich hasthelower nodeaddressctsasthereplierrecever.
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4.2 Simulation Setup

Figure4.1: Snapshobf Network Animator Tool (NAM) andthe TopologyUsedfor the
SimulationRuns.

To carry out the performancestudy of our approach,we carried out a numberof
simulationruns usingthe WAIT protocolagents,SRM [6] agentsaswell asPGM [8]
protocolagents. In orderto studythe effects of lossandthe lossrecovery mechanism
we usedfour differentconfigurationof WAIT protocolagentsWe configuredheagents
to maintainthe desiredquality of 100%, 98%, 95%, and 90% for the simulationruns.

Here, quality for 100% configurationmeansthat all lost paclets needto be recovered
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Minimum Delay (msec)| Maximum Delay (msec)
1X 2 25
2X 4 50
5X 10 125

Table4.1: Minimum andMaximumLink Delays(msec)usedduringthe simulationruns.

andquality for 95% meanghe agentallows for 5% pacletsto be lost anddo not askfor

the repairfor 5% lost paclets. We useda 100% configurationto compareWAIT with

fully-reliable protocolsPGM [8] andSRM [6]. Otherconfigurationsvereusedto study
theeffectsof WAIT by consideringContinuousMediacharacteristicenthenetwork. We
useda maximumof 10% tolerableloss sinceusuallytolerablelossfor an audiostream
is around5%. We createda topology asshown in Figure1.1. For the evaluationand
deluggingpurposewe usedthe Network Animator (NAM) tool asshown in Figure4.1.
Thetool provedto bevery usefulduringdeluggingthe protocolactions.

The Wait-Sendeagentis attachedo node0, Wait-Agentagentis attachedo nodes
1, 4, 6 and10. The Wait-Recever agentsare attachedo nodes2, 3, 5, 7, 8, 9, 11 and
12. The Wait-Senderagentwas configuredto mimic the behaior of an audio stream.
The Wait-SenderAgent sendsa DATA paclet every 160 milliseconds(audio paclets of
20 millisecondssamplecat 8,000Hz).

To studythe effect of differentlink delayson the averagerecovery lateng aswell as
end-to-endatengy experiencedy the agentswe addedmaximumandminimumdelays
for thelinks in thetopologyasshavnin Table4.1.

To studytheeffect of variouslink losspercentagentheoverheadexperiencedy the
agentswe added2%, 4%, 6%, 8% and10%link losspercentagesn eachlink. Table4.2
summarizeperlink losspercentagandthe maximumlossexperienceddy ary recever
in the simulationrun.

In orderto studythe behaior of differentWAIT agentflavors we ranthe simulation
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LossPer Link (Percent) | Minimum Loss(Percent) | Maximum Loss (Percent)
2 4 6
4 8 12
6 12 18
8 16 24
10 20 30

Table 4.2: Minimum and Maximum Link Loss (Percent)experiencedby ary recever
duringthe simulationruns.

testson all thecombinationf theabove describedscenariosisingdifferentperlink loss

percentag@ndlink delays.We alsoranthe sametestsfor SRM [6] andPGM [8] agents.

4.2.1 Simulation Run Time Selection

In orderto getstablestatisticsor theabore mentioneccombination®f theagentsaswell
asnetwork scenariosyve ranthe simulationsfor differentdurationsasshawn in Figure
4.2 andstudiedthe averagerecovery lateny (Seconds)yeportedby the protocolagents.
We foundthatfor 10 and50 seconddurationof the simulationrun, the resultswerenot
uniform, as shaved by the variationin the recordedvalues. For the simulationruns of
100and500 secondsve obsenredthatthe valuesremainalmostconstaniasindicted by
the valuesbeing almostsamefor differentconfigurationof the WAIT protocol agents.
Thereforewe concludedhatthedurationfor thesimulationrun cansafelybekeptat 100
secondsn orderto getstablestatistics.

We ran the simulationtestsfor 100 secondsdurationfor all the abose mentioned
combinationsof topology and protocolagents. The next chapter(Chapter5) describes
theresultsandanalysisof the simulationruns.

We implementedur approachn aneventdrivensimulatorNS2. We developedthree
agentsthe Wait-SenderWait-Recever and Wait-Agentagentsto simulatethe function-

ality of the WAIT protocol(Section4.1). We alsodevelopedan errormodelwhich sim-

53



' ' ' WAIT 90% ——
014 | WAIT 95% ---x---
WAIT 98% - -
WAIT 100% &
0.12 - i
)
s R &
(5] o =
& 01X i
> A K X
c
g W
S oosf % 7
> : : : f
[
>
o
(5]
& 0.06 7
=}
o
[
2
3 004 1
o]
0.02 i
0 1 1 1 1 1
0 100 200 300 400 500

Simulation Time (Seconds)

Figure4.2: SimulationRun Time Determination:Graphof Recosery Lateny (Seconds)
versus SimulationDuration(Seconds)

ulateslossof desiredpercentagen the links in the topology (Section4.1.4). Different
topologiesandscenariosveresimulatedusingdifferentlink delaysandperlink lossper
centageso studythe effectsof lossanddelayson the WAIT protocol(Section4.2). We
ran our simulationsfor differentdurationsto decidefor the durationof the simulation

runs(Sectior4.2.1).
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Chapter 5

Simulation Resultsand Analysis

We presenta comparisonof our proposedWAIT protocolusing the metricsmentioned
belov with SRM [6] and PGM [8]. We also describethe overheadthat the recevers
experiencebecausef our approach.We also presentresultsthat canbe usedby multi-

mediaapplicationwith differentquality requirementsn termsof lossallowedaswell as
recovery andend-to-endatengy.

For evaluationpurposewe usefollowing metrics:

e AverageRecwerylLateny: Theaverageof thedelaythateachreceverexperienced

from thelossdetectiontill thearrival of therepairpaclet.

e AverageEnd-to-EndLateng: The averageend-to-endateny experiencedy the

sessiomarticipantdueto therecovery process.

e Percentag®verheadTheoverheadn termsof thecontrolmessagebeingsentfor

therecovery process.

e Percentag&kecwery: The quality maintainedby the receversfor differentcon-
figurationsof the WAIT protocol. It determineshe percentagef pacletsthathas

beenrecoveredduringthe session.
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5.1 WAIT Performance

First, we presentthe performanceof the WAIT protocolfor a 98% quality requirement
for a multicastsession(this meansthat the agentscantolerate2% of paclet loss). We
achievedthis by settingthedesiredquality thatshouldbe maintainedy the Wait-Receiver

agentgo be 98%.

5.1.1 WAIT Performance- Fixed Link Delays

For studyingthe behaior of ourproposedVAIT protocolwith a98%quality requirement
on a particulartopology we simulatedloss of 2%, 4%, 6%, 8% and 10% on eachlink
usingthetopology2X with minimumandmaximumperlink delayssetasshovnin Table

4.1

WAIT Overhead

We calculatedthe overheadexperiencedoy the receversbecausef the WAIT protocol
andthentook the averageof it to decidethe overall sessioroverhead.As showvn by the
graphin Figure5.1, the overheadgrows linearly as perlink lossis increased.With the
overheadbeingnearto 7.5%for 2% losson eachlink andabout38% for 10% losson

eachlink.

WAIT AverageRecovery Latency

In the graphin Figure 5.2, we presentthe averagerecovery latengy experiencedoy the
receversin thesessionFor theperlink lossof 2%theaveragerecoverylateng is around
0.1secondsWhereasastheperlink lossis increasedtherecoverylateng alsoincreases
to around0.13- 0.14second.We foundthatthis is mainly becausef theincreasan the

perlink losson thetrunklink 1-4, whichis the high lateng link in the currentlystudied
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Figure5.1: WAIT 98%: Overheadversus PerLink LossPercentagéor 2X Topology

topology of 2X. Sincemore and more paclets on this link are recovered,the average

recovery lateny keepsonincreasing.

WAIT Recovery Percentage

We alsostudiedthe actualpercentag®f the lost paclketsbeingrecovered. As showvn by
the graphin Figure5.3, we found that the actualpercentagef pacletsbeingrecovered
for the entiresessioris almost sameasthat of the requestedjuality of 98%. Observing
the graphit is clearthat asthe perlink lossis increasedo 10%, the actualrecovery
percentagés reducedo around96%. We foundthatthis is dueto a cumulatve effect of
pacletsgettinglost andthe quality maintainedoy thereplierrecevers. We needto study
this cumulatve effectin orderto understandts implicationson the quality maintained.

We intendto studythis effect asfuture work.

57



0.16 T T T

T T T T T T
Average Recovery Latency(sec) WAIT 98%, 2X

0.14 - —

0.12 - —

0.1 E

0.08 - 1

0.06 - 1

Average Recovery Latency (sec)

0.04 - 1

0.02 |- 1

0 1 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9 10 11
Per Link Loss (Percent)

Figure5.2: WAIT 98% : Recwery Lateny versus PerLink Loss Percentagdor 2X
Topology

5.1.2 WAIT Performance- Fixed Per Link LossPercentage

For studyingthe behaior of our proposedNAIT protocolwith 98% quality requirement
with sameperlink loss percentagewe simulatedloss of 4% on eachlink for the three
topologiesusingthelink delayssetto 1X, 2X, 5X with minimum perlink delayssetas

shavnin Table4.1

WAIT Overhead

The graphin Figure 5.4 shows the overheadncurredby the WAIT protocolfor a 98%
guality requirementor the threetopologies(1X, 2X, 5X) describedn Table4.1. The
overheadis calculatedusingthe ratio of all the pacletsthat the recevers hasreceved
otherthanthe DATA pacletsto thetotal numberof pacletssentby thesenderObserving

the graph,we foundthatthe overheadncurredfor the sessiorfor 1X and2X topologies
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Figure5.3: WAIT 98%: Recorery Percentageersus PerLink LossPercentagéor 2X
Topology

is almostsameandis around16%. But ascanbe seenthe overheador the 5X topology
is reducedto around8%. The mainreasonbehindthis reductionin overheads thatas
thelink delayis increasedthe decisionaboutwhetherto sendthe requesto the replier
dependauponthe expectedrecovery lateng. And asthe link delaysareincreasedhis
decisionplaysaprominentolein reducingtheoverheadaslatearriving pacletsaregoing

to bediscardedlueto realtime natureof the multimediaapplications.

WAIT Recovery Latency

The graphin Figure5.5 shaws the effect of the link delayson the averagerecovery la-
teng/ obseredby thesessionTherecoverylateng is calculatedoy takingthedifference
betweerthetime thatalossis detectecandthetime whenthelost pacletis recorered.As

seenfrom the graph,the averagerecovery lateng clearly dependsuponthelink delays
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4%

andthedecisionto recover ary lost paclket which dependsiponthe playback-lffer size,
which for the simulationrunswe keptat 250ms.As seenfor a 1X topology the average
recovery lateny obsenedby the receversis around0.07 secondsandfor the 2X topol-
ogy, the averagerecovery lateng is around0.13secondsasexpectedasthe delayon all
thelinks have beendoubledfor 2X topology However, for the5X topology we obsened
thatthe averagerecovery lateng is decreaseadndis around0.10secondsasthe paclets
that would have taken too long to recover were not asked for retransmission.Most of
the pacletsrecoveredarefrom receverspresennearto eachotherwhich hasthe overall

effect of reducedecovery lateng for the session.

WAIT Recovery Percentage

In the graphshown in Figure5.6, we presenthe effect of link delayson the percentage
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Figure5.5: WAIT 98%: Recovery Lateng versus Link Delayfor PerLink Lossof 4%

of paclets beingrecovered. The recovery percentages calculatedby using the ratio
of the total numberof pacletsrecoveredto the total numberof pacletslost. As seen
from the graph,for topology1X and2X the recovery percentages almostsameandis
around97.5%.However, for topology5X the graphhasshowvn thatthe averagerecovery
percentagés around92.5%which is aswe hadexpectedassomepacletshave not been

recoveredbecausef the higherexpectedrecovery lateng.

5.2 Comparisonof WAIT, PGM and SRM

In this sectionwe comparethe performancef differentconfigurationsof the WAIT pro-

tocolwith PGM andSRM.
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5.2.1 Performance Comparison: Fixed Link Delays

We compareNVAIT with PGM andSRM for the 2X topologyanddiscussvariousperfor

mancemetrics.

Overhead Comparison

The graphin Figure5.7 compareghe threeprotocolsin termsof the averageoverhead.
SRM incursthe mostoverheadfrom around30% for a perlink loss of 2% to around
145%for aperlink lossof 10%. WhenWAIT is configuredat 100%quality requirement,
it incurs an overheadfrom around10% to around40% as the perlink lossincreases.
WAIT 90% showsthatthereis negligible overhead0.01%)whenthelossperlink is 2%
asthe maximumlossthatary recever canseein this caseis 6% asshowvn in Table4.2.

Sincethe maximumloss experiencedy ary recever is only 6% which is lessthanthe
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Figure5.7: Comparisonof WAIT, PGM and SRM in termsof the AverageOverhead
(Percentwith differentPerLink LossPercentagéor the2X topology

allowedlossof 10%for theWAIT 90%configurationof the WAIT protocol,therecevers
never askfor any retransmissiongncurring negligible overheadon the session. PGM
shows overheadrom 4% to the 24% asthe perlink losspercentagéncreasesinitially,
theoverheador WAIT 90%is seerto belowerthanPGM until the perlink lossis below
around5.5% but above perlink lossof around5.5%, WAIT 90% incursmore overhead

thanPGM, whichis atotally routerassistegrotocolasdescribedn the Section2.4.3.

End-to-End Latency Comparison

Thegraphin Figure5.8 shovsthe comparisornn termsof the averageend-to-endatencgy
obsened during the simulationruns. As seenfrom the graph, WAIT andPGM outper
form SRMin thisareaalso.As SRM useghetwo randomback-ofs (asdescribedn Sec-

tion 2.4.1),the averageend-to-endateny obsered by the SRM sessiorincreasedrom
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Figure5.8: Comparisorof WAIT, PGM and SRM in termsof the AverageEnd-to-End
Lateng (Secondsyvith differentPerLink LossPercentagéor the 2X topology

around0.05 secondgo around0.09 secondsas the perlink loss percentagencreases.
PGM shaws an end-to-endateng of around0.045secondgo around0.065secondsas
the perlink lossincreases.WAIT 90% shows that the end-to-endateny remainsthe
same,which is the averageend-to-endateng without any repairin the sessionto be
around0.041secondsaslong asthe perlink lossis lessthan6%. All the WAIT con-
figurationshave shown the effect of localizedrecorery ascomparedo PGM's recovery
whereintherequeshneeddo travel to the senderof the sessior(herethe sendemight be
faraway) leadingto anincreasen therecoverylateng. Clearly, theWAIT configurations
have shovn animprovementin the averageend-to-endateny obsened by the session
comparedvith thePGMandSRM. So, in effectrequestingrepairfrom anearbyrecever

reducegheoverallend-to-endateng leadingto a betterquality for therecevers.
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Figure 5.9: Comparisonof WAIT, PGM and SRM in termsof the AverageRecwery
Lateng (Secondsyvith differentPerLink LossPercentagéor the 2X topology

In thegraphshavnin Figure5.9,we obsenedthatSRM shovs morerecovery lateng
thanboth WAIT andPGM. WAIT leadsto lessaveragerecovery lateny becauseof its
localrecovery natureascomparedo PGM. WAIT 90%ata perlink lossof 2% shavsthe
leastrecovery lateng (0.07secondsgasthelossoccurringon the high delaylink (link 1-
4) is 2% but asthelossonthatlink increasestheaveragerecovery lateng for thesession
increases.WAIT 98% and WAIT 95% shaw a similar trendin the graph. On closely
observingthe graphfor the WAIT 100% and WAIT 98%, we found that for a perlink
lossof 2%, thereis a large differencebetweerthe two valueswhich is theresultof some
pacletsthatarelost on the high delaylink not beingaskedfor retransmissionThis also
leadsto an importantobsenation that combinationsof the loss, the link delay andthe

quality requiremenheedto be studiedin detailto betterunderstandheinter-relationship
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betweenthem. This analysisis keptasfuture work. The graphalsoprovidesaninsight
abouthow muchthe buffer sizeneedso be dependinguponthe differentlink delayand

quality requirementgombinationsyhichis alsoanareafor furtherresearch.

5.2.2 Performance Comparison: Fixed Per-Link LossPercentage

In thissectiorwe compareVNVAIT, PGMandSRMin termsof AverageOverheadAverage
End-to-EndLateny (Secondshand AverageRecwery Lateny (Seconds)or the three
topologiesl X, 2X and5X with maximumandminimumlink delaysasgivenin theTable

4.1.Here,we keptthe perlink lossto be8%to carryoutthe comparison.
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Figure5.10: Comparisornof WAIT, PGM and SRM in termsof the AverageOverhead
with differentLink Delays(Topologies)or the perlink lossof 8%.

In the graphshown in Figure5.10,we compareWAIT, PGM and SRM in termsof
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averageoverheadncurredduring the sessiorusingthreedifferenttopologiesof 1X, 2X
and5X link delays. Studyingthe graph,we obsered that SRM incurs more overhead
than WAIT and PGM. SRM shows an overheadof almostaround130% overheadfor
the threetopologies.For 1X and2X topologies,PGM shows a lower overhead(almost
around20%) than either of the WAIT and SRM protocols. For all the WAIT protocol
configurationsthe overheademainsalmostsamefrom around25%to 35%for the two
topologies. However for the 5X topology all the configurationsof the WAIT protocol
incur lessoverheadthanthe PGM protocol. For 5X topology the averageoverheadn-
curredby the WAIT protocolconfigurationss around15% which is almostsamefor all
the configurations. The reasonbehindthis is becauseof the effect of decidingnot to

recover lossesonthehigh delaylink asdescribedefore.

AverageEnd-to-End Latency Comparison

Thegraphin theFigure5.11shovsthecomparisorof WAIT, PGMandSRMfor thethree
topologies(1X, 2X and5X) in termsof AverageEnd-to-EndLateny (Seconds)Again
SRM hasshaown a higheraverageend-to-endateng thanthat of WAIT andPGM. For
the 1X and2X topologiesthe end-to-endateng for PGM andWAIT 100%,WAIT 98%
andWAIT 95% are almostsame,around0.030secondgfor 1X) and0.05 secondgfor
2x). WAIT 90% shows a still lower averageend-to-endateny ascomparedo the oth-
ers.However, for the 5X topology thereis big differencebetweerthe averageend-to-end
lateny reportedby PGM andWAIT. As in caseof the high delaylinks, the WAIT pro-
tocol requestgewer pacletsto beretransmittecdasdescribedefore,reducingthe overall
averageend-to-endateng. This alsoshows thatrequestinghe repairfrom a nearbyre-
ceiverreducegheoverallaverageend-to-endateng of thesessiorasopposedo PGM’s

end-to-endateny whererequesfor repairgoesall theway towardssender
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Figure5.11: Comparisorof WAIT, PGM andSRM in termsof the AverageEnd-to-End
Lateng (Secondsyvith differentLink Delays(Topologies)or a PerLink Lossof 8%

AverageRecovery Latency Comparison

Thegraphin Figure5.12shavsthebehaior of WAIT, PGMandSRM protocolsin terms
of theaveragerecovery lateny obsenedfor thethreetopologieg1X, 2X and5X). Again
SRM shaws the effect of two randomback-ofs beforetherequesandreply transmission
as seenfrom the higherrecovery latengy in the rangeof 0.1 secondgo 0.45 seconds.
For the 1X topology PGM and WAIT almostshowv the samerecovery lateng in the
rangeof 0.07 seconds For the 2X topology PGM hasshovn somevhathigheraverage
recovery lateny (around0.15secondsjhanWAIT (around0.12to 0.14secondspsthe
retransmissionare donefrom the senderof the session.But for the 5X topology the
averagerecovery lateng for WAIT hasshovn a decreaséaround0.1 secondshecause
of thereasorthatthelosson the high delaylinks arenotrecovered.

We evaluatedour approachoy comparingit with PGM [8] and SRM [6] in termsof
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overheadon the sessionaverageend-to-endateny of the sessionaswell as average
recovery lateng. We found thatthe overheadncurredon the sessions muchlessthan
SRM[6]. We alsofoundthataverageend-to-endateng for WAIT is alsolessthanSRM
[6] aswell asPGM [8]. The overheadncurredby WAIT is comparabléo PGM which
is a totally routerassistedprotocol. We comparedWVAIT usingdifferentconfigurations
by taking into consideratiorthe continuousmediacharacteristics.For WAIT90% the
overheads seento be evenlessthan PGM for somescenariosas describedn Section
5.2.1.WAIT hasshowvnthatit canbetunedto differentquality of multimediasessionsBy
allowing somelossandalsotakinginto consideratiorihe usefulnes®f therepair WAIT
hasshowvn thatthe overheadn network canbereducedo a muchlesserextent. By using
WAIT for themultimediamulticastapplicationshaving differentquality requirementsve

canreduceheoverheadnthenetwork aswell asimprovetherecoverylateny andend-t-
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endlateng of thesessionResultsshav thatWAIT canbeusedasafully reliableaswell
asresilientmulticastprotocolwhich incurslessoverheadon the sessiorwith improved

overall end-to-endatenc of the sessiorusinglocalizedrecovery process.
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Chapter 6

Futur e Work

We have presentedand evaluateda new approachfor loss recovery during a multicast
sessioroverthelnternet,which canbeusedfor reliableaswell assemi-reliablemulticast
applications However, we believe thatsomemoreresearcimeeddo bedonein thedirec-
tion of our approactfor thelossrecovery. In this chaptemwe describevariousdirections
for furtherresearcHor studyingaswell asimproving our proposedapproach.

In our proposedschemewe have not consideredhe percentagef lossoccurringon
thereplierlink. Thislosspercentagshouldbetakeninto accounwhile selectingaproper
localreplieraswell asupstreanreplierrecever. In effect,thereneedd4o beamechanism
wherethe selectionof replier recever will dependupona properbalancebetweenthe
lossexperiencedy thereplierreceveraswell asthetherecoverylateny experiencedy
otherreceversbecaus®f therecever beingselectedasareplierrecever.

While evaluatingthe WAIT protocol, we have kept the quality requirementgor all
the participantdn a multicastsessiorto bethesame.Thisis normally notthe casein the
real world andevery participanthashis own quality requirementgluring ary multicast
session(spasedon the play-backbuffer size andthe allowableloss percentagef each

participant. Hence,it would be beneficialto studythe behaior of the WAIT protocol
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usingdifferentquality requirement®f the participants.

Researcltanbedonein theareaof applyingour proposedVAIT protocolfor different
sessiorsizes.While evaluatingour approactwe have usedafixednumberof participants.
Insteadwe couldstudytheeffectof numberof participantsn ourschemeln otherwords,
we needto evaluateour protocolin termsof scalability

More researcttanbe donein the areaof studyingthe effect of play-backbuffer size
on the recovery percentagend as a result quality maintainedby our proposedWAIT
protocol.

In our study we have not evaluatedthe effect of changingdink delaysduringa multi-
castsessionwhich is the casein therealworld. Additional researchhatcanbe carried
outis in theareaof decidinga propertimeoutmechanisnwhich takesinto consideration
the effectsof variablelink delaysto avoid theimplosionaswell asexposureproblems.

Otherresearchthat canbe carriedout to improve the WAIT protocolis to studythe
effect of network topologychangesn thereplier selectionaswell ason the WAIT and
NACK flow. In our studywe have notexaminedthe effectsof routedynamicsaswe used
astaticmulticasttreefor evaluatingour approach.

In our currentimplementatiorof the proposedVAIT protocol,we have notevaluated
the conditionswhenNACK, WAIT or REFAIR pacletsbeinglost asit would have made
theinitial analysisof the WAIT protocoldifficult to be interpreted.But asnow we have
shown that WAIT performswell comparedto PGM and SRM we intendto study the
effectsof NACKs, RERAIR or WAIT pacletsbeinglostin the network. Thisis another
areawherea detailedanalysisof the WAIT protocolneedgo becarriedout.

Onemoreareafor studyingandconfiguringthe WAIT protocolis that of usingcon-
tentspecifictreatmento the pacletsbeinglost thatareaskedfor retransmissionAs an
example,for MPEG, moreB andP framelossescanbetoleratedascomparedo | frame

lossesbecausef lower quality of the B andP framesthanl frames.Hence the decision
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of askingfor theretransmissioshouldtake into accountheimportanceof thepaclet for
themultimediaapplication.

In our study we have donea comparisorof our proposedNAIT protocolwith PGM
[8] andSRM [6]. Anotherfuturework would bethe comparisorstudyof WAIT protocol

with StructureOrientedResilientMulticast(STORM) [10] protocol.
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Chapter 7

Conclusion

Communicatingover the Internetusing best-efort IP Multicast posesmary challenges
asdiscussedn Chapterl. To recover from the lossof paclet(s)in a multicastsessiora
numberof approachebave beentaken. Continuousnediahasstrict delayrequirements,
whichthesendebasedetransmissioapproachebave difficulty takinginto accoundur-
ing thelossrecovery processTherecever basedossrecovery approachebke SRM[6],
PGM [8], ARM [9] provide goodsolutionsto the lossrecovery problembut they either
tradelateng to avoid excesscontrolinformationandrepairtraffic or addmorefunction-
ality in therouters. They alsodo not take into accountthat multimediaapplicationscan
toleratesomeamountof pacletlossandhencethesesolutionsrecover every lost paclet,
creatingmoreoverheadhanrequired.

In this thesis,we have presentedhe designandevaluationof our proposedapproach,
the WAIT protocol,for selectve lossrecovery for multimediamulticastsessionsWAIT
is designedo be tunedfor differentquality requirementsof the multimediamulticast
sessionWAIT hasbeendesignedo reduceoverheadn the network aswell asimprove
thequality of multimediamulticastapplicationsoverthe Internetwith lessroutersupport.

We have donea performanceomparisorof our proposedNVAIT protocolwith two other
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protocolsbeingdevelopedfor thelossrecovery of multicastsessionsSRM [6] andPGM
[8].

To evaluateWAIT, wedevelopedthreeagentsn NS2[11] (Wait-SendeiWait-Recever
andWait-Agentagentsasdescribedn Sectiond.1)thatcarryoutthefunctionality of the
WAIT protocolfor multimediamulticastapplications.We designedhe agentsn a way
thattriesto reducethe overheacdn routerscontraryto routerassistegrotocolslike PGM
[8] andARM [9]. We maketherecever“smarter’by giving themtheresponsibilityof the
lossrecovery processandavoidedhaving routersto take partin thelossrecovery process.
We have alsoimplementeda newv approacho the trace-routemechanismSender Initi-
ated Trace-Route, which triesto reducethe numberof trace-routgacletsbeinginjected
in the network. To give the sessiorparticipantssomeknowledgeaboutthe neighboring
participantswe have alsoproposeda new Limited Scope Receiver Information Sub-cast
mechanism.

After implementingthe necessarynechanismen NS2[11], we evaluatedthe WAIT
protocol for a configurationwherewe asled the Wait-Recever agentto maintainthe
quality for the sessiorof 98% (thatis to saywe allowed 2% pacletsto be lost anddid
not asked for the retransmissiomf thosepaclet). We found thatthe maximumaverage
overheadhatthe WAIT protocolputsonthe sessioris around40%for alossof 10%on
everylink (quitehighcomparedo realworld traces) We have alsoshovn thattheaverage
recovery percentageloneby the agentss almostthe sameasthe quality to which they
have beenconfigured.

We alsoevaluatedour WAIT protocolby comparingit with the two otherprotocols
SRM[6] andPGM [8]. We obseredthatthe WAIT protocolperformsmuchbetterthan
the SRM protocolin termsof averageoverheadaveragerecovery latengy aswell asthe
averageend-to-endatengy. The WAIT protocolhasshavn resultswhich arealmostsim-

ilar to thatof PGM protocol[8] whichis atotally routerassistegrotocol. Someconfig-
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urationsof the WAIT protocolagentshave shovn betterresultsthanPGM [8].
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Figure7.1: Perceved LossPercentageersus AverageEnd-to-EndLatengy (Seconds)

Thegraphin Figure7.1shovstheallowedlosspercentagagainstverageend-to-end
lateng obsenedby thesessioror all theconfiguration®f WAIT aswell asPGM[8] and
SRM [6] agentdfor the PerLink LossPercentagef 2% and8% (for the 2X topology).
Audio applicationstypically have strict delay and loss requirements.The toleranceof
lateng for audioapplicationgs around250milliseconddor interactve applicationsThe
losstolerances arounds5% for audio.Hence|t is desirabldo staycloseto thesebounds.
Thegraphshawvsthatif theapplicationrequestgachandeverylostpacletto berecovered
thentheaverageend-to-endateng of thesessions highasshowvn by the pointswhenthe
tolerableLossPercentagés maintainedat 0%. However, if we allow for sometolerable
losspercentagethe averageend-to-endateng of the sessiorhasshown to beless. So
we canconcludethatasmultimediaapplicationsantoleratesomeamountof pacletloss

we cangetalower averageend-to-endateng asillustratedby thegraphin Figure7.1.
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In summarywe designedimplementedandevaluateda new approacHor lossrecov-
ery for multimediamulticastapplicationswhich takesinto accountthe characteristicef
themultimediaapplicationgduringthelossrecovery processWe have alsoshowvn thatby
explicitly notifying (usingthe WAIT paclets)the otherreceversof thelossexperienced
by somerecever(s)we caneffectively find whetherthe lossis a Global Loss or Local
Loss andalsotheroot of thelosssubtree Discoveringtheroot of thelosssubtreeaswell
asthe type of losshelpsusto recover from the loss, effectively reducingthe overhead
on the network aswell asimproving the averageend-to-endateng of the multimedia

multicastsession.
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