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ABSTRACT 
Results from direct numerical simulations (DNS) of multiphase bubbly flows in vertical 

and horizontal channels were compared to averaged models of multiphase flows (two-

fluid model etc.). The data from the direct numerical simulation were also used to 

calibrate and improve the averaged models. Steady state laminar flow in a vertical 

channel was analyzed first. Results from direct numerical simulations are compared with 

prediction of the steady-state two-fluid model of Antal, Lahey, and Flaherty (1991). The 

simulations are done assuming a two-dimensional system and the model coefficients are 

adjusted slightly to match the data for upflow. The model is then tested by comparisons 

with different values of flow rate and gravity, as well as down flow. Results agree 

reasonably in the middle of the channel. However, for upflow, model performs poorly 

near the no-slip wall. To better understand the flow with rising bubbles hugging the no-

slip wall, detailed direct numerical simulations of the problem were performed in three 

dimensions.  Deformability of the bubbles was found to play a significant role in the flow 

structure and averaged flow rate. Finally, the transient buoyancy driven motion of two-

dimensional bubbles across a domain bounded by two horizontal walls is studied by. The 

bubbles are initially released next to the lower wall and as they rise, they disperse. 

Eventually all the bubbles collect at the top wall. The goal of the study is to examine how 

a simple one-dimensional model for the averaged void fraction captures the unsteady 

bubble motion. By using void fraction dependent velocities, where the exact dependency 

is obtained from simulations of homogeneous bubbly flows, the overall dispersion of the 

bubbles is predicted. Significant differences remain, however. Results suggest that bubble 

dispersion by the bubble induced liquid velocity must be included, and by using a simple 

model for the bubble dispersion improved agreement is found. 
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CHAPTER I 

 

Introduction 
 

1.1 Motivation 

 
Bubbly liquids are found in an extraordinary number of natural and industrial processes. 

Natural occurrences of such flows can be found in explosive volcanic eruptions and the 

mass transfer between the oceans and the atmosphere. Such flows are also found in 

industrial processes like boiling heat transfer, cloud cavitation in hydraulic systems, 

aeration in water purification, bubble columns and centrifuges in the petrochemical 

industry, cooling devices in nuclear industry, scavenging of dissolved gases in separation 

processes suspensions of cells in bioreactors. The need to understand the behavior of such 

systems has therefore motivated a number of studies.  

 

Traditionally engineering predictions of bubbly flows were based on correlations of the 

bulk properties like mean pressure drop, mean flow rate, mean wall shear stress etc. 

These correlations were obtained from simple scaling arguments and experimental 

measurements (Hetsroni, 1982). While knowledge of such mean parameters are enough 

for simple pipe flows, a more detailed knowledge of the flow field is needed for 

designing more sophisticated devices e.g. bubble columns, centrifuges etc. 

 

To predict this kind of detailed flow fields, flow equations that describe the average 

behavior of multiphase systems are often numerically solved. These equations can take 

several forms. The simplest assumption is that the multiphase flow is a mixture whose 

properties depend on the void fraction. In the mixture approximation there is a single 

average velocity, but in most cases the bubbles and the liquid move with different 
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velocities and the behavior of the flow depends strongly on the slip velocity between the 

bubbles and the liquid. Today it is therefore most common to work with “two-fluid 

models” where separate mass and momentum (and energy where appropriate) equations 

are written for the different fluids. The liquid motion is almost always computed by 

continuum equations resembling the Navier-Stokes equations but containing additional 

terms accounting for the presence of the bubbly phase. The equations for the averaged 

motion of the liquid contain extra terms that represent the effect of the bubbles. One is 

the force that the bubbles exert on the liquid. Another is the velocity fluctuations 

generated by the motion of the bubbles. Non-uniform bubble motion can also lead to 

buoyancy driven currents and in turbulent bubbly flow the bubbles can modify the 

turbulence and thus the evolution of the flow. The motion of the bubbles can be 

computed by a similar continuum equation. These effects also give rise to additional 

terms in the liquid continuum equation. Antal, Lahey and Flaherty (1991) and Azpitarte 

and Buscaglia (2003) developed a two fluid model for laminar flow in a vertical channel. 

Later, Lopez De Bertodano, Lahey, and Jones (1987, 1994), Kuo, Pan, and Chieng 

(1997), Guet, Ooms and Oliemans (2005), Politano, Carrica, and Converti (2003) and 

Celik and Gel (2004) extended this approach to model turbulent regimes. The main 

difficulty of using such models is the constitutive relations used for representing the force 

exerted on the bubble is limited by the parameter range of the flow and is rarely 

universal. Additionally, there is very limited understanding of bubble-bubble interactions 

and the effect of the bubbles on the liquid (two-way coupling). Hence such approaches 

are currently limited to flows with very low void fraction and very small particles, where 

it is possible to ignore the effect of the bubbles on the liquid (one-way coupling).  
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Experimental investigations of multiphase flow are traditionally limited to measurements 

of either local or time averaged quantities. Notable investigations of bubbly flows include 

Serizawa, Kataoka and Michiyoshi (1975), Wang, Lee, Jones and Lahey (1987), Liu and 

Bankoff (1993), Nakoryakov and Kashinsky (1981, 1996), Liu (1997), Kashinsky, 

Randin, and Timkin (1999), Song, Luo, Yang, and Wang (2001) So, Morikita, Takagi, 

and Matsumoto, (2002), Luo, Pan, and Yang (2003), Guet, Ooms and Oliemans (2005), 

and Mudde and Saito (2005), and Matos, Rosa and Franca (2004). Unsteady flow-field 

measurements of fully tree-dimensional multi-phase flow are much more recent (Schlüter 

and Rabiger, 1998, Brucker, 1996 and Stewart, 1995) and are made possible due to 

advent of advanced methods like particle image velocimetry (PIV). While these methods 

are promising they are also limited to low void fraction cases.  

 

As in turbulent flow of a single-phase fluid, multiphase flows generally possess a large 

range of scales, ranging from the sub-millimeter size of a small bubble or an eddy to the 

size of the system under investigation. For an industrial bubble column or the flow 

around a ship, the ratio of the smallest to the largest scale is easily tens or hundreds of 

thousands. Assume, somewhat arbitrarily, that grid points of the order of ten are needed 

per smallest scale, that the smallest bubble or eddy is about a millimeter, and the 

dimensions of the system which needed to be simulated are measured in meters. For this 

relatively modest system over 10
12
 grid points would be needed. While direct numerical 

simulations (where all flow scales are resolved) of such systems is likely to be possible 

within ten to twenty years, particularly if adaptive gridding can be used to reduce the 

actual number of grid points used, it is unlikely that it will be practical to use such huge 

simulations for routine engineering predictions. Furthermore, it is likely that this will not 
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be necessary, except in a few special cases. Thus, it is likely that models of multiphase 

flows, where the average motion is computed, but the influence of small, unresolved 

scales is accounted for by closure models, will be in use for the foreseeable future. 

Providing accurate closure models will therefore continue to be at the center of 

multiphase flow research.  

 

Still, direct numerical simulations (DNS) of disperse bubbly multiphase flows, where 

every continuum length and time scale is fully resolved, can satisfy two main objectives. 

First, such simulations can generate insight and understanding of the basic behavior of 

the flow at the smallest scales. These include the forces on the bubbles, how the bubbles 

affect the flow, and how many bubbles interact in dense disperse flows. Secondly, the 

vast data generated by direct numerical simulations can be used in the construction of 

closure models for engineering simulations of the averaged flow field. This is due to the 

fact, that, multiphase flows, like single-phase turbulent flows, exhibit a great deal of 

universality at the smallest scales and it is almost certain that re-computing small-scale 

behavior that is already understood is not necessary. 

 

During the last two decades, great advances have been made in direct numerical 

simulations of multiphase flow. Ryskin and Leal (1984) simulated steady-state shape of a 

single clean axisymmetric bubble. Jan (1994) and McLaughin (1996) extended it to 

bubbles with surfactants. Takagi and Matsumoto (1994), Miyata (1994), and Oka and 

Ishii (1999) performed unsteady three-dimensional simulations of the motion of a 

deformable bubble. At present, for fluid particles, like bubbles and drops, it is customary 

to use a one field formulation, where a single Navier-Stokes equation is solved in the 

entire flow field on a fixed grid. The interface between the fluids is either tracked (front 



 5 

tracking method, Unverdi and Tryggvason, 1991) or recaptured (volume of fluid method, 

Lafaurie et al. 1994 and level set method, Sussman and Smereka, 1997).  

 

Studies on the simulation of multiple bubbles were far more difficult because of 

increased computational complexity. Initially, some progress was achieved by the use of 

simplified assumptions. Moore (1965) observed that except in boundary layer and wake 

the flow around a bubble is inviscid in high Reynolds number regimes. Using this 

Smereka (1993), Sangani and Didwania (1993), and Yurkovetsky and Brady (1996) 

developed methods for simulating the motion of large numbers of spherical bubbles in 

the inviscid limit for low void fraction cases. Results from these simulations show that 

velocity of bubbles become equal over time and form horizontal rafts, a discrepancy with 

experimental results. This lack of agreement with experimental results is later attributed 

to the absence of wakes in the simulations, which led researchers to questions its 

appropriateness. Another popular method is to represent the bubbles as point particles 

and assume that the bubbles are smaller than the smallest eddies of the continuous phase. 

Then the bubbles can be advected using Newton’s second law if constitutive models of 

all the forces acting on the bubbles are available (Spelt and Biesheuvel 1997). Although 

all scales of motion in the liquid are resolved in this approach, it suffers from a number of 

shortcomings too. The relations prescribed for the forces exerted by the liquid on the 

bubbles are only applicable in a limited region of the parameter space. In addition, direct 

bubble/bubble interactions are not accounted for, so that the simulations are restricted to 

low void fractions. 

 

Direct numerical simulations (DNS) of multiple bubbles were not attempted until very 

recently when the increase in computing power made such studies possible. Esmaeeli and 
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Tryggvason (1996) performed two-dimensional simulations of homogeneous bubbly 

flows in periodic cells using up to 324 bubbles and found that the work done by the 

bubbles increases the energy of much larger flow structures. This result is similar to what 

has been found for forced two-dimensional turbulence. Esmaeeli and Tryggvason (1998, 

1999) followed the motion of multiple bubbles in periodic cells in two and three 

dimensions. They have found, for both two and three-dimensions, that the regular 

structure of the bubble breaks up as they evolve. For low Reynolds number the rise 

velocity of freely evolving array is higher than regular array. For moderate Reynolds 

number the effect is opposite and rise velocity of regular array is higher than freely 

evolving array. Velocity fluctuations were found to be larger in the two-dimensional 

simulations than three-dimensional cases. Pair formation of three-dimensional bubbles 

was also observed at high Reynolds number. Bunner and Tryggvason (2002) simulated 

motion of up to 216 three-dimensional bubbles by direct numerical simulation. They have 

found two bubbles that are aligned vertically attract each other due to the wake effect, 

rotate around each other, and then repel when they are aligned horizontally. This 

mechanism is famously named as ‘drafting, kissing and tumbling’. At higher void 

fraction periodic formation of horizontal rafts of bubbles is also observed. The velocity 

fluctuation of the bubbles and liquid is found to be anisotropic with vertical fluctuation 

velocities of both the bubbles and the liquid being larger than the horizontal fluctuation 

velocities. Bunner and Tryggvason (2003) followed the motion of 27 deformable bubbles 

with Reynolds number close to 25. Results show, that the bubbles eventually form 

vertical streams and accelerate. Esmaeeli and Tryggvason (2005) studied rise of 3-

dimensional buoyant bubbles at O(100) Reynolds number. They found flow with 

deformable bubbles is more dissipative than the flow with spherical bubbles at 
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comparable Reynolds number. They also found absence of any streaming instability 

found by Bunner and Tryggvason (2003) at this Reynolds number. 

 

1.2 Objective and scope of present work 

 
As discussed, in the previous section, great advances have recently been made in direct 

numerical simulation of homogeneous bubbly multiphase flows. In the last five years a 

lot of studies have been made in simulating large number of bubbles in both two and 

three dimensions. But few studies have been done to investigate more complex practical 

multiphase flows using direct numerical simulation. In most practical multiphase flows 

presence of wall boundaries are likely. However, interactions of bubbles with no-slip 

walls are not completely understood yet. Present models (Antal et. al. 1991) of wall-

bubble interactions are heavily sensitive on model coefficients which in turn are 

significantly dependent on bubble size and other physical parameters governing the flow. 

A more complete understanding of the interactions between bubbles and wall requires a 

description of detailed flow structure around the bubbles near the wall. This is also an 

prerequisite for improving the current wall models for engineering simulations of the 

averaged flow field. The present study tries to address these problems by using direct 

numerical simulations to solve the complete flow field around the bubbles near the wall. 

Another important aspect that is not addressed in past studies pertains to the universality 

of small scale behavior of bubbly flows. For example, does the small scale behavior that 

is observed in simulations of homogenous bubbly flows applies to more complex 

transient flows? The present study tries to address this question by developing an 

averaged model of transient migration of bubbles in a horizontal channel based on small 

scale behavior observed in homogenous simulations. Comparison between this model and 
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actual simulation results can help in addressing this important question. In Chapter 3 the 

results from direct numerical simulations of laminar bubbly flow in a vertical channel are 

compared with prediction of the steady-state two-fluid model of Antal, Lahey, and 

Flaherty (1991). The simulations are done assuming a two-dimensional system and the 

model coefficients are adjusted slightly to match the data for upflow. The model is then 

tested by comparisons with different values of flow rate and gravity, as well as down 

flow. In all cases the results agree reasonably well, even though the simulated void 

fraction is considerably higher than what is assumed in the derivation of the model. The 

results do, however, suggest a need to understand the lift and the wall repulsion force on 

bubbles better, particularly in dense flows. In Chapter 4 a model problem where the 

bubbles near a no-slip wall rise is studied. A parametric study on the velocity increase 

across the layer is also performed. The study is done using direct numerical simulations 

where the flow around the bubbles is fully resolved and the uniform flow outside the wall 

layer is generated by a properly adjusted body force. The behavior of the flow is studied 

for a range of parameters using a regular periodic array and the results then compared 

with results from simulations of freely evolving and interacting bubbles for one case, as 

well as with results of simulations of the full channel. The average properties of the flow 

in the wall layer are examined and compared with a simple drift-flux model. In Chapter 

5, transient buoyancy driven motion of two-dimensional bubbles across a domain 

bounded by two horizontal walls is studied by direct numerical simulations. The bubbles 

are initially released next to the lower wall and as they rise, they disperse. Eventually all 

the bubbles collect at the top wall. The goal of the study is to examine how a simple one-

dimensional model for the averaged void fraction captures the unsteady bubble motion. 

Significant differences remain, however. It is suggested that bubble dispersion must be 
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included, and by using a simple model that relates the bubble dispersion to the bubble 

induced liquid velocity improved agreement is shown. 
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CHAPTER II 

 

Formulation and numerical method 
 

Main challenges of simulating interfaces between different fluids are to maintain a sharp 

front and to compute the surface tension accurately. The front tracking method was 

originally developed by Unverdi & Tryggvason (1992) and improved by Esmaeeli & 

Tryggvason (1998) allows us to achieve this objective. The main features of the method 

are presented briefly; a complete description is available in Tryggvason et al. (2001). One 

set of equations is used for the whole domain, including both the bubbles and the carrying 

liquid on a two/three-dimensional fixed grid. In addition to the two/three-dimensional 

fixed grid on which the Navier-Stokes equation is solved, a moving, deformable, two-

dimensional mesh is used to track the boundary between the bubble and the ambient 

fluid. This mesh consists of marker points connected by linear elements for two-

dimensional cases and triangular elements for three-dimensional cases. This mesh is 

eventually used to update the density and viscosity at each grid point and to find the 

surface tension. The code originally developed by Esmaeeli & Tryggvason (1998) is used 

in this study after some slight modifications. 

 

2.1 Governing equation 
 

The fluid motion is assumed to be governed by the Navier-Stokes equation: 

( ) ( )∫ −+∇+∇∇++−∇=∇+
∂
∂

''''.. dsP
t

T
xxnuufuu

u βδσκµρρ
ρ

         (2.1) 

This equation is valid for the whole flow field but the density field and viscosity field 

change discontinuously at the interface of two fluids. Here u is the velocity, P is the 

pressure and f is a body force. Surface tension term is added at the interface. The term 
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βδ is a two or three dimensional delta function constructed by repeated multiplication of 

one dimensional delta functions. σ  is the coefficient of surface tension, 'κ  is the 

curvature for two dimensional flow and twice the mean curvature for three dimensional 

flow. 'n is the unit vector normal to the front. 

 

The mass conservation equation is given by 

0. =∇+
∂
∂

uρ
ρ
t

                                                            (2.2) 

In all our cases the fluids are taken to be incompressible and viscosity of each fluid is 

constant i.e., 

0,0 ==
Dt

D

Dt

D µρ
                                                        (2.3) 

Combining equation 2.2 and 2.3, 

0. =∇ u                                                                   (2.4) 

 

2.2 Numerical method and front-tracking 
 

The main challenge of multiphase flow, using one fluid formulation is, to maintain a 

sharp front during advection of density and viscosity and to compute the surface tension 

accurately. In the front-tracking method, besides the fixed grid, where, velocity and 

pressure fields are computed, there is another grid which is used to represent the interface 

between two fluids. This is a unstructured grid and the main purpose of it is to sharply 

demarcate the interface between two fluids. This helps in maintaining a sharp front 

during advection of density and viscosity and to compute the surface tension. Hereafter, 

this grid is referred as the front grid. In this study, instead of advecting the density 

directly, an indicator function ( I ) is advected. The value of the indicator function is 

always assumed to be 0 inside the liquid and 1 inside the bubbles. The advection of the 

indicator function on the fixed grid between time steps n and n + 1 is accomplished by 
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first moving the front grid and then constructing a grid-indicator function field to match 

the location of the front. The velocity of each front marker point is interpolated from the 

fluid velocities at the four grid nodes surrounding the front point in each direction using 

the same weighting functions proposed by Peskin (1977). After all points have been 

advected, a discrete version of the indicator function gradient across each front element, 

written symbolically as, ∫=∇ 'dAI hh nδ  is calculated on the front and distributed onto 

the grid. hδ  is a discrete delta function and is defined on 4
3
 grid points with the same 

weighting functions suggested by Peskin. A smooth indicator function field is then 

obtained by solving the following Poisson equation.  

II hhh ∇∇=∇ .
2

                                                          (2.5) 

The density and viscosity field is then calculated as following, 

( ) ( )II lglg µµµρρρ −=−= ,                                            (2.6) 

where gρ , lρ , gµ , lµ  are density of bubbles, density of liquid, viscosity of bubbles and 

viscosity of liquid respectively. 

 

An accurate computation of the surface tension force in a conservative way is also very 

important for the accuracy of the simulation. Otherwise an artificial force is introduced in 

the simulation and the results are no longer valid.  

 

In two-dimension the surface tension term on a front element can be written as, 

( ) ( ) ( )12'' ss
s

nF σσ
σ

σκδ σ −=
∂
∂

== ∫∫ ∆∆ ss
ds

s
ds                                 (2.7) 

This ensures the net force on any closed interface is zero. Here, s is the tangent vector at 

the end points of the front element 

 

In three-dimension the surface tension term on a front element is calculated as, 
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( ) dsdsds
sss ∫∫∫ ∆∆∆
×=×∇×== ntnnnF σσσκδ σ                              (2.8) 

In both two and three dimensions, the tangents are calculated by fitting a polynomial 

curve through the points of the front element and neighboring elements. 

 

Once the density field, viscosity field and surface tension term is computed; standard 

methods (pressure projection method in this case) of integrating Navier-Stokes equation 

in time can be used. In most of our studies a second order in time scheme is used, but 

here a first order scheme is described. 

 

Equation 2.1 and 2.2 are discretized in a fixed staggered grid in the following way 

P
t

n
nnnn

∇−=
∆
−++

A
uu ρρ 11

                                             (2.9) 

0. 1 =∇ +n
u                                                               (2.10) 

where A is the advective, diffusive and force terms in equation 2.1. Further equation 2.9 

can be written as, 

n
nnn

t
A

uu
=

∆
−+ ρρ *1

                                                     (2.11) 

P
t

nnn

−∇=
∆
− +++ *111

uu ρρ
                                               (2.12) 

Next by taking the divergence of equation 2.12 and using 2.0, an elliptic equation for 

pressure is obtained 

t
P

n ∆
∇

−=∇∇
+

*

1

.1
.

u

ρ
                                                    (2.13) 

This non-separable elliptic equation is solved using the multigrid package, MUDPACK, 

developed by John Adams (1989). The final velocity is then calculated as, 

P
t

n

n ∇
∆

−=
+

+
1

*1

ρ
uu                                                    (2.14) 
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2.3 Convergence tests 
 
A number of validation tests of the above method are reported in Tryggvason et al. 

(1998), Esmaeeli & Tryggvason (1998). For example, Jan (1994) implemented the 

method in axisymmetric coordinates and compared the results for the rise of a single 

bubble at Re = 20 and We = 12 with those of Ryskin & Leal (1984). Using a large 

domain and about 25 grid points per bubble radius, Jan (1994) found that the difference 

in the steady-state rise velocities was less than 1%, and that the bubble shape, 

streamlines, and recirculation behind the bubble were almost identical. In this study the 

goal is to study the motion and interaction of bubbles in vertical and horizontal channels 

with no-slip walls. It is therefore important to study the convergence of the method in 

such cases. However, the high cost of DNS computations imposes a constraint on the 

resolution that can be used for a large simulation. Therefore it is customary to establish 

the validity of the method by performing the convergence study on a similar but smaller 

model problem 

In this study, a grid independence study was conducted in a two dimensional vertical 

channel with two bubbles and a pressure gradient and gravity acting downwards. The rise 

of the bubbles was simulated at Eo = 0.5, M = 1.25x10
-5
 and void fraction of 16.1%. 

Three different resolutions were used for the study, with about 12.8, 25.6, and 51.2 points 

per diameter. Figure 2.2 shows the bubble Reynolds number of the bubbles with time. 

The results from table 2.1 shows that the relative error between the intermediate and fine 

resolution is at most 2% for the steady state drift Reynolds number of the bubble, Reb. 

The results from figure 2.2 and table 2.1 show that for a resolution of about 25 points per 

bubble diameter the solution is almost grid independent. Resolutions between 20 and 27 
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grid points per bubble diameter were used in the present simulations, depending on the 

size of the simulation. 
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(a) (b) 

Figure 2.1 The bubbles and the streamlines in a stationary frame of reference are shown 

at a late time after the flow has reached a statistically steady-state. (a) Intermediate 

resolution, nd=25.6. (b) Fine resolution, nd=51.2. 
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Figure 2.2 Convergence study for two bubbles with Eo = 0.5, M = 1.25x10-5, α = 16.1%. 

Bubbles Reynold’s Number is shown vs. time. 
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Table 2.1. Convergence study for one bubble in a regular array in a two-dimensional 

square domain with resolution nx = ny and nd grid points per bubble diameter: steady state 

drift Reynolds number of the bubble Red. 

nx=ny nd Red 

40 12.8 3.99 

80 25.6 4.44 

160 51.2 4.53 
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CHAPTER III 

 

Statistically steady-state motion of bubbles in a vertical 

two-dimensional channel 

 
3.1 Introduction 

 
Ervin and Tryggvason (1997) showed that the lift force on a clean non-deformable 

bubble rising in a vertical shear flow is directed toward the side where the fluid moves 

faster past the bubble, i.e. the lift co-efficient is positive. Therefore, in vertical channels, 

where the fluid velocity is zero at the walls, the bubbles will therefore move laterally 

toward the walls for upflow (where pressure gradient drives the flow upwards) and away 

from the walls in downflow (where pressure gradient drives the flow downwards). Lu, 

Biswas and Tryggvason (2006) used direct numerical simulations to examine the motion 

of equal-sized non-deformable bubbles in a vertical channel. They found, the average 

mixture density changes due to this lateral motion. For upflow as bubbles are driven to 

the walls, from the middle of the channel, eventually the mixture density increases to a 

point where the weight of the mixture is balanced by the pressure gradient. The shear 

therefore becomes zero and the lateral migration of the bubbles stops. Similarly, for 

downflow, as the bubbles are driven away from the walls the mixture density in the 

middle of the channel decreases until the mixture is buoyant enough to match the 

pressure gradient and the shear in the middle becomes zero. Thus, for both upflow and 

downflow lateral migration of the bubbles changes the mixture density in the middle of 

the channel in such a way, that, the shear becomes zero and further lateral migration of 

the bubbles is stopped. For upflow the result is a bubble rich layer near the walls but for 

downflow the wall-layer is depleted of bubbles. Though they have proposed a simple 
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analytical model for the flow, which agrees excellently with the DNS results, the model 

itself is limited to the particular situation and cannot be applied generally. Also the model 

cannot predict velocity and the flow rate in the upflow case. 

 

In this study, the applicability of more general two-fluid models to bubbly flows in a 

vertical channel that can be simulated by direct numerical simulations relatively easily is 

examined. To reduce the computational cost, only a two-dimensional system is 

considered. This allows for more than one simulation to be performed and hence allows 

for parametric studies to be conducted relatively easily. The results are then compared 

with predictions obtained using the two-fluid model of Antal, Flaherty and Lahey, 1991. 

The key questions are how well the model, derived using small bubbles and a dilute flow, 

performs in situations that are easily simulated (large bubbles and dense flow), and how 

large a system needs to be and for how long the evolution must be simulated to reach an 

approximate steady state that can be compared with the two-fluid model?. Finally, the 

effect of deformability of the bubbles on the system is examined. 

 

3.2 Nearly spherical bubbles: DNS results and two-fluid 

modeling 
 

3.2.1 Problem setup 

 
In this study, the steady state flow of bubbles in a vertical channel is examined, with 

gravity acting downward parallel to the walls, for both up and down flow. See figure 3.1, 

where the vertical coordinate is defined as y and x is defined as the cross-channel 

coordinate. The flow is driven by a pressure gradient in the y direction, but on the average 

the flow is assumed to be homogeneous in that direction. Therefore ∂ /∂y = 0  (except that 

dp/dy = constant). The flow in the channel is characterized by the Reynolds number 
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without bubbles. In this study, investigations are limited to systems with bubbles of only 

one size, so the bubble motion is determined by the Morton number, M, and the Eötvös 

number, Eo. In addition, either the number of bubbles nb or the void fraction α needs to 

be specified. The governing non-dimensional numbers therefore are: 
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Here H is the width of the channel, U is the average velocity in the channel before the 

bubbles are added, ρl  and µl , are the liquid density and viscosity, respectively, σ  is the 

surface tension, g is the gravity acceleration, and db is diameter of the (non-deformed) 

bubbles. 

 

3.2.2 The two-fluid model 

 
The two-fluid model that is examined here is based on writing separate conservation 

equations for each phase. By assuming a fully developed, steady-state flow, and that the 

density of the bubble phase can be neglected, Antal, Lahey, and Flaherty (1991), derived 

a model for laminar bubbly flow in a circular pipe. For the two-dimensional flow in 

figure 3.1, the corresponding equations are 
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Here, lg ααα −== 1  is the void fraction of the air, Ur  is the relative velocity of the 

bubbles with respect to the liquid, and ul  is the liquid velocity in the vertical direction. 
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The density and viscosity of the liquid are ρl  and µl , respectively, and gy is the gravity 

acceleration. The drag coefficient in (3.1) is given by 

( ) 24,Re1.01
Re

75.0 =+= A
A

CD                                               (3.4) 

where the Reynolds number and the effective viscosity are given by 

Re =
2Rbρl Ur

µm

,            
α

µ
µ

−
=
1

l
m                                   (3.5) 

The pressure gradients in the gas and the liquid are taken to be equal and given and the 

average void fraction is used when computing the Reynolds number in (3.5). The first 

equation is the momentum conservation equation for the gas phase in the vertical 

direction (y), where the vertical pressure gradient and the weight of the liquid are 

balanced by the drag force due to the bubbles. The second equation is the vertical 

momentum equation for the liquid phase showing that the vertical pressure gradient and 

the weight of the liquid on the left hand side are balanced by the liquid shear and drag 

force on the right hand side. The third equation is the gas momentum equation in the 

horizontal direction (x), where the bubble advection (left hand side) is balanced by the lift 

force (first term on the right) and the wall repulsion force. The wall repulsion (last term 

on the right) is given by the model of Antal, Lahey and Flaherty (1991). Here s is the 

distance to the closest wall and the wall repulsion force, which is always away from the 

wall, is set to zero for s large enough to yield a force toward the wall. The coefficients 

used here are taken from Azpitarte and Buscaglia (2003) who used:Cw1 = −0.106, 

Cw2 = 0.147 and CL = 0.05 .  

 

To solve these equations the domain is discretized using 501 grid points, which is more 

than enough to give fully converged results for the parameters examined here. Initially, it 

is assumed that the void fraction is constant and the liquid velocity is zero. Initially, 
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equation (3.1) is solved for Ur . Then equation (3.2) is solved implicitly using a tri-

diagonal solver to find ul (x) and finally equation (3.3) gives ε x( )by marching from one 

wall to the other. The new α  is then used to solve (3.2) again for the liquid velocity, 

(3.3) gives a new void fraction and so on, iteratively until the solution has converged. For 

the solution of (3.2) the boundary conditions ul 0( )= ul H( )= 0 are used. After the solution 

has converged, ( )xα  is corrected to conserveα , i.e.  

( ) ( ) ∫−+=
H

o

new dxx
H

xx
0

)(
1

αααα                                         (3.6) 

where oα  is the specified average void fraction. This generally results in negative values 

for the void fraction near the walls. In the plots of ( )xα  the negative values are replaced 

by zeroes. 

 

3.2.3 Results 

 
To study the system sketched in figure 3.1, the motion of 72 bubbles is followed as they 

rise in a vertical channel for both upflow and downflow. For the upflow the liquid 

velocity increases the rise of the bubbles and for the down flow the liquid flow slows 

them down, relative to a stationary observer. The fluid shear near the walls has different 

sign for the different flow directions. Here Eo = 0.5, M = 1.25 × 10-5, and oα  = 0.1206. 

The channel Reynolds number without bubbles is Re=823.51. The length of the 

computational domain is three channel widths and periodic boundary conditions are 

imposed in the streamwise direction. The domain is resolved by a 256 by 769 grid, except 

for the two cases with smaller bubbles (discussed later) where a 384 x 1152 grid is used. 

Grid refinement studies have shown that this resolution results in essentially fully 

converged solution. The simulation for the upflow took around 4 days and 22½ hours to 
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run up to 35381 steps and time=75.0. The computations are done on a dedicated Intel(R) 

Xeon 2.40GHz processor node. Other runs also took comparable times. For 

computational convenience the bubble density and viscosity are taken to be one twentieth 

of the liquid. As discussed by Esmaeeli and Tryggvason (1999), reducing the density and 

viscosity of the bubbles has essentially no impact on the results. The flow is initially 

started using the velocity profile predicted by the two-fluid model for these parameters, 

but the bubbles are uniformly distributed across the channel. Since gravity acceleration 

points downward, the bubbles rise upward, relative to the liquid, in both cases. 

 

Figure 3.2 shows the bubble distribution and the streamlines at a late time for two 

simulations (upflow and downflow). In figure 3.3 and figure 3.4 the vorticity contours 

and velocity field is shown with the bubble distribution for the same simulations. In the 

frames on the left of figures 3.2-4 the pressure gradient is set to generate upflow and for 

the right frames the pressure gradient is reversed, resulting in down flow.  

 

As expected, the bubbles remain essentially cylindrical, even in the high shear region 

near the walls and the lift of a bubble rising relative to the fluid is toward the slow 

moving fluid. Thus, the lift force pushes a bubble toward the wall for upflow and toward 

the middle of the channel for down flow. In most of the channel, however, the void 

fraction and the velocity are relatively uniform. Indeed, the distribution of the bubbles in 

figure 3.2-4 do not look fundamentally different, although it can be seen that there is, on 

the average, a larger number of bubbles near the wall for the upflow than for the down 

flow. For the down flow, in particular, bubbles do not hug the wall for long periods of 

time unlike the upflow. Since the bubble distribution in figure 3.2-4 is at only one time 

step, it needs to be verified whether this is true at other times as well. In figure 3.5 the 
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path of the bubbles over a length of time is plotted after the system has reached statistical 

steady-state. The left frame shows the path of bubbles for upflow whereas the right frame 

shows the same for down flow. It is clear that for upflow some of the bubbles hug the 

wall for most of the time, whereas for downflow no bubble comes near the wall at any 

time. In the middle of the channel the nature of the rise of bubbles with time seems very 

different between upflow and downflow. In the upflow case the bubbles rise without 

much interaction. For downflow however bubble-bubble interactions seems much 

stronger. The reason for this is, for upflow the slip velocity of bubbles in vertical 

direction is in same direction of the liquid velocity. For downflow the slip velocity of 

bubbles in vertical direction is in opposite direction of the liquid velocity. Therefore the 

magnitude of absolute vertical velocity of bubbles is much larger for upflow than 

downflow. Hence the path of bubbles for downflow seems extremely irregular whereas in 

upflow, the path of the bubbles looks relatively straightforward. 

 

To quantify the evolution of the flow, and to assess whether the flow is at steady-state, in 

figure 3.6 the average rise Reynolds number of the bubbles (a), the average through flow 

(b), and the average root mean squared (rms) distance of the bubbles from the centerline 

of the channel (c) is plotted with time. In both cases the flow has reached a relatively 

well-defined steady-state, but the upflow case shows a significantly longer transient and 

may be undergoing small long-time oscillations. Since the number of bubbles is relatively 

small, the average bubble velocity shows higher frequency fluctuations than the through 

flow, which is found by integrating over the whole domain. The relatively uniform 

distribution of the bubbles is clear in the root mean square distance of bubbles from the 



 25 

centerline (c), where it can be seen that although the bubbles in upflow are closer to the 

walls, the difference is relatively small. 

 

Once the flow reaches an approximately steady state, well-defined average void fraction 

and liquid velocity profiles can be calculated. In figure 3.7, the average void fraction, 

computed by averaging over the y direction and over several times is plotted after the 

flow reaches an approximately steady-state, as a function of x. Frame (a) corresponds to 

the upflow in the left frame of figure 3.2 and frame (b) to the down flow in the right hand 

side of figure 3.2. In addition to the profiles computed from the results of the simulations, 

two-fluid model predictions for the void fraction profile, obtained by solving equations 

(3.1) – (3.3) is also plotted. At the center of the channel, agreement between theory and 

simulation is quite good. Like Lu, Biswas, Tryggvason (2006), it is also found, that the 

average mixture density at the center of the channel is such that, the mixture is in 

hydrostatic balance for both upflow and downflow. For the upflow, both the model and 

the simulation show a peak in the void fraction near the wall. The theoretical peak is, 

however sharper and closer to walls.  

 

The average velocity profile, computed by averaging over the y direction and over several 

times after the flow reaches an approximately steady state is plotted versus x in figure 3.8 

for both cases, again with the theoretically predicted velocity profile superimposed. Since 

the bubbles “homogenize” the flow, resulting in steep gradients in the liquid velocity near 

the walls, the average flow rate is significantly lower than for the original laminar flow 

without bubbles. For the domain simulated here the profiles are relatively symmetric, but 

it is important to note that preliminary simulations using a shorter channel (with the 

length equal to the width) frequently resulted in significant asymmetry in the velocity 
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profile, that lasted for a long time. For the upflow the model, using the original 

coefficients, overpredicts the velocity significantly but for the downflow the average 

values are closer. 

 

The profiles predicted by the two-fluid model depend strongly on the various model 

parameters, such as the drag and the lift coefficient. In figures 3.7 and 3.8, The values for 

the various coefficients in equations (3.1) – (3.3) are taken from Azpitarte and Buscaglia 

(2003). These values are, however, derived for fully three-dimensional flows and there is 

no particular reason to expect the agreement with the present results to be very good. In 

the limit of zero Reynolds number, equation (3.4) is the drag for a solid sphere, not a 

bubble (since real bubbles are usually contaminated) and the drag of a two-dimensional 

cylinder is generally different than on a sphere with the same diameter. Furthermore, the 

drag in dense flows is generally higher than in dilute flows. To adjust the model 

coefficients it is natural to start by adjusting the drag. The average relative bubble 

Reynolds number (based on the channel width and the liquid properties) for the upflow 

case is Rer =133.3, which is very close to the relative bubbles Reynolds number found 

for bubbles rising in fully periodic domains with initially quiescent fluid (Rer =124.9). 

For the down flow, however, a slightly lower value, Rer = 92.1 is found. The reason that 

the relative velocity is slightly lower for the down flow case is presumably that since the 

bubbles are pushed away from the walls, the effective void fraction in the center of the 

channel is slightly higher that for the upflow and the periodic case (see figure 3.4). Using 

the relative velocity for the upflow case, and equations (3.1), (3.4), and (3.5), it is found 

that the relative velocity can be matched by changing the coefficient in equation (3.4) 

from 24 to 18.3. This adjustment is well within the range of what can be expected. The 
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original coefficient is for a solid sphere and for a bubble it should be replaced by 16, but 

the finite void fraction and the two-dimensionality result in a slightly higher drag than for 

an isolated, clean, spherical bubble. However, even if the relative velocity is matched, the 

liquid velocity profile is sensitively dependent on the lift coefficient (and the wall 

repulsion model) and it is difficult to adjust the model in such a way that the peaks in the 

void fraction distribution are at the correct location. The difficulty is that equation (3.2) 

for the velocity has no free parameters, so once the void fraction is determined the 

velocity is in effect also given. In figure 3.9 the numerically obtained velocity and void 

fraction profiles for the upflow is plotted, along with several theoretical profiles obtained 

by adjusting the lift coefficient. Like Lu, Biswas, Tryggvason (2006), it can be seen that 

the velocity profile of the liquid is flat at the center of the channel. For CL=0.11, the 

average velocity matches the simulation results. However, the main effect, of increasing 

the lift coefficient on the void fraction profile for upflow, is that the wall peaks of void 

fraction move significantly closer to the wall. This does not agree with the simulation 

results. It should also be noted that, the wall peak predicted by Antal et al. was also closer 

to the wall than the wall peak in the experimental data, they used for upflow.  Although, 

the liquid velocity profile always remains flat at the center of the channel, for upflow it 

changes drastically in the region closer to wall, with the lift co-efficient. Surprisingly, the 

downflow results are found to be very insensitive to changing of the lift-coefficient. Due 

to these difficulties in adjusting the model to exactly match both the void fraction peak 

and velocity profile for upflow a detailed investigation to examine the flow structure 

around a bubble rising vertically near a no-slip wall is carried out in chapter 3. 
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It is very difficult to match both the void fraction and the velocity profiles from the 

simulation and the two-fluid model perfectly. However, the performance of the model is 

examined, both with the original and the “best” values from figure 3.9, for a number of 

other cases. In figure 3.10 effect of reducing the gravity by a factor of two for both the 

upflow and the down flow is shown by plotting the total through flow versus gravity. In 

addition to the results from the DNS (solid line), model predictions for the original 

parameters used in figures 3.6 and 3.7 (“model 1”) as well as for the “best” set from 

figure 3.6 (“model 2”) is also shown. For the downflow the effect of varying the 

parameters is very small, but for the upflow the model predictions is significantly 

improved by using the new values. 

 

A similar test for the effect of the void fraction, changed by changing the number of 

bubbles in the channel is shown in figure 3.11. Here again the down flow shows good 

agreement between the DNS results and the predictions of the two-fluid model, for both 

sets of modeling parameters. For the upflow case the model with the adjusted parameters 

captures the DNS results nearly perfectly. 

 

Finally, bubbles of different sizes are used, keeping the void fraction the same by 

changing the number of bubbles. The results are plotted in figure 3.12. Here again the 

down flow results are all relatively close, and the adjusted model parameters bring the 

two-fluid predictions in closer agreement with the DNS results. The agreement is, 

however, not quite as good as in figures 3.7 and 3.8, suggesting that either the simple 

adjustment that is made in the drag law (equation 3.4), may not capture the size effect 

well, or that the lift coefficient may need to be readjusted again.  
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3.3 Effects of deformability 
 

In the previous section the behavior of circular non-deformable bubbles were 

investigated. It is found that the lift force plays a primary role in void fraction 

distribution. Ervin and Tryggvason (1997) showed that the direction of lift force on a 

deformable bubble rising in a vertical shear flow is directed toward the side where the 

fluid move slower past the bubble, i.e. the lift co-efficient is negative. Therefore, in 

channels, where the fluid velocity is zero at the walls, the bubbles will move away from 

the walls in upflow. This is completely opposite to what has been found for non-

deformable bubbles. 

 

To study the effect of deformability on the system a simulation of a upflow case is 

performed where the motion of 72 deformable bubbles is followed. The Eötvös number, 

Eo is chosen to be 4.0 but all other parameters (Morton Number, M; Void fraction, α ; 

Number of the bubbles) are kept identical with the simulation of non-deformable bubbles.  

 

Figure 3.13 shows the streamlines (left frame), vorticity contours (middle frame) and 

velocity distribution (right frame) with the bubble distribution. Figure 3.14 shows the 

path of the bubbles over a length of time after the system has reached statistical steady-

state. The flow is initially started using a parabolic velocity profile. Since the acceleration 

due to gravity points downward, the bubbles rise upward, relative to the liquid. Since the 

bubbles deforms into ellipsoidal shape, the lift of a bubble rising relative to the fluid is 

away from the wall and towards the middle of the channel. Indeed, it is clear from figure 

3.13 that not a single bubble is near the wall. However, the void fraction is relatively 

uniform in the middle of the channel. It is also from figure 3.14 that no bubble comes 

near the wall at any time. Figure 3.15 shows the numerically obtained void fraction and 
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velocity profiles for the upflow, for both deformable and non-deformable bubbles. It can 

be seen that unlike the non-deformable bubbles, the deformable bubbles is concentrated 

at the center of the channel and there is no wall peak. Also the velocity profile is not flat 

in the middle of the channel for deformable bubbles. This is expected, because, as the 

bubbles move towards the middle of the channel, the mixture in the middle of the channel 

becomes less heavy and hence, under an applied upward pressure gradient, the velocity 

profile has a non-zero gradient. 

 

3.4 Summary 

 
The study reported here is obviously only a modest first step in bridging the gap between 

direct numerical simulations of multiphase flows and two-fluid models. Bubbly flow in a 

very simple geometry is chosen as the model problem, since this flow has been studied 

extensively experimentally and two-fluid modeling of this setup has been relatively easy. 

Although the two-fluid model clearly had some inadequacy for upflow, especially, near 

the wall, overall, reasonable agreement with the simulation results is achieved. While 

only two-dimensional flows are studied here, the reasonably good agreement obtained 

(with relatively minor adjustment of the model to account for the two-dimensionality) 

confirms that it is possible to simulate multi-bubble systems that are sufficiently large so 

they are well described by two-fluid models. While this is perhaps not too surprising, it is 

nevertheless not a completely trivial issue either. Normally it cannot be expected that a 

system of two or three bubbles, for example, to be accurately modeled by averaged 

models. And, indeed, it is found that simulations using shorter channels (with the length 

equal to the width) resulted in large asymmetries. Two-fluid models are usually derived 

under the assumption that the system under consideration is either “infinitely large” or, 
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more properly, that the model describes the behavior of an ensemble of infinitely many 

realizations. Thus, the question is, how large of a system is large enough? As direct 

numerical simulations are generally limited to relatively small systems, finding that the 

domain of validity extends to those systems that can be computed easily, allows us to use 

the simulations results for calibration of the models. And as our results showed, adjusting 

the model parameters for one case, leads to a relatively good predictions when the 

governing parameters are changed—at least within the range of parameters examined 

here. Finally the effects of deformability of the bubbles on the system are also studied. It 

is found that the behavior of the system with deformable bubbles is remarkably different 

from the system with non-deformable bubbles. 
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Figure 3.1 The problem setup. The flow is fully developed and at steady-state. The width 

of the channel is H, the average velocity in the absence of bubbles is U, gravity acts in the 

negative y direction and the pressure gradient is selected to generate either up or down 

flow. 
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Figure 3.2 Two simulations of the rise of bubbles in upflow in a vertical channel (left 

frame) and downflow (right frame). The bubbles and the streamlines in a stationary frame 

of reference are shown at a late time after the flow has reached a statistically steady-state. 
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Figure 3.3 Two simulations of the rise of bubbles in upflow in a vertical channel (left 

frame) and downflow (right frame). The bubbles and the vorticity contours in a stationary 

frame of reference are shown at a late time after the flow has reached a statistically 

steady-state. 
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Figure 3.4 Two simulations of the rise of bubbles in upflow in a vertical channel (left 

frame) and downflow (right frame). The bubbles and the velocity field in a stationary 

frame of reference are shown at a late time after the flow has reached a statistically 

steady-state. 
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Figure 3.5 Two simulations of the rise of bubbles in upflow in a vertical channel (left 

frame) and downflow (right frame). The path of the bubbles are shown after the flow has 

reached a statistically steady-state. 
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Figure 3.6 The average bubble rise Reynolds number (a), the through flow normalized 

by the channel flow without bubbles (b) and the root-mean-squared distance of the 

bubbles from the centerline of the channel, normalized by half the channel width (c). 
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Figure 3.9 The effect of adjusting the model coefficients for the upflow case. The result 

from the full simulations, along with three profiles obtained by the two-fluid model are 

shown. The averaged fluid Reynolds number is on the left and the void fraction is on the 

right. The values of the leading numerical coefficient in equation (3.5) are 24, 18.3, 18.3 

and the lift coefficient is 0.05, 0.10, 0.14, for the three different model profile shown. 
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Figure 3.10 Total flow rate for different values of gravity as predicted by the full 

simulations and a two-fluid model with two sets of model parameters. 
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Figure 3.11 Total flow rate for different values of the void fraction, changed by changing 

the number of bubbles, as predicted by the full simulations and a two-fluid model with 

two sets of model parameters. 
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Figure 3.12 Total flow rate for different bubbles sizes, but the same void fraction as 

predicted by the full simulations and a two-fluid model with two sets of model 

parameters. 
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Figure 3.13 A simulation of the rise of deformable bubbles in upflow in a vertical 

channel. The bubbles are shown with the streamlines (left), vorticity contours (middle), 

and velocity field (right) in a stationary frame of reference are shown at a late time after 

the flow has reached a statistically steady-state. 
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Figure 3.14 Paths of the rise of deformable bubbles in upflow in a vertical channel is 

shown at a late time after the flow has reached a statistically steady-state. 
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Figure 3.15 The averaged (a) void fraction and (b) velocity profile from the simulations 

for non-deformable and deformable bubbles. 
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 CHAPTER IV 

 

Bubbly wall-layers in a vertical channel 

 
4.1 Introduction 
 

Several researchers have focused on bubbly flows in vertical channels. Experimental 

investigations of turbulent flows include Serizawa, Kataoka and Michiyoshi (1975), 

Wang, Lee, Jones and Lahey (1987), Liu and Bankoff (1993), Nakoryakov and 

Kashinsky (1981, 1996), Liu (1997), Kashinsky, Randin, and Timkin (1999), So, 

Morikita, Takagi, and Matsumoto, (2002), Guet, Ooms and Oliemans (2005), and Mudde 

and Saito (2005), and Matos, Rosa and Franca (2004). These experiments all show that 

nearly spherical bubbles in upflow result in a wall-peaking of the void fraction but a 

bubble free wall-layer for downflow. The velocity in the core of the channel is nearly 

uniform in both cases. Experiments of laminar flow upflow include Song, Luo, Yang, and 

Wang (2001) who studied flows with both uniform and non-uniform distribution of 

bubble sizes and Luo, Pan, and Yang (2003) who examined the motion of light particles. 

Both studies were done for upflow and wall peaking was found in both cases. Modeling 

of bubbly flows in channels has generally treated the mixture using the two-fluid model 

where separate equations are written down for the motion of the liquid and the gas. Such 

models for turbulent flows can be found in Lopez De Bertodano, Lahey, and Jones (1987, 

1994), Kuo, Pan, and Chieng (1997), Guet, Ooms and Oliemans (2005), Politano, 

Carrica, and Converti (2003) and Celik and Gel (2004). A two fluid model for laminar 

flow was developed by Antal, Lahey and Flaherty (1991) and analyzed in detail by 

Azpitarte and Buscaglia (2003). 
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In a recent paper, Lu, Biswas, and Tryggvason (2006) simulated the motion of several 

nearly spherical bubbles in laminar flow in a vertical channel, both for upflow and 

downflow, fully resolving all flow scales. The simulations showed that in both cases the 

flow consists of two well-defined regions: A thin wall-layer and a homogeneous core, 

occupying most of the channel. The formation of these regions is due to lift induced 

lateral motion of the bubbles. For a nearly spherical bubble rising due to buoyancy in a 

vertical shear, it is well known that the lift force pushes the bubble toward the side where 

the liquid is moving faster with respect to the bubble. Thus, in upflow a bubble near the 

wall is pushed toward the wall and in downflow the bubble is pushed away from the wall. 

In upflow the bubbles are therefore moved out of the core region, making the mixture 

heavier, and in downflow bubbles are added to the core, making it lighter. This process 

continues until the average weight of the mixture in the middle of the channel is balanced 

exactly by the pressure gradient. The shear is then zero and the further lateral migration 

of the bubbles stops. Thus for upflow, a layer rich in bubbles is produced near the wall. 

For downflow, a layer completely void of bubbles is formed near the wall. Lu, Biswas, 

and Tryggvason (2006) calculated the thickness of this layer exactly for the downflow 

and assumed it to one bubble diameter thick for upflow. They also named these layers as 

wall-layers. It is only in these wall-layers where there is a non-zero velocity gradient. For 

upflow where the weight of the mixture in the core is increased by pushing bubbles to the 

wall and the light, bubble rich mixture in the wall-layer is driven upward by the imposed 

pressure gradient. For downflow, on the other hand, bubbles must be drawn away from 

the wall to decrease the weight of the mixture in the core and the dense bubble-free wall-

layer is driven downward by its weight and the imposed pressure gradient. As discussed 

in Lu, Biswas, and Tryggvason (2006), the distribution is stable in the sense that if too 
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many bubbles end up in the wall layer for upflow, the core slows down with respect to 

the wall layer, thus generating a shear that will drive the bubbles out of the wall-layer. 

Similar if too many bubbles end up in the core for downflow, its velocity is reduced and 

bubbles are driven back to the wall.  

 

For downflow, where the wall-layer is bubble free, the velocity profile is easily found by 

integrating the Navier-Stokes equations for steady laminar parallel flow and the flow rate 

can be predicted analytically, with a fair degree of accuracy. For upflow, on the other 

hand, the presence of the bubbles makes the situation more complex and the velocity 

profile is not as easily found. Biswas, Esmaeeli, and Tryggvason (2005) tried to apply the 

two-fluid model of Antal, Flaherty and Lahey (1991) but had significant difficulties in 

adjusting the model coefficients to match the simulation results for upflow. In particular, 

the velocity profile near the wall (wall layer) is found to be extremely sensitive to model 

coefficients in the wall layer. Since the velocity increase across the wall-layer determines 

the liquid velocity in the core of the channel, it is critical for predicting the total flow rate. 

For the most part the bubbles in the wall layer interact only weakly with the bubbles in 

the core layer and as a first approximation it seems that they can be neglected, as long as 

the fluid is in hydrostatic equilibrium and the shear there is zero. In this study the 

dynamics of a bubbly wall-layer at relatively modest Reynolds numbers is examined.  

The bubbles in the core region are neglected. Any shear in the core region is eliminated 

by applying a body force adjusted to balance the pressure gradient there. Thus the flow is 

completely determined by what happens in the wall-layer, which is the case for bubbly 

upflow. The average properties of the flow in the wall layer are examined and compared 

with a simple two-fluid model. The motion of many bubbles sliding along a (slightly 
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tilted) wall has been studied experimentally for quiescent flow by Kitagawa, Sugiyama 

and Murai (2004) but the authors are not aware of studies where the liquid is flowing. 

 

4.2 Upward bubbly flow near a no-slip wall and averaged 

equations. 

 
If it is assumed that the bubble layer near the wall is approximately one bubble diameter 

thick (which is the case except for very high void fraction flows) the void fraction profile 

of the flow can be analytically calculated from the phasic conservation of mass of both 

phases. The velocity of the liquid becomes uniform in the middle of the channel (Lu et. 

al. 2005). The value of this velocity depends on the dynamics of the flow in the bubble 

rich wall layer whose void fraction is already known. This provides the motivation for 

studying the flow only in the wall layer. In this study rise of a single bubble in periodic 

array in the wall layer is examined. Effect of governing parameters on the slip velocity of 

the liquid across the bubble layer is studied.  Effect of more than one interacting bubbles 

rising near the wall is also investigated. 

 

Figure 4.1(a) shows the schematic diagram of the problem setup. Since main interest of 

this study is in the mechanics of the bubble layer, the full width of the channel is not 

simulated. Instead a wall bounded vertical channel where the walls are only two bubble 

diameter apart in x direction is chosen to save the computational cost. The left wall is 

chosen as a no-slip wall but the right wall is chosen as a full-slip one. The computational 

domain is periodic in the direction of the walls and in the flow direction. The length of 

the domain in these directions is determined to obtain a desired void fraction in the wall 

layer. In the region outside the wall layer (x > D) a body force is applied in addtion to the 

normal gravity to make the flow hydrostatically balanced. This ensures that there will be 
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no velocity gradient outside the bubble layer in steady state and the velocity boundary 

conditions just outside the bubble layer is identical to that of the actual channel. Flow in 

the bubbly wall-layer is governed by the following one-fluid momentum equation 

( )dsxxp
t

fs

f∫ −++∇+−∇=∇+
∂
∂

δσκρτρ
ρ

ngVV
V

..
                        (4.1) 

A mathematical description of the averaged quantities of the flow can be written by 

volume averaging equation (4.1) along plane slices parallel to the wall. Figure 4.1(b) 

shows a schematic diagram of such an averaging volume. If steady-state and fully-

developed flow is assumed, the resulting equation will not involve any derivative of 

unknown quantities in y and z direction (Figure 4.1(b)). The transient and convective 

terms also vanishes. Such averaging has already appeared in the literature many times 

over. So, a detailed derivation is not provided and the resulting equation is given below.  
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Here mτ is the combined viscous stress of the two phases. ( )
llggm ραραρ +=   is the 

mean density and mean pressure gradient respectively. Assuming mτ can be written in a 

Newtonian shear law form, using an effective viscosity ( )
llggm µαµαµ +=  equation 

(4.2) can be written as, 
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                      (4.3)  

Here mw  is the mean velocity of the combined flow of bubbles and liquid. The last term 

in the LHS of equation (4.3) arises due to distribution of the surface tension force across 

the bubble. Prosperetti and Jones (1994) have shown that total force exerted by surface 

tension on a close surface vanishes. Thus, if the averaging volume of the averaged 
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equation totally encloses the bubble then there will be no contribution of this term. But in 

this study the dynamics of the flow in the wall layer which is approximately one bubble 

diameter thick is investigated. Since the velocity gradient is high near the wall the bubble 

is expected to deform more than it does normally in the wall layer. So for a meaningful 

study averaging volume must be less than one bubble diameter and this term cannot be 

dropped. Hence forth this term is referred as “local surface tension force”. The term in 

the RHS of the equation (4.3) is known as the “Reynolds stress”. 

 

The “local surface tension force” is a not a closed term. Currently the authors are not 

aware of any study that can analytically model this term. “Reynolds stress” term is also 

not closed. In this paper, three-dimensional DNS results are mainly used to model these 

terms.  

 

The flow in this wall layer is characterized by the slip Reynolds number of the wall layer. 

In this study only systems with uniform bubble size are considered. Hence the bubble 

motion is determined by the Morton number, N. The bubble motion is also governed by 

the Eötvös number, Eo. The average void fraction 
avα  and the relative importance of the 

pressure gradient and buoyancy, β g∆ρ  also governs the flow. The governing non-

dimensional numbers therefore are: 
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4.3 Results 

 
To study the problem a 3-dimensional direct numerical simulation (DNS) is performed 

where the motion of a single nearly spherical bubble near a no-slip wall is followed. To 
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save computational cost the domain is selected to be two bubble wide x direction is 

chosen. The left side of the domain is a no-slip wall and the right side of the domain is 

chosen as a full-slip wall. The computational domain is periodic in y and z direction. The 

length of the domain in these directions is determined to obtain a desired void fraction in 

the wall layer. In the region outside the wall layer (x > D) a body force is applied in 

addtion to the normal gravity to make the flow hydrostatically balanced. Table 4.1 shows 

various parameters describing the simulation. The values of the physical quantities are 

given in computational units. The non-dimensional numbers governing the run are also 

given. Since in the present study the main interest is in the steady state behavior and the 

transient phase is fairly long, sometimes the simulations are started using a bubble 

distribution and an initial liquid velocity profile that is close to the steady state. 

 

The velocity field of the flow is shown in figure 4.2 after the flow has reached steady 

state. The bubbles and the iso-contours of vertical velocity are in a stationary frame of 

reference. It is clear that the bubble is hugging the no-slip wall.  It is also clear that, the 

bubble has deformed slightly. The velocity gradient is very high near the no-slip wall, but 

is uniform outside the wall layer.  

 

Figure 4.3 plots the path of the bubbles in a stationary frame of reference. It is clear that 

the bubble gradually move towards the wall under the action of the lift force until it 

almost hugs the wall. After that it stays there, hugging the wall while it rises upward due 

to buoyancy. 

 

To assess how well the motion has converged to a steady state, the average velocity of 

bubbles versus time is plotted in figure 4.4(a). Through flow normalized by the channel 
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flow without bubbles is also plotted with time in figure 4.4(b). The flow rate is found by 

integrating the vertical fluid velocity over the whole computational domain and dividing 

by the height of the domain. It is obvious that after t=35 both the quantities have reached 

the steady state. 

 

A convergence study of the problem is performed. For this a special case which is 

computationally small and hence can be computed for very fine grids is selected. Various 

parameters describing this case are also listed in table 4.1. Figure 4.5 shows average 

velocity of bubbles versus time for three different resolutions for this case. The coarsest 

resolution is 31x32x32. The same computation is also performed on an intermediate grid 

of 47x48x48 and a fine grid of 63x64x64. It can be concluded from this figure that all 

computations are essentially converged.  

 

Figure 4.6 shows the Reynolds stress term along the x direction. In figure 4.7 the local 

surface tension force along the x direction is plotted. From figure 4.7 it can be seen that 

though the total surface tension force integrated over the whole domain vanishes, it has 

significant non-zero values across the bubble in the wall layer. So this term cannot be 

neglected while solving equation (4.3). It can be concluded from figure 4.6 and 4.7 that 

for this case the Reynolds stress term is negligible compared to local surface tension 

force and contribution of this term can be neglected. 

  

In figure 4.8 the average liquid velocity profiles in vertical (z) direction across the 

channel is shown. The velocity profiles are obtained from equation (4.3) and by post-

processing the results of direct numerical simulation.  The local surface tension force 

used in equation (4.3) is calculated by post-processing the results of direct numerical 
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simulation. The Reynolds stress term, being small, is neglected. From this figure it is 

clear that when the local surface tension term appropriately closed the averaged equation 

gives almost same results as the fully three dimensional direct numerical simulation. 

 

The next logical step in this investigation is to study the effect of the change in governing 

parameters on the flow. In section 2 the non-dimensional parameters governing the flow 

are discussed. In the following sections effects of changing the non-dimensional 

parameters on the closure terms of equation (4.3) and ultimately the slip Reynolds 

number of the wall layer are examined. The density and viscosity ratio are chosen to be 

one-tenth. In all these studies the Reynolds stress is found to be essentially zero. Then the 

only unclosed term that significantly affects the flow and the slip Reynolds Number is the 

local surface tension force. In the following sections effects of governing parameters on 

these two quantities are examined. 

 

4.3.1 Effect of void fraction 

 
To check the effect of the void fraction of the wall layer ( wα ) on the flow two more cases 

in addition to the baseline case is studied. The void fraction varies from 1839.0=wα  to 

3039.0=wα . Figure 4.9(a) shows the steady state shape of the bubbles for three different 

void fractions. In figure 4.9(b) the local surface tension force across the channel is 

plotted. From figure 4.9(a) it can be seen that bubbles are almost identically deformed for 

different void fractions. Hence it is logical to infer that magnitude of local surface tension 

term should be directly proportional to wα , because higher void fraction just means more 

bubble per unit volume. From the figure 4.9(b) it is clear that this is indeed the case. This 

fact allows us to model this term easily for different wall void fraction. In figure 4.9(c) 
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the slip Reynolds number of the wall layer with void fraction obtained from the direct 

numerical simulation and from the averaged equation is plotted. The local surface tension 

for the averaged equation is modeled by post-processing the results of direct numerical 

simulation. It can be seen that while the difference between results while essentially 

small, nevertheless, increases with increasing wα .  

 

4.3.2 Effect of non-dimensional pressure gradient 

 

The effect of the non-dimensional pressure gradient (
gρ
β

) on the flow is studied by 

running two more cases in addition to the baseline case so that the non-dimensional 

pressure gradient varies from 03269.0=
gρ
β

 to 11269.0=
gρ
β

. In figure 4.10(a) the 

steady state shape of the bubbles for three different pressure gradients is shown. In figure 

4.10(b)  the local surface tension force across the channel is plotted. From the figure 

4.10(b) it is clear that magnitude of this term is proportional to

33.0










gρ
β

 . This allows us 

to model this term easily for different wall void fraction. Figure 4.10(c) shows the slip 

Reynolds number of the wall layer with non-dimensional pressure gradient obtained from 

the direct numerical simulation and from the averaged equation. The local surface tension 

for the averaged equation is modeled by post-processing the results of direct numerical 

simulation. It can be seen that while the difference between results while essentially 

small. 

 

4.3.3 Effect of Eötvös number 

 
To check the effect of the Eötvös Number ( Eo ) on the flow two more cases in addition 
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to the baseline case is studied. The Eötvös Number varies from 25.0=Eo  to 00.1=Eo . 

Figure 4.11(a) shows the steady state shape of the bubbles for three different Eötvös 

Numbers.  In figure 4.11(b) the local surface tension force across the channel is plotted. 

From figure 4.11(a) it can be seen that though all the bubbles look almost spherical, the 

bubbles with lower Eötvös Number is less deformed. But, from figure 4.11(b) it is clear 

that magnitude of local surface tension term increase with decreasing Eötvös Number. 

This is because though the deformation is lower with decreasing Eötvös Number, higher 

surface tension coefficient results in the increase of this term despite lower deformation.  

Figure 4.11(c) shows the slip Reynolds number of the wall layer obtained from the direct 

numerical simulation and from the averaged equation with Eötvös Number. The local 

surface tension for the averaged equation is modeled by post-processing the results of 

direct numerical simulation. It can be seen that the slip Reynolds number increases with 

increasing Eötvös Number. 

  

4.3.4 Effect of Morton number 

 
The effect of the Morton Number (M ) on the flow is studied by examining two more 

cases in addition to the baseline case. The non-dimensional pressure gradient varies from 

8108 −×=M  to 5102 −×=M . In figure 4.12(a) the steady state shape of the bubbles for 

three different Morton Numbers is shown. It is clear bubbles with higher Morton Number 

are more deformed. In figure 4.12(b) the local surface tension force across the channel is 

shown. It is clear that magnitude of this term decreases with increasing Morton Number. 

This is expected because with higher viscosity the shear near the wall decreases. In figure 

4.12(c) the slip Reynolds number of the wall layer obtained from the direct numerical 

simulation and from the averaged equation with Morton Number is plotted. The local 
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surface tension for the averaged equation is modeled by post-processing the results of 

direct numerical simulation. It can be seen that the slip Reynolds number decreases with 

increasing Morton Number. 

 

4.3.5 Effect of bubble interactions 

 
All of the above computations are conducted with a single bubble with periodic boundary 

conditions in direction perpendicular to the wall and flow direction. Esmaeeli and 

Tryggvason (1999) have observed that in a periodic domain with many bubbles the 

bubbles interact with each other and form different kind of structures depending upon the 

governing parameters. So it is an important question whether bubbles exhibit similar 

behavior when they are near the wall and whether this interaction affects the average flow 

parameters in a significant way. To answer this question two large computations one with 

four bubbles and another with sixteen bubbles is studied. In both cases to save on 

computational time steady state velocities from the single bubble case is duplicated in 

both the periodic directions and used as initial velocity profile. The bubbles are then 

randomly placed in the domain. Figure 4.13 shows the bubbles and the iso-contours of 

vertical velocity in a stationary frame of reference at a late time after the flow has reached 

a steady state. The left frame shows the 4 bubble case while the right frame shows the 16 

bubble case. As the single bubble simulation the bubbles in these 4 and 16 bubbles 

simulations are also hugging the wall as expected. Figure 4.14 shows the path of the 

bubbles in these cases. Here it can be seen that while initially the bubbles are moving in 

lateral directions after reaching the steady-state they are generally rising in only vertical 

direction. Figure 4.15(a) shows the average velocity of bubbles versus time. Figure 

4.15(b) shows the through flow normalized by the channel flow without bubbles versus 
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time. Both of them show little variation from the single bubble result at steady-state. In 

figure 4.16 the slip Reynolds number of the wall layer with the number of bubbles is 

plotted. It can be seen that the difference between 1, 4 and 16 bubble cases are negligible. 

From figure 4.14, 4.15 and 4.16 it can be concluded that the effect of bubble interaction is 

small for the flow in the wall layer. 

 

4.3.6 Comparison with full channel simulation 

 
A comparison with the wall layer run with the full channel simulation of Lu, Biswas and 

Tryggvason (2006) with identical parameters has been done. In figure 4.17 the average 

liquid velocity profile from both cases inside the wall layer is plotted with x-direction. It 

can be seen that near the wall the liquid velocity profile is almost identical for both cases. 

But after some distance in x-direction the velocity profile from the full-channel 

simulation becomes higher than that of wall-layer simulation. It can be observed that the 

gradient of velocity is almost but not exactly zero at the boundary of the wall layer and 

the channel core. But in the wall layer simulation zero velocity gradient condition at the 

boundary of the wall layer has been artificially enforced by adding a body force. The 

difference can be due to this second order effect. 

 

4.4 Summary  

 
Direct numerical simulations have been used to examine the steady-state flow of buoyant 

bubbles near a vertical wall. The flow can be described by a one dimensional volume 

averaged model.  The simulations show that the fundamental assumptions of the model 

are correct. The only major problem is that there exist no analytical description for some 

terms (local surface tension force term and Reynold’s stress terms) of the model and 
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hence the model cannot be analytically closed. The next best thing that can be done is to 

study the effect of the governing non-dimensional parameters on these terms and hence 

on the slip Reynolds number of the wall layer. These studies are particularly useful for 

establishing simple relationships between the unclosed terms and the governing 

parameters, if possible. In this study, it is already shown that the Reynold’s stress term is 

negligible compared to local surface tension term in the vicinity of the wall.   

 

The Reynolds stress terms are negligible in our cases and the local surface tension force 

is modeled from the computational studies. The only assumption in the averaged model is 

the constitutive relation of viscous shear stress with strain rate using an effective 

viscosity. If this assumption is correct the solution of the model must match with DNS 

results for the averaged quantities like slip Reynolds number. Figure 4.8 shows that this is 

indeed true. 

  

From figure 4.9(b) it can also be concluded that, within our parameter range, if all other 

parameters remain same, the local surface tension force is proportional to void fraction. 

From figure 4.10(b) it can similarly be concluded that if all other parameter remains 

same, the local surface tension force is proportional to

33.0










gρ
β

.  These observations are 

very important since it allows for modeling the local surface tension force with varying 

void fractions. From figure 4.15 and 4.16 it is clear that flow around multiple bubbles in 

the vicinity of the wall are almost identically equal to that of a single bubble in periodic 

domain. This indicates that the effect of bubble interaction is negligible in these flows. 

From figure 4.17 it is clear that the results from the wall-layer simulations don’t agree 

identically with the full-channel simulation. The reason for this disagreement is discussed 
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in section 4.6. 

 

The model says nothing about the relative motion of the bubbles with respect to the liquid 

phase near the wall. From initial observation, it seems the rise velocity of the bubble near 

the wall is much less than the results for homogeneous flows, such as those provided by 

Esmaeeli and Tryggvason (1998, 1999) and Bunner and Tryggvason (2002 a, b). The 

authors hope to report on studies of that problem in a future paper. 

 

In this study, the flow around a bubble near a vertical fixed wall, have been examined. It 

has been found that though the bubbles are nearly spherical in the wall layer, they are not 

completely spherical. It has been observed that this small deformation of the bubbles has 

a significant effect on the flow field. The dependence of the slip Reynolds number on 

other non-dimensional numbers governing the flow is also studied using DNS. An 

averaged model of the flow has been derived by volume averaging the Navier-Stokes 

equation.  Though this model is not closed, the non-closed terms can be estimated by 

post-processing the results of the DNS simulation. The effect of the governing non-

dimensional parameters on these non-closed terms has been studied and some exciting 

correlations has been found. In real systems, of course, there are several complications. 

The primary one is the non-uniform size distribution of the bubbles. Currently there are 

no way of predicting the size distribution of bubbles in the wall layer in a poly-disperse 

flow. But it is evident that the non-closed terms of the model (local surface tension force) 

will depend critically on such a size distribution of the bubbles. So if the bubble size 

distribution changes so will this term and hence the slip Reynolds number. This gives rise 

to a very interesting question. Whether the steady-state slip Reynolds number and hence 

flow rate in such complex situations will be inherently unstable? Clearly more 
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investigations are needed answer these questions. 

 

The results presented here should be helpful for further development of models for 

multiphase flows. The two-fluid model of Antal et al. (1991) predicts the hydrostatic 

balance in the core, as was pointed out by Azpitarte and Buscaglia (2003), but the 

location of the wall-peak is determined in the model by the relative magnitude of the lift 

force and the wall-repulsion force. The total through flow is sensitive to the thickness of 

the wall peak and small changes in the lift force can change the results significantly. Lu, 

Biswas and Tryggvason (2005) found that for homogenous upflow the steady state is 

independent of the lift force. The bubbles in the wall-layer hug the wall and the wall-peak 

is always one bubble radius away from the wall.  In this study an attempt has been made 

to understand the dependency of the velocity increase across the wall-layer on the 

governing parameters. It is, however, important to note that the situation considered here, 

laminar flow of equal size bubbles, is a limiting case. In practical situations the bubbles 

are unlikely to be of the same size, they may coalesce and break, they will be 

contaminated, and the flow is likely to be turbulent. However, in the spirit of the study of 

Antal et al. (1991), the authors believe that well understood limiting cases must provide 

the foundation for the modeling of more complex situations. 
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Figure 4.1. (a)The problem setup. Rise of a single bubble near the wall. The width of the 

channel is 2D, where D is the bubble diameter. Gravity acts in the negative z direction 

and the pressure gradient is acts in the positive z direction. The wall is no slip at x=0 and 

full slip at x=2D. In the region x > D a body force is added to make the flow 

hydrostatically balanced. (b) Averaging volume for average equations 

db 
Void  

fraction 

      Slip  

velocity (Vs) 

full-slip wall no-slip wall 

β 

g Fz 

2d
 

z 

x y 



 62 

                
 

Figure 4.2. Three-dimensional direct simulation of the rise of a single bubble in upflow 

near the no-slip wall in a vertical channel. The bubble and the iso-contours of vertical 

velocity in a x-z plane are in a stationary frame of reference at a late time after the flow 

has reached a steady state.  
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(b) 

Figure 4.3. Three-dimensional direct numerical simulation of the rise of a single bubble 

in upflow in a vertical channel. Path of the bubble is shown in a stationary frame of 

reference.  
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Figure 4.4 (a) The average velocity of bubbles and (b) the through flow normalized by 

the channel flow without bubbles. 
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Figure 4.5. Results of the convergence study. The average velocity of bubbles. The 

density and viscosity ratio is chosen as 1/10 in this case. 
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Figure 4.6. The distribution of the Reynolds stresses in x direction. 
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Figure 4.7.  Local surface tension force along x direction 
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Figure 4.8. Comparison between liquid velocity profile in the wall layer obtained by two 

fluid model and direct numerical simulation. 

 



 67 

 
α=0.1839                         α=0.2279                         α =0.3039 

(a) 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−3

−2

−1

0

1

2

3

4

5

6

x/D

F
σ
/α

w

Surface tension force along X

α
w

=0.1839

α
w

=0.2279

α
w

=0.3039

 
(b) 

0.18 0.2 0.22 0.24 0.26 0.28 0.3
0

2

4

6

8

10

12

14

16

18

20

Re
slip

 vs α
w

α
w

R
e

s
lip

Model
DNS

 
(c) 

Figure 4.9. Effect of changing the void fraction (α ) on the (a) shape of the bubble, (b) 

local surface tension force, (c) slip Reynolds number 
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(b) 

Figure 4.10. Effect of changing the pressure gradient (
gρ
β

) on the (a) shape of the 

bubble, (b) local surface tension force, (c) slip Reynolds number 
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(c) 

Figure 4.11. Effect of changing the Eötvös  No. (Eo) on the (a) shape of the bubble, (b) 

local surface tension force, (c) slip Reynolds number 
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(c) 

Figure 4.12. Effect of changing the Morton No. (M) on the (a) shape of the bubble, (b) 

local surface tension force, (c) slip Reynolds number 
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(a) time (tU/D) = 300 

 

 

 

(b) time (tU/D) = 100 

 

Figure 4.13. Three-dimensional direct simulation of the rise of (a) 4 bubbles and (b) 16 

bubbles in upflow near the no-slip wall in a vertical channel. The bubbles and the iso-

contours of the vertical velocity in a plane are shown in a stationary frame of reference at 

a late time after the flow has reached a steady state. 
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(b) 

Figure 4.14. Three-dimensional direct simulation of the rise of (a)four bubbles and (b) 

sixteen bubbles in upflow in a vertical channel. Path of the bubbles are shown in a 

stationary frame of reference at a late time after the flow has reached a steady state.  
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(b) 

Figure 4.15. Comparison between Single, Four, Sixteen bubble Simulations (a) The 

average velocity of bubbles and (b) the through flow normalized by the channel flow 

without bubbles. 

 



 74 

0 2 4 6 8 10 12 14 16 18
0

2

4

6

8

10

12

14

16

18

Re
slip

 vs No. of bubbles

No. of bubbles

R
e

s
lip

 
Figure 4.16. Effect of number of bubbles on the slip velocity 
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Figure 4.17. Comparison of liquid velocity profile in the wall layer with full wall 

simulation of J. Lu, S. Biswas, and G. Tryggvason. The simulation in wall layer is done 

unto two bubble diameters only. 
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Table 4.1. Parameters for baseline case and convergence study 

Case BASELINE CASE CONVERGENCE STUDY 

Domain size 0.32x0.2425x0.2425 0.21x0.21x0.21 

Density of fluids/bubbles 2.5/0.25 2.5/0.25 

Viscosity of fluids/bubbles 0.00899746/0.000899746 0.00899746/0.000899746 

Pressure gradient -0.1817 -0.5211 

Gravity 1.00 1.00 

Diameter of bubbles 0.16 0.16 

Surface tension co-efficient 0.128 0.128 

Wall void fraction 0.2279 0.3039 

Eötvös number 0.50 0.50 

Morton Number 2.00x10
-6 

2.00x10
-6 
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CHAPTER V 

 

Transient buoyancy driven motion of bubbles across a 

two-dimensional domain 
 

5.1 Introduction 
 

In this study a very simple model problem where a cloud of buoyant bubbles moves 

across a horizontal channel is examined. To model the evolution of the void fraction 

profile, first, simulations of homogeneous bubbly flows are performed. Data from these 

homogeneous bubbly is used to provide a relation for the dependency of the bubble slip 

velocity on the void fraction. The key questions are how well the model, derived using 

small bubbles and a dilute flow, performs in situations that are easily simulated (large 

bubbles and dense flow), and how many ensembles needs to be simulated to get a well 

converged average flow behavior. To allow for easily computing several cases (with 

slightly different initial conditions) for a relatively large system, it is assumed that the 

motion is two-dimensional. Initially the study is limited to  only mono-dispersed bubbles 

and quiescent domain. Afterwards the effect of imposed shear on the system and the 

effect of poly-disperse bubbles are investigated. 

 

5.2 Mono-dispersed bubbles  

 
5.2.1 Problem setup 

 
The transient migration of bubbles in a horizontal channel is examined, with gravity 

acting downward, normal to the top and bottom walls. See figure 5.1, where the vertical 

coordinate is defined as y and  the horizontal coordinate is defined as x. The bubbles rise 



 77 

upwards due to gravity. There is no pressure gradient in either the x or the y direction and 

the liquid is initially at rest. The flow is assumed to be homogeneous on the average in 

the x direction ( 0/ =x∂∂ ). Here the study is limited to systems with bubbles of only one 

size, so the rise of the bubbles is determined by the Morton number, M, and the Eötvös 

number, Eo. In addition, either the distribution of the bubbles or the void fraction 

distribution, α, as function of vertical distance, as well as the size of the domain needs to 

be specified. The governing non-dimensional numbers therefore are: 

( )
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Here H is the height of the channel, ρl  and µl  are the liquid density and viscosity, 

respectively, σ  is the surface tension, g is the gravity acceleration, and db is diameter of 

the (un-deformed) bubbles. When presenting the results, length is non-dimensionalized 

by the channel height H, time by ( )gH=τ , kinetic energy by ( )Hgu =2* , dissipation 

by 3* / gH=ε and velocities are given as Reynolds numbers 
l

blVd

µ
ρ

=Re . 

 

5.2.2 The two-fluid model 
 

The two-fluid model for multiphase flow is based on writing separate conservation 

equations for mass and momentum for each phase. In the problem studied here, there is 

no net flow. Hence, the model simplifies considerably. In particular, it is not necessary to 

consider the momentum equation in the liquid, since the liquid flow is determined 

completely by the bubble slip velocity. The conservation equation for the void fraction, 

α =αg =1−α l , is given by 

∂α
∂t

+
∂
∂y

(αvg ) = 0                                            (5.1) 
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where gv is the gas velocity in the y direction. For the liquid αg  is replaced by α l  and gv  

by lv  (the liquid velocity). Adding the conservation equation for the gas and the liquid, 

the following equation is obtained 

∂
∂y

αvg + 1−α( )v l[ ]= 0                                        (5.2) 
Using the boundary conditions that the velocity in y direction at the top and bottom walls 

is zero for both phases,  

αvg + 1−α( )v l = 0                                             (5.3) 

The average bubble slip velocity in the y direction is ( )
lgs vvv −= , so 

vg = 1−α( )vs, v l = −αvs                                        (5.4) 

 

In general the motion of the bubbles is unsteady and even when the bubbles achieve their 

steady-state slip velocity, there is a short transient before they do so. This transient is, 

however, often short and it is assumed that on the average the bubble slip velocity can be 

taken to depend only on the local void fraction α( ). Thus, any dependency on the void 

fraction gradient is ignored as well as any transient adjustment period associated with a 

change in the local void fraction. Thus, if sv  is known as a function of α , the void 

fraction can be found as a function of time by solving equation (5.1), using (5.4).  

 

 

5.2.3 Results 

 
The goal here is to investigate how realistic it is to use data from DNS of relatively 

simple systems to model the evolution of more complex flows. For finding the unsteady 

evolution of the average void fraction for the situation sketched in figure 5.1, using 

equation (5.1), bubble slip velocity is needed as a function of the void fraction.  

Simulations of homogeneous flows are used in this study to generate that data. In doing 



 79 

so two assumptions are made: First of all it is assumed that the bubble velocity depends 

on the void fraction in the same way it does in homogeneous flows and, in particular, that 

the velocity depends only on the void fraction and not the gradient of the void fraction. It 

is also assumed that any transient phase of the bubble motion is sufficiently short, 

compared to the characteristic bubble rise time, so that the instantaneous bubble velocity 

is well approximated by the steady state velocity at the corresponding local void fraction. 

Although Esmaeeli and Tryggvason (1999) have reported data for the void fraction 

dependency of the average slip velocity for homogeneous two-dimensional bubbly flow, 

the governing parameters selected here are slightly different so the data is regenerated for 

our situation by following the motion of 25 bubbles in fully periodic domains until they 

had reached a statistically steady state, for several values of α . Eo = 0.2813 and M = 

4.88×10-8, are chosen and the void fraction was varied by changing the size of the 

domain. Figure 5.2 shows the average slip velocity of the bubbles versus the void fraction 

obtained in this way, along with the bubble distribution at one time, for one void fraction. 

 

Once the bubble slip velocity is obtained as a function of the void fraction for 

homogeneous flows, it can be applied to more complex situations. To study the system 

sketched in figure 5.1, the motion of 81 bubbles is followed as they rise in an initially 

quiescent liquid. The diameter of the initially circular bubbles is 0.03 times the height of 

the domain and Eo and M are the same as used for the data shown in figure 5.2. The 

width of the domain is equal to its height and periodic boundary conditions are imposed 

in the horizontal direction. The domain is resolved by a 769 by 768 grid. For 

computational convenience the bubble density and viscosity are taken to be one tenth of 

the liquid. As discussed by Esmaeeli and Tryggvason (1999), reducing the density and 
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viscosity of the bubbles has essentially no impact on the results. Figure 5.3 shows the 

bubble distribution and the stream lines at different times for one particular simulation. 

The velocity is initially zero everywhere and the bubbles are located near the bottom wall 

at the start of the simulation (frame a). The vertical location of the bubbles is determined 

using a Gaussian distribution of random numbers, but the horizontal location is set “by 

hand” to ensure that the bubbles do not overlap. As they rise, their motion induces a non-

zero velocity in the liquid and the bubbles spread out. A careful examination of the 

bubble distribution shows that the bubbles in front and back move faster than the bubbles 

in the middle, leading to an asymmetric distribution of the bubbles. In the front, the fast 

moving bubbles race ahead, leaving the more crowded bubbles behind, but in the back 

the fast moving bubbles catch up with the bulk of the bubbles, increasing the local void 

fraction. Eventually (frame d) the bubbles have spread out sufficiently so that the local 

void fraction has been reduced essentially everywhere beyond its initial value. Figure 5.4 

and 5.5 shows the vorticity contours and velocity field respectively at different times for 

the same simulation as of figure 5.3. As expected the initial vorticity is zero everywhere. 

But as time progress strong vorticity can be noticed inside the bubbles and their wakes at 

early times. Far away from the bubbles the vorticity is relative low. However as the 

bubbles rise further presence of vorticity can be noticed far way from the bubbles (frame 

d) indicating presence of large eddies in the flow.  

 

In addition to the case shown in figure 5.3, four other simulations with similar, but 

slightly different, initial conditions are performed. Although the detailed evolution of 

each case differed from the others, the overall evolution was similar. In figure 5.6(a) the 

average bubble rise velocity, versus non-dimensional time for the five realizations is 
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shown. All cases behave in the same way. The bubbles first accelerate rapidly, 

overshooting a little (as usually seen for simulations of a homogeneous distribution of 

bubbles in periodic domains, see Esmaeeli and Tryggvason, 1999). The average bubble 

velocity then increases gradually, as the average void fraction decreases, until at non-

dimensional time 4 or so, when some of the bubbles have hit the top wall. The relatively 

rapid convergence of the results, when ensemble averaged over a number of run is 

consistent with the results of Esmaeeli and Tryggvason (1999), where a similarly rapid 

convergence was found for homogeneous two-dimensional flows. Bunner and 

Tryggvason (2002) observed similar behavior for fully three-dimensional bubbly flows. 

In figure 5.6(b) the  path of the  rising bubbles are plotted for a single case. It can be seen 

that the overall motion for most of the bubbles is vertical with very little lateral 

migration. 

 

In Figure 5.7 the void fraction profile obtained by averaging the result from five 

simulations (solid line) and those from the two-fluid model are plotted. The results are 

shown at four times, starting with the initial conditions. The model void fraction profile is 

then evolved solving equation (5.1). To solve the one dimensional advection equation for 

the void fraction, the domain is discretized using 501 grid points. This is more than 

enough to give fully converged results for the parameters examined here. As initial 

conditions a smooth void fraction profile calculated from the ensemble average of the 

initial conditions for our numerical simulations is used. Since the slip velocity, sv  as a 

function of the void fraction, α , is already known, the time evolution of α  is calculated 

by marching in time. To account for the gathering of bubbles at the top wall, the model 

described by equation (5.1) is modified in such a way that any void fraction flowing 
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through a point one bubble diameter from the wall is simply allowed to accumulate at the 

wall.  

 

Since the velocity used to advect the void fraction profile increases with decreasing void 

fraction, the front part of the profile spreads out but the back side becomes steeper (frame 

b). The front side continues to spread (frames c and d), until the non-zero void fraction 

region hits the top wall where the bubbles accumulate (frame d). Although the results in 

figure 5.7 show that simply making the bubble slip velocity depend on the void fraction 

captures many aspect of the evolution reasonably well, it is also clear that some aspects 

are not modeled accurately. This is particularly evident when the maximum void fraction 

and the shape of the profile in the back are examined carefully. In the back the increase in 

bubble velocity with the void fraction leads to a “shock”. But in the simulations the sharp 

change in the void fraction profile is smeared out and the maximum void fraction is 

reduced. Figure 5.3, where the instantaneous streamlines are plotted, suggests that the 

reason for the difference is the absence of dispersion in the model. The rising bubbles stir 

up the liquid and the liquid velocity perturbs the motion of the bubbles. The simplest 

assumption is therefore that the dispersion of the bubbles is directly related to the 

turbulent kinetic energy. To model the dispersion, it is necessary to examine the turbulent 

kinetic energy generated by the passage of the bubbles. In figure 5.8(a) the averaged 

turbulent kinetic energy versus the vertical coordinate at different times is plotted. It is 

clear that the intensity of the turbulent kinetic energy increases over time and the stirred 

region both migrates upwards and spreads. To examine how closely the stirred region 

follows the location of the bubbles (as figure 5.3 suggests it does),) both the turbulent 
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kinetic energy and the void fraction at a given time ( )0.3/ =τt versus the vertical 

coordinate is shown in figure 5.8(b). Obviously, both profiles have a very similar shape.  

 

To check if the turbulent kinetic energy and the void fraction always remain similar, the 

correlation coefficient between these two is computed. 
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In figure 5.9 the correlation coefficient versus non-dimensional time is plotted for one 

particular simulation. Obviously, the kinetic energy and the void fraction profiles are very 

well correlated. Notice that both the kinetic energy and the void fraction profiles have 

been normalized by their average values. Thus, the correlation coefficient measures the 

similarities of their shapes at every given time, but says nothing about how the relative 

magnitudes may change with time. 

 

The bubble-induced kinetic energy in the liquid is often modeled by assuming that the 

flow around each bubble is a potential flow. This gives k ~ αvs

2  where vs is the average 

slip velocity between the bubbles and the liquid. Since vs increases with decreasing void 

fraction, the total kinetic energy will increase as the bubbles disperse. This is easily seen 

as follows: If vs is constant in a region of length∆ , then the total kinetic energy is 

K1 =αvs

2∆  (taking the proportionality coefficient to be unity). If the bubbles spread out 

over a length 2∆ , then the void fraction is α /2 . If the velocity increases by a factor of 

two (say), then the new total kinetic energy is K2 = α /2( ) 2vs( )2 2∆( )= 4K1. In figure 5.10 

the total kinetic energy, integrated over the whole domain, is plotted versus non-

dimensional time. The kinetic energy increases with time, nearly linearly, until the 
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bubbles start to accumulate at the top wall (around non-dimensional time 4).  By 

comparing the total kinetic energy at two times, and using the results in figure 5.7 for the 

average void fraction and the size of the stirred zone, it can be inferred, that the increase 

is not inconsistent with the estimate given above. 

 

In principle the diffusion coefficient should also depend on the average size of the flow 

eddies in the stirred region in addition to the turbulent kinetic energy. In turbulence 

modeling the average dissipation is usually used to indicate the length scales of the 

velocity fluctuations and since a large eddy (small dissipation) is likely to move the 

bubbles more than a small eddy (high dissipation), the diffusion coefficient must be 

inversely proportional to the dissipation. On dimensional grounds 

ε2~ kD . 

 

To study the relationship between bubble induced turbulent kinetic energy and 

dissipation, both the dissipation and the turbulent kinetic energy at a given time 

( )0.3/ =τt  is plotted versus the vertical coordinate in figure 5.11(a). Obviously, both 

profiles have a very similar shape. 

 

To check if the dissipation and the turbulent kinetic energy always remain similar, the 

correlation coefficient, 
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is computed. In figure 5.11(b) the correlation coefficient is plotted versus non-

dimensional time for one particular simulation. Obviously, the dissipation and the kinetic 

energy are very well correlated. Both the dissipation and the kinetic energy have been 

normalized by their average values. Thus, the correlation coefficient measures the 
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similarities of their shapes at every given time, but says nothing about how the relative 

magnitudes may change with time. Obviously, from figure 5.11(a) and 5.11(b) it can be 

concluded that the dissipation is proportional to the kinetic energy. Then the diffusion 

coefficient will also be proportional to the kinetic energy. Our model therefore becomes 

                                  ( ) 








∂
∂

∂
∂

=
∂
∂

+
∂
∂

y
vD

x
v

yt
gg

α
αα

α
,)(                                             (5) 

with 

                                         ( )2
2

2

1 α

α
α

−
== g

r

vC
vCD

                                                       (6) 

Here, C is a dimensional constant and compared the void fraction profile predicted by the 

model is compared to the simulated results, using several different values for the constant 

C. In figure 5.12 the comparison for C=2.0, at several different times are plotted, in the 

same way as in figure 5.7. Overall the agreement is much better, showing that even the 

relatively simple model proposed above captures well what is going on. Since the void 

fraction profile from the simulations is not smooth (even after averaging it over five 

different realizations), finding the absolutely best C is not attempted. While the results 

obviously depend on C, but once the value of C is in the right range, changing C 

somewhat does not change the agreement in major ways. In figure 5.13 the void fraction 

at non-dimensional time 4 is shown, along with model results for C=1, 2, and 3. The 

main difference between the model and the DNS results is at the back end of the profile, 

where the model under predicts the dispersion of the bubbles. This is likely to be a result 

of ignoring the unsteady fluid motion behind the bubbles. As figure 5.3 shows, there is 

some unsteady residual motion left below the bubbles but the model relates the fluid 

turbulence directly to the non-zero void fraction. 
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5.3 Effect of imposed shear 

 
5.3.1 Problem setup 
 

In this study, the effect of a weak horizontal shear on the system is examined described in 

5.2.1. See figure 5.14, where the vertical coordinate is defined as y and the horizontal 

coordinate is defined as x. The bubbles rise upwards due to gravity but also move with 

the flow in horizontal direction. The horizontal walls at the top and at the bottom move 

with different speeds to impose the shear. The flow is assumed to be homogeneous on the 

average in the x direction ( 0/ =x∂∂ ). This study is limited to systems with bubbles of 

only one size. So in addition to the Morton number, M, the Eötvös number, Eo, void 

fraction distribution, α, as function of vertical distance, the size of the domain, the rise of 

the bubbles is also determined by the non-dimensional shear rate, G
*
. In addition, either 

the distribution of the bubbles or the void fraction distribution also needs to be specified. 

The governing non-dimensional numbers therefore are: 
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The results are non-dimensionalized in the same way as described in section 5.2.1 

 

5.3.2 Results 

 
To study the effect of imposed shear on the system, one on the cases described in section 

5.2 is simulated under two different shear rates. The only difference from the system 

described in section 5.2 is that the horizontal walls are moving at different speed as 

shown in figure 5.14. Initially the velocity inside the domain is set such that the velocity 

increases linearly from the bottom wall to the top wall. Figure 5.15(a) shows the bubble 

distribution and the stream lines at different times for one particular shear rate. Figure 
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5.15(b) shows the bubble distribution and the perturbation stream lines (stream lines 

based on perturbation velocity) for the same simulation. Similar to the results in the 

quiescent domain, the bubbles spread out as they rise. Similarly, a careful examination of 

the bubble distribution shows that the bubbles in front and back move faster than the 

bubbles in the middle, leading to an asymmetric distribution of the bubbles. In the front, 

the fast moving bubbles race ahead, leaving the more crowded bubbles behind, but in the 

back the fast moving bubbles catch up with the bulk of the bubbles, increasing the local 

void fraction. Eventually (frame d) the local void fraction has been reduced nearly 

everywhere beyond its initial value. This behavior is essentially identical to what has 

been observed for quiescent domain. Figure 5.16(a) shows the void fraction distribution 

in the vertical direction for different shear rates at a late time. It can be seen that the void 

fraction distribution is essentially same, on the average, for different shear rates. To 

verify whether this is true at all times, the correlation coefficient of void fractions 

between quiescent system and the system with shear is computed as, 
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Figure 5.16(b) shows the void fraction distribution for the quiescent system and system 

with imposed shear are very well correlated. Similarly, figure 5.17(a) shows the 

perturbation kinetic energy distribution in the vertical direction for different shear rates at 

a late time. It can be seen that the perturbation kinetic energy distribution is also 

essentially the same, for different shear rates. To verify whether this is true at all times, 

the correlation coefficient of perturbation kinetic energy between quiescent system and 

the system with shear is computed as 
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Figure 5.17(b) shows that the perturbation kinetic energy distribution for the quiescent 

system and system with imposed shear are very well correlated. Figure 5.18(a) shows the 

perturbation dissipation distribution in the vertical direction for different shear rates at a 

late time. It can be seen that the perturbation dissipation distribution is also essentially the 

same, for different shear rates. To verify whether this is true at all times, the correlation 

coefficient of perturbation dissipation between quiescent system and the system with 

shear is computed as 
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As expected, figure 5.18(b) shows the perturbation dissipation distribution for the 

quiescent system and system with imposed shear are very well correlated. 

 

5.4 Effect of poly-disperse bubbles 
 

In this study, the effect of different bubble sizes on the system described in 5.2 is 

examined. The only difference with the system described in section 5.2 is the bubble 

sizes are not identical. The bubbles present in the system can be divided in finite number 

of different size groups. The flow is assumed to be homogeneous on the average in the x 

direction ( 0/ =x∂∂ ). Initially the velocity is zero everywhere in the domain. 

 

To study such a system, the motion of 60 bubbles as they rise in an initially quiescent 

liquid is followed. The bubbles can divided in three different size groups – 25 large 

bubbles, 25 medium-sized bubbles and 20 small bubbles. All the bubbles are initially 

circular. The diameters of large, medium-sized and small bubbles are 0.03, 0.035 and 
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0.04 times the height of the domain respectively. The width of the domain is equal to its 

height and periodic boundary conditions are imposed in the horizontal direction. The 

domain is resolved by a 769 by 768 grid. For computational convenience the bubble 

density and viscosity are taken to be one tenth of the liquid. Detailed parameters for this 

simulation are given in table 5.1. 

 

Figure 5.19 shows the bubble distribution and the stream lines at different times. The 

velocity is initially zero everywhere and the bubbles are located near the bottom wall at 

the start of the simulation (frame a). The vertical location of the bubbles is determined 

using a Gaussian distribution of random numbers, but the horizontal location is set “by 

hand” to ensure that the bubbles do not overlap. As they rise, their motion induces a non-

zero velocity in the liquid and the bubbles spread out. A careful examination of the 

bubble distribution shows that the bubbles in front and back move faster than the bubbles 

in the middle, similar to what is observed in the mono-dispersed case. But larger bubbles 

also rise faster than smaller bubbles. Figure 5.19 shows the average slip velocity for 

different bubble sizes with time. The large bubbles (db=0.16) rise faster than other 

bubbles until they start hitting the top wall and slow down. Initially the medium-sized 

bubbles (db=0.14) rise slower than the small bubbles (db=0.12). After non-dimensional 

time 3.0 the medium-sized bubbles catch up and rise faster than the small bubbles. 

Eventually the medium-sized bubbles start slowing down after reaching the top wall. 

Figure 5.21 shows the percentage number density of similar sized bubbles along the 

vertical direction at different times. This percentage is calculated by calculating the 

number density of similar sized bubbles in 8 equally spaced bins along the vertical 

direction. Initially (t/τ=0.0) (figure 5.21(a)) all the bubbles are clustered near the bottom 
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and have approximately same distribution along the vertical direction. At t/τ=3.0 (figure 

5.21(b)), it is clear that, the large bubbles (db=0.16) have risen faster and some of them 

have already hit the top wall while the medium-sized (db=0.14) and the smallest bubbles 

(db=0.12) lag behind. At t/τ=6.0 (figure 5.21(c)), as expected, number density of large 

bubbles is more near the top wall than the medium-sized and small bubbles. But between 

medium-sized and small bubbles, it is difficult to identify which ones are rising faster. At 

t/τ=9.0 (figure 5.21(d)), most of the large bubbles have reached the top wall. Finally, it is 

also clear that more medium-sized bubbles have reached the top wall than the smallest 

bubbles. 

 

5.5 Summary 

 
Although the simulations presented here have been confined to two-dimensional systems, 

it is shown, that data obtained from homogeneous systems can be used in more complex 

situations, at least as a first approximation. The inclusion of a void fraction dependent 

rise velocity in the void fraction advection equation was sufficient to capture the 

spreading out of the bubbles in the front (where the void fraction is decreasing in the flow 

direction) and the clumping in the back (where void fraction is increasing). The 

simulations did, however, also show that the dispersion of the bubbles due to the 

unsteady flow generated by the bubbles must be included. Here a phenomenological 

approach is followed and a gradient type dispersion is assumed, directly linked to the 

pseudo-turbulence induced by the bubble motion. The results showed that the kinetic 

energy of the liquid and dissipation was well predicted by the void fraction distribution, 

suggesting that traditional modeling assumptions for the pseudo-turbulence hold 

reasonably well, at least for the parameters used here. Therefore the dispersion can be 
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related to the void fraction. This did, however, require an adjustable constant that is 

unlikely to be universal and the exact dependency of the dispersion on the void fraction 

distribution and the physical properties of the system (the Morton and Eötvös numbers) 

remains a topic for future investigation. A simple gradient diffusion model for the void 

fraction, with a diffusion coefficient proportional to the kinetic energy, allowed us to 

bring the model results and the DNS results into reasonable agreement. It has been also 

found that under mild imposed shear, the behavior of the system essentially remains 

identical. The data shows that the void fraction distribution, kinetic energy of the liquid 

and the dissipation is extremely well correlated between the quiescent system and the 

system under imposed shear. For poly-dispersed system it has been found that generally 

the larger bubbles rise faster than smaller bubbles and eventually this effect dominates. 

But if the size difference is not big enough, smaller bubbles can also rise faster than 

slightly larger bubbles initially. Modeling of such systems is beyond the scope of this 

present work and can be pursued in future studies. 
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Figure 5.1. The problem setup. The horizontal channel is bounded by walls in the y-

direction and is periodic in the x-direction. The height of the channel is H and gravity acts 

in the negative y direction. The bubbles are released from near the bottom of the channel 

and rises upwards until they hit the top wall. 
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Figure 5.2. The steady-state slip Reynolds number for bubbles in homogeneous flow 

versus the void fraction. The results are obtained by numerical simulations of the motion 

of 25 bubbles in a fully periodic domain. One frame, showing the bubble distribution at 

one time is inserted.  
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                             (a) t/τ=0.0                                                           (b) t/τ=2.0 
 

       
                              (c) t/τ=4.0                                                            (d) t/τ=6.0 
Figure 5.3. Simulations of the rise of bubbles in a horizontal channel. The bubbles and 

the streamlines in a stationary frame of reference are shown at four different times, 

starting with the initial conditions. In the last frame, some of the bubbles have hit the top 

wall. 
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                             (a) t/τ=0.0                                                           (b) t/τ=2.0 
 

       
                              (c) t/τ=4.0                                                            (d) t/τ=6.0 
Figure 5.4. Simulations of the rise of bubbles in a horizontal channel. The bubbles and 

the vorticity contours in a stationary frame of reference are shown at four different times, 

starting with the initial conditions. In the last frame, some of the bubbles have hit the top 

wall. 



 96 

        
                             (a) t/τ=0.0                                                           (b) t/τ=2.0 
 

       
                              (c) t/τ=4.0                                                            (d) t/τ=6.0 
Figure 5.5. Simulations of the rise of bubbles in a horizontal channel. The bubbles and 

the velocity field in a stationary frame of reference are shown at four different times, 

starting with the initial conditions. In the last frame, some of the bubbles have hit the top 

wall. 
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Figure 5.6. (a)The average bubble rise Reynolds number versus time for five different 

initial conditions. Initially the bubble velocity increases as the bubbles spread out and the 

void fraction decreases. After about time 4, some of the bubbles have hit the top wall and 

the average velocity decreases. (b) Path of the bubbles for a single case. 
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Figure 5.8.  (a) The average turbulent kinetic energy profile for one case, shown at seven 

times. (b) The void fraction and the turbulent kinetic energy versus y at t/τ=3.0. 
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Figure 5.9.  The correlation coefficient (as defined in the text) between the turbulent 

kinetic energy and the void fraction versus time, for one case. 
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Figure 5.10. The mean turbulent kinetic energy for one case versus time. 
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Figure 5.11. (a) The dissipation and the turbulent kinetic energy versus y at t/τ=3.0. 
(b)The correlation coefficient (as defined in the text) between the dissipation and the 

turbulent kinetic energy for one case. 
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Figure 5.13. The effect of the dispersion coefficient on the predicted void fraction profile 

at time t/τ=4.0. The average profile from the simulations is also plotted. 
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Figure 5.14. The problem setup for the shear flow. The horizontal channel is bounded by 

walls in the y-direction and is periodic in the x-direction. The height of the channel is H 

and gravity acts in the negative y direction. The bubbles are released from near the 

bottom of the channel and rises upwards until they hit the top wall. ∆Uwall is the relative 

velocity between two walls 

 

∆Uwall 
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(a) 

 
Figure 5.15. Simulations of the rise of bubbles in a horizontal channel. The bubbles and 

the streamlines in a stationary frame of reference are shown at a single time (t/τ=3.0). (a) 
Streamlines are computed from total velocity. (b) Streamlines are computed from 

perturbation velocity. 
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Figure 5.16. (a) The void fraction distribution for different shear rates versus y at t/τ=3.0. 
(b)The correlation coefficient (as defined in the text) between the void fraction 

distributions with no shear and with shear. 
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Figure 5.17. (a) The turbulent kinetic energy distribution for different shear rates versus 

y at t/τ=3.0. (b)The correlation coefficient (as defined in the text) between the turbulent 
kinetic energy distributions with no shear and with shear. 
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Figure 5.18. (a) The dissipation distribution for different shear rates versus y at t/τ=3.0. 
(b)The correlation coefficient (as defined in the text) between the dissipation distributions 

with no shear and with shear. 
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                             (a) t/τ=0.0                                                           (b) t/τ=2.0 
 

       
                              (c) t/τ=4.0                                                            (d) t/τ=6.0 
Figure 5.19. Simulations of the rise of  poly-dispersed bubbles in a horizontal channel. 

The bubbles and the streamlines in a stationary frame of reference are shown at four 

different times, starting with the initial conditions. In the last frame, most of the larger 

bubbles have hit the top wall. 
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Figure 5.20. The average slip velocity for different bubble sizes with time. The large 

bubbles (d=0.16) rise faster than other bubbles until they start hitting the top wall and 

slow down. 
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Table 5.2. Parameters for migration poly-disperse bubbles 

Domain size 4.0x4.0 

Resolution 768x769 

Density of liquid/bubbles 2.5/0.25 

Viscosity of liquid/bubbles 0.002249365/0.0002249365 

Gravity 1.00 

Surface tension co-efficient 0.128 

Morton Number 4.88x10
-6 

Bubble size LARGE MEDIUM-SIZE SMALL 

Bubble diameter 0.16 0.14 0.12 

Number of bubbles 25 20 15 

Eötvös number 0.2813 0.3828 0.5000 
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Chapter VI 

 

Conclusions 

 
6.1 Conclusions 

 
In the present study several problems related to two-phase bubbly flows in vertical and 

horizontal channels were studied using direct numerical simulation. Efforts were also 

made to adapt and apply conventional two-fluid model equations for these special cases. 

In chapter 3 the motion of non-deformable two-dimensional bubbles in a vertical channel 

is investigated.  A study of the bubble distribution shows that, at steady-state, average 

mixture density in the middle of the channel is such that it completely balances the 

applied pressure gradient. The liquid velocity profile is also found to be flat in the middle 

of the channel. While two-fluid modeling of the setup yielded reasonable results, 

inadequacy of certain aspects of the model also became clear. Particularly, for the 

upflow, the flow with bubbles near the wall is extremely sensitive to model coefficients. 

This suggests that the flow with bubbles near a no-slip wall is very complex and need to 

be studied in detail. In chapter 4 the flow around a bubble near a vertical fixed wall were 

examined. It has been found that, under imposed shear, though the bubbles are nearly 

spherical in the wall layer, they are not completely spherical. It has been observed that 

this small deformation of the bubbles has a significant effect on the flow field. 

Surprisingly, this effect increases with increasing surface tension i.e. less deformable the 

bubbles are, the stronger the effect. This is a significant new result. It has also been found 

that bubble-bubble interaction is very small in this wall layer and its effects on the 

average quantities of the flow are virtually non-existent. A parametric study of the flow is 
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also performed by the carrying out simulations with different non-dimensional 

parameters. In chapter 5 the transient migration of mono-disperse bubbles in a quiescent 

horizontal channel is examined. It has been found that the rise velocity of the bubbles is 

dependent on the local void fraction of the bubbles. A two-fluid model of the flow has 

been developed which agrees reasonably well with the results from direct numerical 

simulations.  Simulations were also performed to examine the effect of imposed 

horizontal shear on the flow. Results show that the imposition of a weak horizontal shear 

does not affect the flow significantly. Simulations of polydisperse bubbles in a quiescent 

domain show that the rise velocity of the bubbles strongly depends on their size.  

The main contribution of the current study has been to address two major questions 

related to practical multiphase bubbly flows. First of all, considerable progress has been 

made in gaining new insight about flow-structure of bubbly flows near a no-slip wall. It 

has been found that surface tension effects are very important in bubbly flows near the 

wall.  This should assist in future efforts of developing an improved bubble-wall 

interaction model. Another major contribution of this study is to confirm that small scale 

behavior of homogeneous bubby flows are universal and is applicable to more complex 

transient flows. This is an important observation which considerably aids in averaged 

modeling of complex transient bubbly flows. 

 

6.2 Future Work 

 
In future emphasis will be on two broad areas. Since most of the results for multiple 

bubbles are two-dimensional in this study, one natural extension of this work is to extend 

the study in three-dimension. Simulation of larger and more complex systems, including 

the effects of poly-dispersion and interface contamination and models for coalescence 
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and breakup also need to be performed in more detail. Practical flows typically include a 

wide spectrum of bubble sizes. Simulations of polydisperse systems will give insight into 

the interaction mechanisms of bubbles of different sizes. Another important issue is 

coalescence and breakup, which to a large extent determine the size distribution of the 

bubbles. While the numerical method does not allow us to simulate the scales at which 

coalescence and breakup occur, the results of direct numerical simulations can be used to 

help formulate sub-grid models for coalescence and breakup. Another direction for future 

work is the development of more complicated average models. For example, models 

considered in this study are based on mono-disperse bubbles. Investigations to extend 

these models for poly-disperse cases, coalescing and breaking bubbles needs to be done 

in future. 
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