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Abstract  

Keywords: Boiling, bubble visualization, Finite Difference Method, heat and mass transfer, oil 

spill, pool fire. 

 

In-situ burning of oil spills has been one of the most effective methods to clean up oil leaks in 

offshore areas. However, it is highly challenging to efficiently burn a thin layer of oil floating on 

the water surface. A novel technique for oil spill burning developed at WPI in 2014, named Flame 

RefluxerTM, is further analyzed in this dissertation to obtain controlling parameters. Unlike the 

conventional heat transfer from the flame to the fuel surface, the Flame RefluxerTM creates an 

additional thermal loop to collect heat and transfer it to the liquid fuel. As a result, the in-situ 

burning rate improves notably. Furthermore, subcooled nucleate boiling phenomena on the surface 

of the immersed object significantly improve both boiling and burning rates. The nucleate boiling 

is analyzed in depth in this dissertation. 

Several existing works have reported the positive impact of the immersed object. However, 

the mechanisms and interactions remain unclear, and further investigations are desired. This 

dissertation performs three phases of experiments, followed by a comprehensive numerical model 

development. 

The first-stage experiments are performed in a subcooled dodecane pool, where an electrically 

heated wire-shaped nichrome object is immersed. Various bubble phenomena are characterized to 

analyze the boiling process. The inclination of the object, φ, is varied as the variable, where φ = 0° 

(horizontal), 22°, 33°, 44°, 49.5°, 74° and 90° (vertical). 

The second-stage experiments are performed by immersing a composite-shaped aluminum 

object in a burning liquid ethanol pool with refilling. The heated object, bulk liquid, and fire 



xxvii 
 

interactions are analyzed and coupled to various bubble phenomena observed with different 

immersion depths. The initial immersion depth, l, is varied as the variable, where l = 0 mm, 2.5 

mm, 4.5 mm, and 7.0 mm. Further analyses state the inconsistency in mass loss rate as a function 

of depth from the processed data and bubble visualization perspectives.  

The third-stage experiments are performed by immersing a composite-shaped copper object 

in a burning liquid ethanol pool with refilling. The difference between the second and third stage 

experiments is the inclusion of regularly spaced holes added to the immersed object serving as 

active nucleate boiling sites. Three cases are analyzed: “no holes”, “small holes” (D = 1.09 mm), 

and “big holes” (D = 2.06 mm) cases. In all experiments (stages 1, 2, and 3), unique photography 

techniques are employed to capture various bubble phenomena allowing qualitative and 

quantitative analysis. 

Using the Finite Difference Method (FDM) and an explicit time marching scheme, a 

numerical model is developed to discretize the governing equations and boundary conditions on 

the C programming platform. The convergence is verified by checking the residue at interfaces 

and the energy imbalance for the domain. The simulation results are validated by comparing the 

results with the experimental data from the literature. After the model is verified and validated, 

two parametric studies are conducted to explore the influence of the object configurations on the 

pool fire for potential optimal designs. 

Ultimately, this dissertation provides a framework to seek and examine potential designs 

while using the Flame RefluxerTM technique, with a long-term goal of providing solutions to clean 

up oil spills at sea effectively. 
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1 Introduction 

This chapter systematically presents the background of the research topic, literature related to the 

topic, motivation for the present work, broad scope, and specific objectives. 

1.1 Background and motivation 

Accidental oil spills into the environment have brought intractable issues and addressed public 

concerns for decades by harming the vulnerable ecosystem and the sensitive social economy [1-

2]. Damages of oil spills at sea are usually much worse than those on land because the oil 

contaminant can spread on the water surface and move for miles, which may penetrate the 

ecosystem in the form of the oil slick, toxic volatile components, etc. [3-5]. Meanwhile, it is 

challenging and costly to attenuate, remove, and clean up oil spills [6]. Especially amid the recent 

COVID-19 pandemic, the situation has exacerbated the oil industry. The cost of oil production, 

storage, and transportation has increased, while the budget to understand and handle the oil spills 

disasters has shrunk due to the economic crisis [7-8]. Therefore, the techniques that effectively 

manage the spilled pollutants are essential. 

Multiple strategies have been implemented to mitigate oil spills hazards; for example, in-situ 

burning (ISB) - to burn the oil in place, is recognized as one of the most traditional and effective 

methods [9-10]. But even though the ISB method has been frequently utilized on land, it has been 

challenging and counterintuitive to burn the thin oil slick over water directly [11]. This is because 

of considerable thermal dissipation through the underlying cold water. Furthermore, there is only 

around 1-5% of thermal feedback from the flame to the oil surface to vaporize the liquid oil [12]. 

At the same time, the remaining heat is lost to the ambient via plume convection and radiation, 

which causes the vaporization rate not sufficient to sustain the complete burning [13]. Fortunately, 
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by taking advantage of a design proposed by the researchers from Worcester Polytechnic Institute 

[13- 18], the ISB technique has been significantly improved, manifesting an increase in the oil 

burning rate. The idea is illustrated in Figure 1.1, where a thermally conductive object is immersed 

in an oil pool such that it interacts with both flame and liquid fuel. Under the circumstances, an 

additional thermal feedback loop is formed, as illustrated in Figure 1.2, enabling increased heat 

and mass transfer processes within the regions. 

 

Figure 1.1: Illustration of a liquid pool fire with an immersed object, where the heat transfer 

mechanisms (blue) and important experimental configurations with phenomena (yellow) are 

labeled. 
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Figure 1.2: A sketch (LHS) shows a liquid pool fire with an object immersed at the center, 

and a corresponding diagram (RHS) depicts the formation of the thermal feedback loop. 

Two fundamental mechanisms are believed to contribute the most to the enhancement in the 

burning rate. Firstly, the integrated interactions among gas, liquid, and solid regions in this 

configuration. Considerable heat is efficiently collected from the flame by a high thermal 

conductivity material and is transferred to the liquid pool through the immersed portion via 

conduction. The liquid pool surface receives heat by conduction, convection, and radiation. 

Therefore, when compared to traditional pool fires, there is an additional heat transfer to the core 

of the liquid by the immersed object conducting heat. 

Additionally, as the immersed object’s temperature exceeds the liquid fuel’s saturation 

temperature, the boiling heat and mass transfer processes initiate at the solid-liquid interface. 

Depending on the degree of superheat, boiling occurs on its surface in contact with liquid. 

Subsequently, bubbles form at the solid-liquid interface displaying vigorous behaviors, including 
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nucleation, growth, transport, and breakup, which facilitate heat and mass transfer primarily 

through convection. As a result, an enhancement in liquid fuel vaporization occurs, the burning 

rate increases, and the pool fire with a higher burning rate is sustained. 

Improvement in the design requires exploring two fundamental mechanisms using systematic 

stages of investigations. Based on this requirement, the primary motivation for this dissertation 

includes obtaining a relationship between the pool fire burning and nucleate boiling heat and mass 

transfer due to the presence of the immersed object. Furthermore, by following this methodology, 

multiple configurations of the immersed object have to be studied and analyzed to understand the 

effect of configurational parameters of the immersed object on burning rate, which benefits the 

practical design solving real-world oil spills issues. 

1.2 Literature review 

Before detailed explorations, some important concepts and studies associated with this design are 

reviewed from existing literature, including the pool fire, heat and mass transfer process, and 

subcooled boiling. 

 For liquid pool fires, the variables of interest include pool diameter, thermal properties of 

liquid, absorption of flame radiation by the liquid surface, etc. [19-21]. In-situ burning belongs to 

them and is a method to clean up oil spills at sea, where the oil floats on the water surface. However, 

sustaining the burning of a thin oil layer over water is challenging. Therefore, the method needs 

improvements in increasing the burning rate and efficiency. Accordingly, some researchers proved 

that liquid fuel’s vaporization and burning rates could be significantly improved, by immersing 

thermally conductive objects passing through both flame and liquid regions via experimental and 

numerical strategies [13-22]. If this concept can be analyzed comprehensively, the corresponding 

applications will be simple, feasible, and efficient to treat oil spills at sea. 
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Experiments were conducted to study different aspects of pool fires [23- 28], but few of them 

investigated non-combustible objects immersed in the flame and the liquid to collect the heat from 

the flame. Some studies [29-31] investigated the thermal response of objects engulfed in fires, but 

they mostly focused on the interactions between the solid and gas regions from a structural fire 

safety point of view. Recently, Rangwala et al. [13] conducted pool fire experiments of different 

scales in hexane and oil-water emulsion. As a result, around 280-1250% increase in the burning 

rate was reported, compared to the baseline cases without such immersed objects, because of the 

nucleate boiling facilitated by the immersed objects. It was also found that pool fire burning rate 

varied with the height of the immersed object, and the maximum burning rate was obtained when 

the object was fully exposed to the flame. However, clear bubble visualization was not possible 

during the experiments because of the use of opaque containers or fuels. Further analyses [17] 

were conducted to a series of bench-scale experiments, where a thin metal cylinder was used as 

the immersed object. The results showed that such a design could be utilized to clear up oil spills 

efficiently. Arsava et al. [18] proposed an empirical-based integral model to predict the 

temperature profile in the liquid region, which was validated by the experiments performed in the 

crude oil slick over saline water. Fang et al. [22] analyzed the pool fire with the thermal feedback 

from embedded plates by including the variable Spalding B number and nucleate boiling 

correlation in the calculation.  

Regarding the numerical works, Sezer et al. [15] studied the burning rate of a pool fire 

composed of three layers: metal wool immersed in fuel, fuel, and water. Parametric studies showed 

an optimal metal wool thickness according to the mass burning rate. Sezer et al. [16] also 

developed a one-dimensional model for solving the transient heat transfer in an immersed 

aluminum cylinder and combined that with a two-dimensional model for solving the temperature 
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field within the fuel. Validated results indicated that the mass burning rate was enhanced by the 

thermal loop and the boiling occurring at the cylinder-fuel interface. Parametric studies were 

conducted towards the optimal cylinder length in the flame. 

As indicated in preceding discussions, the heat and mass transfer process in the liquid region 

of the loop played an important role, causing rapid vaporization at the solid-liquid interface after 

the ambient liquid was heated to its saturation point [32]. While boiling occurs under various 

circumstances depending on the liquid status, this dissertation focuses on pool boiling, which 

corresponds to the pool fire having comparatively quiescent liquid [33]. Meanwhile, based on bulk 

liquid temperature, boiling can be further categorized as subcooled and saturated [33]. It is termed 

subcooled boiling when the bulk liquid temperature is below its saturation temperature. In contrast, 

when the temperature is at or slightly exceeds the saturation temperature, it is termed saturated 

boiling. This dissertation focuses on subcooled boiling because the practical application is applied 

to open water, where the temperature of the bulk liquid is not saturated. 

Four regimes can be identified throughout a pool boiling process, namely, free convection, 

nucleate, transition, and film boiling [34-35], which may be delineated according to the excess 

temperature at the solid-liquid interface. Transitions between the regimes can be sensitive and 

critical. For example, a significant change of heat and mass transfer at the interface is sometimes 

associated with a slight variation of the excess temperature. Such behavior reveals the discrepancy 

between a traditional pool fire and a novel one with an immersed object. The temperature variation 

of the container wall mostly has a negligible impact on the flame compared to the case of a 

conductive object placed at the center of the pool. The significant temperature difference between 

the immersed solid and surrounding liquid leads to distinct regimes of pool boiling. For a novel 

pool fire with a submerged object, subsequent boiling regimes can be reached through the object 
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surface with noticeable excess temperature. This is different from a traditional pool fire, where 

heat transfer is dominated by free convection in the liquid region. As a result, the convective heat 

and mass transfer process is significantly improved, facilitating the burning rate. 

Besides excess temperature via thermal measurements, the boiling process can also be 

depicted by the vapor bubbles generating from the crevices on the solid surface with various 

behaviors [36-37]. In general, bubbles can hardly be observed in the free convection regime. 

Isolated bubbles begin to grow from active nucleation sites in the nucleate boiling regime. As the 

rate of bubble formation increases in the transition boiling regime, bubbles coalesce and start 

forming a vapor film. Finally, the solid surface is fully covered by a vapor film in the film boiling 

regime [33].  

Furthermore, bubble phenomena, as well as heat and mass transfer processes, are influenced 

by the conditions of the subcooling [38-40], liquid property [41- 46], configurations of the 

immersed object [47 -58], etc. Lee and Singh [38] reported that when the subcooling condition 

was applied, the boiling heat transfer could vary because of the variation of the micro-convection 

adjacent to the heating surface. When the liquid was different, the heat transfer coefficient varied, 

because of discrepancies in liquid properties, including thermal conductivity, density, and specific 

heat [43]. Addoms [47] pointed out that the diameter significantly affected the heat flux throughout 

boiling regimes. He also indicated the critical heat flux (CHF) decreased as wire diameter got 

smaller because of non-negligible flaws in wires. Siegel and Howell [49] studied the CHF at 

saturation conditions from electrically heated platinum wires in horizontal and vertical orientations 

at different gravity levels. They reported that a vertically mounted wire gave lower values of CHF 

than a horizontal one due to the direction of the buoyancy vector. 
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Further studies also showed that the difference of CHF became small as gravity reduced. 

Wang et al. [54] performed a series of subcooled pool boiling experiments on the platinum wires 

with different inclinations and noticed that the interfacial effects and buoyancy took turns to 

dominate the bubble movement when the wire was not horizontal. Zhang et al. [55] conducted 

experiments in liquid nitrogen, where CHF was noticed to monotonously decrease as the wire 

inclination angle increased from 0° to 90°. Jones et al. [57] investigated solids having a wide range 

of roughness values in water and FluorinertTM FC-77 and found a stronger dependence on surface 

roughness for FluorinertTM FC-77 than water. 

Even though bubble visualization may be helpful, it is challenging to capture vigorous bubbles 

via unaided eyes because of their tiny size and fast motion. Early researchers set normal exposure 

time for the photography, and the images were too blurred to read. Later, advanced photography 

techniques were employed to ensure a better image quality [59- 64]. For example, Westwater and 

Santangelo [59] successfully captured clear bubbles by implementing 10-6 second exposure time 

for still photographs and 4000 frames per second for high-speed motion pictures. Qiu et al. [62] 

studied the boiling under low gravity conditions, where bubble shape and lift-off progress were 

analyzed using high-speed images. 

Despite the progress existing works have made towards understanding the technique of 

enhancing the burning rate using immersed objects, some mechanisms and integrated interactions 

remain unclear, and further investigations are required. For instance, even though the increased 

convective heat transfer in the liquid region facilitated the burning rate [13-22], analysis at the 

solid-liquid interface is still missing. Heat and mass transfer processes and bubble behavior can be 

unique, especially for the scenarios of an immersed cylinder heated up by a subcooled liquid pool 
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fire. Furthermore, even though individual mechanisms have been thoroughly studied, the 

integrated ones have never been unveiled due to comprehensive interactions. 

1.3 Objectives 

The primary goal of the present research is to investigate the unique phenomena and mechanisms 

at the solid-liquid interface due to the subcooled nucleate boiling, together with the integrated 

interactions among gas, liquid, and solid regions in the novel pool fire. Detailed objectives are 

described below, including the strategies of the experiment and numerical model. 

1. Experimental objectives: (1) To experimentally study the heat and mass transfer processes, 

as well as accompanying bubble visualization, especially for scenarios occurring at the solid-liquid 

interface. (2) To examine different configurations (inclination, immersion depth, and surface 

condition) of the immersed object to understand the design from diverse perspectives. (3) To study 

the unique bubble phenomena during the subcooled nucleate pool boiling by taking advantage of 

high-speed photography and image processing techniques. 

2. Numerical model objectives: (1) To develop a numerical model where primary 

mechanisms in three phases (gas, liquid, and solid) are modeled by solving the energy equations 

for a cylindrical object immersed in a liquid-fuel pool fire. (2) To ascertain the temperature 

distribution for object and liquid regions and predict the mass loss rate of the liquid. (3) To carry 

out the validation of the numerical model using experimental data from the literature. (4) To 

perform parametric studies, explore the object configurations’ influence on the pool fire with an 

immersed object.  

The primary deliverables from the present work include: 

1. The unveiling of the unique phenomena occurring at the heated solid-liquid interface in a 

subcooled liquid pool.  
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2. The analysis of the thermal feedback loop, including the mechanisms of pool fire and nucleate 

boiling heat and mass transfer. 

3. The build-up and development of a model capable of including major mechanisms in all regions. 

4. The demonstration of the effect of geometrical parameters of the immersed object on burning 

rate, based on the analyses of experimental measurements, phenomena, and parametric studies 

from the model. 

Ultimately, the present work’s long-term purpose is to provide solutions to effectively clean 

up oil spills at sea after filling the void in the understanding of the novel pool fire burning 

facilitated by nucleate boiling heat and mass transfer processes. The results from the present works 

enable comprehensive cognition of the integrated physical mechanisms behind the design. The 

strategies provide a framework to seek and examine potential optimal designs, from the 

perspectives of effectiveness, efficiency, and implementation feasibility. The methodology to 

evaluate the integrated mechanisms of pool fire and nucleate boiling heat and mass transfer would 

provide references to solve problems with similar concerns. 

1.4 Layout 

The main body of the dissertation consists of six chapters:  

• Chapter 1: introduces the general problem of a novel pool fire facilitated by nucleate boiling 

heat and mass transfer after immersing objects to interact with fire and liquid. An additional 

thermal feedback loop is formed, whose details require researchers’ attention. A 

comprehensive understanding of the idea contributes to solving oil spills issues at seas. 

• Chapter 2: describes the setup, procedure, as well as data collection and analysis for three 

stages of experiments, consisting of a wire-shaped object immersed in a liquid pool without 
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fire, a composite-shaped object immersed in a liquid pool fire, and a composite-shaped object 

(with holes) immersed in a liquid pool fire. 

• Chapter 3: presents the results of stages of experiments via processed data, images, and 

discusses the effect of configurations of the immersed objects.  

• Chapter 4: explains the methodology to build up a numerical model, which couples the heat 

transfer in the liquid fuel and immersed object to the hot gas regions. 

• Chapter 5: shows the results of model verification, validation, and parametric studies that 

explore the effects of geometrical parameters of the immersed object on the burning rate. 

• Chapter 6: summarizes the current study and states future works.   
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2 Experimental setup and procedure  

This chapter introduces three stages of experiments [65- 68], consisting of a wire-shaped object 

immersed in a liquid pool without fire, a composite-shaped object immersed in a liquid pool fire, 

and a composite-shaped object (with holes) immersed in a liquid pool fire. Studies are elaborated 

from the aspects of experimental setup and procedure, as well as data processing. 

2.1 Overview 

Experiments are conducted by immersing a heated object in a subcooled liquid pool, whose 

purpose is to study the mechanisms of a pool fire burning facilitated by subcooled nucleate boiling 

heat and mass transfer process and examine the object design. Three stages of experiments are 

carried out. 

The first-stage experiment [65] is conducted in a subcooled dodecane pool, where an 

electrically energized wire-shaped nichrome cylinder is immersed. In this stage, the object’s 

inclination is varied, and the main focus is to investigate the impact on the liquid vaporization 

process. Instead of using fire as a self-coupling heat input method, an electrical power supply is 

implemented in a controllable manner. Details are discussed in Section 2.2. 

The second-stage experiment [66-67] is conducted in a burning liquid ethanol pool with 

continuous fuel refilling, where a composite-shaped aluminum cylinder is immersed in the pool. 

In this stage, the immersion depth of the object is varied, and the main focus is to investigate the 

liquid pool burning enhancement by immersed objects. The experimental setup is updated 

comparing the previous stage, such as methods of heat input and subcooling, object and container 

configurations, object’s material, liquid’s type, etc. Details are discussed in Section 2.3. 
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The third-stage experiment [68] is conducted in a burning liquid ethanol pool with continuous 

fuel refilling. A composite-shaped copper cylindrical cylinder with holes at its base is immersed 

in the pool. In this stage, the immersion depth and the surface condition (holes) of the object are 

varied, and the main focus is to investigate the liquid pool burning enhancement caused by 

immersed objects. Similarly, the experimental setup is updated compared to previous stages, such 

as object and container configurations, the object’s material, etc. Details are discussed in Section 

2.4. 

 In each stage, multiple photographs are captured to visualize the process characterized by 

unique bubble behaviors, liquid perturbance, flame, etc. These phenomena are expected to 

associate with data carefully measured from experiments. 

2.2 First-stage experiment 

2.2.1 Introduction 

The first-stage experiment [65] is conducted in a subcooled dodecane pool, where an electrically 

heated nichrome wire is immersed. The setup idea originates from Nukiyama [34], who has 

immersed an electrically heated nichrome wire in boiling water to study the boiling process. When 

a heated object is immersed in liquid, heat is transferred from the object’s surface to adjacent liquid 

layers because of the temperature gradient. After the object’s surface temperature surpasses the 

saturation temperature of the liquid, boiling occurs at the solid-liquid interface. Nukiyama [34] has 

elaborated on the relationship between heat flux and excess temperature, whose values are 

calculated from current and voltage measurements. Depending on the magnitude of the excess 

temperature at the interface, different boiling regimes are identified. Therefore, similar 

methodologies are implemented to initiate the study on the liquid impacted by the boiling process. 
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Considering the practical application of this study as applied to the oil slick floating on the water 

surface, a subcooled dodecane pool is utilized. 

Furthermore, even though multiple variables [38-58] can be studied for the boiling heat 

process, configurations of the object are focused in this dissertation to figure out potential optimal 

designs. For example, the object’s inclination can influence the boiling process. However, there 

are unknowns specific to the interactions between a cylindrical object immersed at various 

inclinations and the ambient subcooled liquid. Therefore, the object’s inclination is selected as the 

variable to be studied in the first-stage experiment. 

Besides data measurements, various bubble motions and growth can also depict the boiling 

process. Therefore, advanced photography techniques are employed to record the experimental 

phenomena. 

2.2.2 Experimental setup and procedure 

The experimental setup of the first-stage experiment is illustrated in Figure 2.1, where a nichrome 

wire (L = 1.27×10-4 m) is immersed in dodecane and energized by a controllable electrical power 

supply (Mastech HY5005E-2 DC power supply, dual adjustable outputs: 0-50 V and 0-5 A). Two 

multimeters are employed to measure the voltage and current and are further used to calculate the 

heat flux from the wire to ambient liquid q′′ , and the electrical resistance of the wire, R. To control 

the variables, the size of the wire is maintained the same before each experiment. Also, as a wire’s 

parameters are sensitive to ambient temperature and the manufacturing process, the initial wire 

resistance is measured before each experiment. Furthermore, the wire is carefully cleaned before 

each experiment. A subcooled condition is provided for the dodecane pool by placing the glass 

container in a vat filled with a mixture of ice and water. Thermocouples are used to track the 
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temperature in both the glass container and the vat, and the subcooled temperature of the bulk 

dodecane, Tsub, is maintained at about 25 °C. 

 

Figure 2.1: Experimental setup of the first-stage experiment (not to scale), where an 

electrically heated wire-shaped nichrome object is immersed in a dodecane pool with 

subcooling at different wire inclinations, φ, and φ = 0° (horizontal), 22°, 33°, 44°, 49.5°, 74°, 

and 90° (vertical). 

Two thick copper cylindrical electrodes (D = 1.28×10-2 m) are connected in the loop to hold 

the wire and adjust the wire inclination. Because of the lower electrical resistivity and the larger 

cross-sectional area of thick copper electrodes, their resistance is negligible compared to the thin 

nichrome wire. After obtaining R, the wire temperature, T, is further calculated by using the 

temperature-resistance calibration (Appendix A) obtained before the experiments. 

As shown in the enlarged sketch on the RHS of Figure 2.1, the wire inclination, φ, is selected 

as the variable and adjusted from 0° (horizontal), 22°, 33°, 44°, 49.5°, 74°, and 90° (vertical). The 
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adjustment is realized by moving two electrodes up and down, by maintaining the midpoint of the 

wire at a constant height. 

Cameras (Photron FASTCAM SA1.1 high-speed video system and Sony HDR-PJ790 HD 

video camera) are equipped at appropriate locations to capture bubble phenomena along the wire 

at an elevated height compared to the reaction plane container. It is because the unclear view of 

bubbles restricts the front-view photography through layers of container walls. 

Each experiment starts from electrically energizing the wire and ends with the wire glowing 

or burn-out. Each trial is repeated two to three times to ensure reliability. 

2.2.3 Data processing 

The heat flux from the wire to the ambient liquid, q′′ , is calculated from the measurements of the 

voltage and current, which is given by: 

 UIq
DLπ

′′ = , (2.1) 

where U is voltage, I is current, D is wire diameter, and L ≈ 7×10-2 m is wire length. 

Furthermore, by using the measurements of U and I, the electrical resistance of the wire, R, is 

calculated according to the Ohms Law, which is expressed as:  

 UR
I

= . (2.2) 

2.3 Second-stage experiment 

2.3.1 Introduction 

The second-stage experiment [66-67] uses fire as the heat input to the liquid fuel to evaluate the 

interactions among gas (fire), liquid (fuel), and solid (object) regions. The interactions between 
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any of the two regions have been studied from different aspects in literature. For example, the 

relationship between a heated object and subcooled liquid fuel is discussed in Section 2.2, the 

connection between liquid fuel vaporization and pool fire burning is explored in many traditional 

pool fire studies [23-28], and there are also investigations [29-31] discussing the thermal response 

of objects engulfed in fires. 

The experiment is conducted in a burning liquid ethanol pool with refilling by following some 

methodologies used in the first-stage experiment. However, some updates need to be mentioned: 

1. Fire is used as the heat input to study the mechanisms interacting among all three regions.  

2. A composite-shaped cylinder is utilized as the immersed object, enabling horizontal and vertical 

bubble motions. Its diameter is increased from a wire-shaped cylinder, as it is more feasible to be 

utilized in fire scenarios. Also, aluminum is used due to its better thermal conductivity and easier 

processing.  

3. Ethanol is chosen as the liquid because it is a comparatively cleaner hydrocarbon with low soot 

generation and is suitable for long-duration experiments. The liquid level in the reaction container 

is kept constant, realized by a fuel refilling system.  

4. A quartz cuboid tray is used as the reaction container due to changes in the methods of heating 

and subcooling. 

Furthermore, according to the discussions in recent studies [13-18,22], the object’s length is 

noticed to be vital to the boiling process and pool fire burning. Therefore, the immersion depth of 

the object is selected as the variable to be studied in the second-stage experiment. 

Similarly, advanced photography techniques are utilized to record the experimental 

phenomena, as various bubble motions and growth can depict the boiling process, and the burning 

process can be characterized by flame height. 
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2.3.2 Experimental setup and procedure 

The experimental setup of the second-stage experiment is demonstrated in Figure 2.2, where a 

composite-shaped aluminum cylinder is partially immersed in a burning ethanol pool. The object 

comprises of a cylindrical rod (diameter, DR = 11 mm, length, LR = 240 mm), and horizontally 

attached with a thin cylindrical disk (DD = 34 mm, LD = 0.75 mm) at the bottom, which is capable 

of displaying bubble phenomena along with different directions. The idea of the composite-shaped 

design comes from practical applications [13-18,22] and the results of the first-stage experiment 

[65]. Furthermore, to ensure a constant surface condition and repeatability, one object is used 

throughout experiments. The object is carefully cleaned with heptane and then rinsed with ethanol 

before each experiment. Ethanol is configured in a quartz cuboid tray (inside dimensions: 70 mm 

× 70 mm × 40 mm), and its level is maintained constant via a gravity feedback refilling system. 

The refilling system consists of a communicating pipe, a feed container (to maintain the liquid 

level), a pump (Omega FPU5MT peristaltic pump), and a reservoir being placed on a digital load 

cell (Sartorius ED6202S-CW load cell). Ethanol is constantly supplied to the feed container by a 

pump at a constant rate, to ensure that ethanol continually spills over into the reservoir return hose. 

This also eliminates considerable fluctuations in the liquid level in the reaction chamber. The 

openings of the feed container and reservoir are loosely covered by a thin tinfoil sheet so that the 

mass loss caused by ethanol evaporation is negligible. 
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Figure 2.2: Schematic showing the setup of the second-stage experiment (not to scale). A 

composite-shaped aluminum object is immersed in an ethanol pool fire maintained at a 

constant liquid level. The immersion depths, l, are adjusted between 0 mm, 2.5 mm, 4.5 mm, 

and 7.0 mm.  

The temperature of the disk’s surfaces is measured via a K-type thermocouple. The 

measurement is applied to its upper and lower surfaces, and the locations are at the center loop 

between exterior edges of the rod and the disk. Because the boiling process is closely associated 

with surface conditions, the thermocouple is thus attached to the disk surfaces temporarily at the 
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end of the experiment, without interfering with the mass loss rate measurement, the photography, 

or future experiments.  

The initial immersion depth, l, is used as the variable, which is defined as the distance between 

the upper disk surface and liquid level before experiments. It is varied as 0 mm, 2.5 mm, 4.5 mm, 

and 7.0 mm. The temperature of the setup is maintained at ambient temperature (23 ± 2 °C) before 

experiments. 

 Two DSLR cameras (Canon EOS 5D and Canon EOS 7D), a video camera (Sony HDR-PJ790 

HD), and a high-speed camera (Chronos 1.4) are placed at appropriate locations to record 

phenomena of bubbles and flame. Images are recorded as MTS video files for the video camera, 

whose individual frames are extracted for post-processing. 

Each experiment starts from the ignition of a pool fire and lasts for about 900 s (670 s for the 

baseline experiment). Each trial is repeated three times to ensure reliability. 

2.3.3 Data processing 

1. Flame height 

Flame images are used to analyze the flame dynamics qualitatively and quantitatively. For 

example, a visible flame region in an image can be used to determine the instantaneous flame 

height by implementing image processing techniques.  

 During experiments, a video camera is employed to record the flame at the frame rate of 29 

fps. The focus and exposure settings are fixed at the lower part of the flaming region, where the 

luminosity is fairly steady, to ensure stability and reduce the negative impact from the background. 

Images are first extracted from MTS video files and then cropped to concentrate on the flame 

region during the processing. Next, one of the images (taken in the middle of the whole video) is 
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utilized to set up a gray-scale threshold based on visual observation. The same threshold is applied 

to all other images from the video. After that, pixels in the images are binarized, where white pixels 

denote the flame region and black pixels denote the ambient region. The distribution of white 

pixels is used to evaluate the instantaneous flame extents (height and width). The corresponding 

instantaneous flame heights are time-averaged to further evaluate the mean flame height within a 

specific time. 

2. Mass loss rate 

The mass loss rate of ethanol is calculated based on the variation of mass of the reservoir with 

time. The mass of the reservoir is measured by a load cell, whose sample rate is set to 5 samples 

per second. The mean mass loss rate within a certain time is calculated by averaging the 

corresponding instantaneous mass loss rates. 

2.4 Third-stage experiment 

2.4.1 Introduction 

The third-stage experiment [68] is conducted in a burning liquid ethanol pool with continuous 

refilling, and it is similar to the second-stage experiment. However, some changes are pointed out: 

1. The material of the immersed object is changed to copper because of its higher melting point 

and better thermal conductivity.  

2. The size of the reaction container is increased to ensure ambient conditions at boundaries, as 

well as to avoid the perturbance caused by the refilling via the bottom.  

3. The size of the immersed object is decreased. 
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Furthermore, literature [47-58] shows that multiple surface configurations influence the 

boiling process. Therefore, the object’s immersion depth and surface condition are selected as 

variables to be studied in the third-stage experiment. 

Similarly, advanced photography techniques are utilized to record the experimental 

phenomena, as miscellaneous bubble motion and growth can depict the boiling process, and the 

burning process can be characterized by flame height. A laser system is added, which captures 

clear images of vigorous bubbles by providing brightness and short pulse time. 

2.4.2 Experimental setup and procedure 

The experimental setup of the third-stage experiment is demonstrated in Figure 2.3, which is 

developed based on that used in the second-stage experiment as discussed in Section 2.3. A 

composite-shaped aluminum cylinder is utilized as the immersed object, consisting of a cylindrical 

rod (diameter, DR = 6.79 mm, length, LR = 68.5 mm) and a thin cylindrical disk (DD = 34.5 mm, 

LD = 1 mm). The object is partially immersed in a liquid ethanol pool kept in a quartz cuboid tray 

(inside dimensions: 100 mm × 100 mm × 200 mm). The container is filled with liquid ethanol, 

whose liquid level is maintained via a gravity feed container through a communicating pipe. 

Ethanol is constantly supplied to the feed container by a pump (Omega FPU5MT peristaltic pump) 

at a constant rate of 40 RPM to ensure that ethanol constantly spills over into the reservoir return 

hose. The fuel reservoir is mounted on a load cell (Sartorius ED6202S-CW load cell) to record the 

mass variation and obtain the ethanol burning rate. A thin tinfoil sheet loosely covers the feed 

container and reservoir openings, and the mass loss caused by ethanol evaporation is thus 

negligible. 
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Figure 2.3: Schematic of the setup of the third-stage experiment (not to scale). A composite-

shaped copper object is immersed in the liquid ethanol maintaining at a constant liquid level, 

where the immersion depths are l = 0 mm, 3.0 mm, 6.0 mm, and 9.0 mm at a steady state, 

and diameters of holes (through the disk) are Dhole = 0 mm (“no holes”), 1.09 mm (“small 

holes”), and 2.06 mm (“big holes”). 

Experiments conducted in this stage are summarized in Table 2.1, which includes two 

variables: the immersion depth, l, and the surface condition (holes). The immersion depth is 
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defined as the distance between the upper disk surface and the lower liquid surface at a steady 

state, which is adjusted between 0 mm, 3 mm, 6 mm, and 9 mm. It is noted that l here denotes the 

distance at steady state during experiments, which differs from the initial distance defined in the 

second-stage experiment. Drilling holes vary the surface condition of the copper disk with the 

diameters of Dhole = 1.09 mm and Dhole = 2.06 mm through the disk. In both cases, twelve holes 

are aligned in groups of four as shown in the top view of Figure 2.3.  

Table 2.1: The experimental matrix of the third-stage experiment. 

Case 1 2 3 4 5 6 7 8 9 10 11 12 13 

Immersion 
distance l (mm) 0 3 6 9 0 3 6 9 0 3 6 9 Baseline 

Disk’s surface 
condition* N N N N S S S S B B B B -- 
* N: No holes, S: small holes, B: big holes, and --: not applicable. 

Several cameras are utilized to visualize experimental phenomena:  

1. To depict the bubble formation and distribution in the liquid (side view), high-contrast backlit 

imaging is taken using a digital camera (Dantec FlowSense 4M MkII 12-bit CCD camera paired 

with a Nikkon Micro-NIKKOR 55mm lens). Simultaneously, a laser system (Litron Nano L 200-

15 Nd: YAG 532nm laser is pulsed at its full single-cavity output of 200 MJ per pulse into a vial 

of Rhodamine 590 dye and methanol, thus causing the Rhodamine solution to fluoresce at 566 nm, 

and the resultant diffuse light pulse is further diffused via a glass diffuser plate) is introduced, 

which provides short pulse time of the fluorescent backlight, and allows for clear images capturing 

bubble behaviors. The camera is set to a frame rate of 12 fps and an aperture of f/8 is utilized to 

ensure that all bubbles within the field of view are within the depth of field of the camera system. 
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Images captured by the FlowSense camera are dewarped utilizing a polynomial dewarping 

function, calibrated formed from a dewarping grid imaged before the testing commenced.  

2. A high-speed camera (Chronos 1.4 high-speed camera) and a DSLR camera (Canon EOS 7D 

DSLR) are utilized to record the bubble formation and distribution in the liquid (front view). The 

frame rate of the high-speed camera is set to around 1500 fps to capture the rapid motion of 

bubbles. The DSLR is utilized to image bubbles on a ‘snapshot’ basis, therefore, a far lower frame 

rate at about 1/3 fps is sufficient. Meanwhile, the imaging is illuminated with an LED light source 

to ensure brightness.  

3. To capture the bubble development along the bottom surface, a video camera (Sony HDR-PJ790 

video camera) is equipped at an approximate 30-degree angle lower than the plane of the reaction 

container (bottom view). Videos are recorded at a resolution of 1440 × 1080 pixels and a frame 

rate of 29 fps. All images are recorded as MTS video files, and frames from those are extracted for 

post-processing. 

4. To obtain the flame height of the pool fire (side view), a camera (Thorlabs DCC1240C 8-bit 

color CCD camera paired with a Tamron 35mm C-mount lens) is utilized (side view). The flame 

is imaged with a resolution of 1280 × 1024 pixels and a frame rate of 15 fps. All images are 

recorded as AVI video files, and frames from those are extracted for post-processing. 

Each experiment starts with igniting a pool fire; the fire is allowed to burn for 20 min to 

establish a quasi-steady state before diagnostics are performed. After that, the immersion depth is 

adjusted as l = 0 mm, 3 mm, 6 mm, and 9 mm, and each case has a duration of about 10 min. The 

diagnostics are implemented after 2 min after each adjustment. Each trial is repeated four times to 

ensure reliability. 
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2.4.3 Data processing 

1. Mass loss rate 

Methodologies of obtaining the mass loss rate are similar to those described in Section 2.3.3. 

2. Bubble quantification 

Furthermore, with the implementation of multiple cameras, high-quality images capable of 

capturing clear bubble phenomena can be obtained. Therefore, it would be even more meaningful 

if the bubble information can be quantified from images besides visualization. In terms of this, two 

methods are considered to quantify bubbles, which are termed as manual method and the gray-

scale method. 

(1) Manual method 

The manual method focuses on individual bubbles captured from a single image. By taking 

advantage of a high-speed video camera, the images extracted from the neighboring frames can 

depict the bubble motion within a short time interval. Therefore, sequential images allow the 

possibility to track the motion of individual bubbles from nucleation sites to the liquid surface, as 

shown in Figure 2.4. Meanwhile, the information of individual bubbles is measurable in images, 

whose calculation depends on the shape of bubbles. Furthermore, the volumetric rate of bubbles, 

v, is calculated as: 

 0N VVv
t t

×
= = , (2.3) 

where V, N, and V0 are the average values of the total volume of bubbles, the number of bubbles, 

and the volume of individual bubbles obtained from repeated measurements in different regions, 
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respectively; and t is the mean time interval which bubbles travel from nucleation sites to liquid 

surface. 

 

Figure 2.4: Schematic showing an exemplary bubble distribution in a single image. The solid 

blue circle denotes the contour of a bubble around its nucleation site, and the bubble’s 

departure to the liquid surface is depicted by the blue arrow and the dashed blue circle. 

Furthermore, the uncertainty of v during bubble quantification analyses can be determined by 

considering the propagation of uncertainty [69-70], which is expressed as: 

 
2 2

v V t

v V t
σ σ σ   ≈ +   

   
, (2.4) 

where σv represents the standard deviation of v. 

(2) Gray-scale method 

The gray-scale method focuses on the bubbles around the immersed object captured from the 

average of multiple images. The dewarped high-contrast photos are utilized for analyses because 

of the precision in size and the explicit edge. At first, an averaged image is obtained by averaging 

the corresponding pixels from numbers of images. Next, a gray-scale threshold is applied to the 
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averaged image, and pixels are hence binarized. White pixels denote the region of the object and 

the attached bubbles, while black pixels denote the region of the ambient liquid. The distribution 

of white pixels is used to evaluate the volume of bubbles that are attached to the surface of the 

immersed object. 
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3 Experimental results 

This chapter shows the results of stages of experiments via processed data and images. The effects 

of configurations of the immersed objects are meanwhile explored, including the inclination 

(Section 3.1), the immersion depth (Sections 3.2-3.3), and the surface condition (Section 3.3). 

3.1 First-stage experiment 

3.1.1 Boiling process 

Figure 3.1 shows the variation of the heat flux, 𝑞̇𝑞′′, as a function of the excess temperature 

difference between the wire surface and bulk liquid, ∆T, where the wire is horizontally (φ = 0°) 

immersed in a subcooled dodecane pool. The x-axis represents ∆T, where ∆T = Ts - Tsub, 

determinations of the wire surface temperature, Ts, and subcooled temperature of liquid, Tsub, are 

explained in Section 2.2 and Appendix A. The y-axis represents 𝑞̇𝑞′′, as calculated from Eq. (2.1).  
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Figure 3.1: A boiling curve depicting a heated nichrome wire horizontally (φ = 0°) immersed 

in a subcooled dodecane pool, where the wire diameter, D = 1.27×10-4 m and the subcooled 

temperature of the liquid, Tsub ≈ 25 °C. 

Different regimes can be recognized in the boiling curve. Especially in the nucleate boiling 

regime, the heat transfer coefficient is found to significantly increase, indicating that the heat 

transfer rapidly increases even with a slight increase in the temperature of the wire. Similar 

findings are also mentioned in related studies [13-18], where the regime is believed to be vital to 

practical applications. Therefore, the process requires further exploration. For example, points 

denoting the nucleate boiling regime’s start and end need special attention, termed ONB and CHF 

[33]. ONB (onset of nucleate boiling) locates between the free convection and the nucleate boiling 

regimes. CHF (critical heat flux) locates around the end of the nucleate boiling regime, associated 

with the upcoming thermal crisis. 



 

31 
 

Some specific points on the boiling curve are selected for further analyses: points A, ONB, B, 

C, D, and CHF, as labeled in Figure 3.1. The corresponding images and sketches are presented in 

Figure 3.2, which allows for the visual analysis of the unique phenomena occurring at each point. 

 

Figure 3.2: Images (taken at an elevated plane) and the corresponding sketches describing 

characteristic bubble phenomena at different heat flux values, where φ = 0°. 

From A to B, 𝑞̇𝑞′′ increases slowly from 0 to 0.4 × 103 kW/m2, as ∆T increases from 0 to 122 

°C as shown in Figure 3.1, where heat is transferred from the heated wire to subcooled dodecane 

via natural convection. Accordingly, no bubbles are observed on the initial heating plane, as shown 
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in Figure 3.2(a). Later, when ∆T reaches ONB, a hysteresis phenomenon is presented in Figure 

3.1, which denotes the initiation of the nucleate boiling regime. The hysteresis ranges from ONB 

to B, where ∆T is decreased from 122 to 113 °C, while 𝑞̇𝑞′′ is increased from 0.4 × 103 to 0.5 × 103 

kW/m2. The hysteresis can be explained by the experimental phenomena as shown in Figure 3.2 

(b), where evident perturbance appears in the vicinity of the wire suddenly. Such perturbance is 

caused by incipient bubbles sweeping along the wire and having jet flows on the top. Immediately 

after the hysteresis, 𝑞̇𝑞′′ increases sharply from 0.5 × 103 kW/m2 at B to 2.4 × 103 kW/m2 at CHF, 

for a small increase of ∆T from 114 to 129 °C during the nucleate boiling regime as shown in 2 

The corresponding phenomena are presented in Figure 3.2(c)-Figure 3.2 (e), where the overall 

bubble size is observed to increase gradually. When the bubble size is large enough, bubbles depart 

from the wire due to buoyancy. For the number of bubbles staying on the wire surface, it reaches 

the maximum at C, when 𝑞̇𝑞′′ ≈ 1.6 × 103 kW/m2. After that, comparatively larger bubbles hardly 

stay on the wire from C to D, where 𝑞̇𝑞′′ ≈ 2.2 × 103 kW/m2 at D. Such phenomena are caused by 

the increasingly more vigorous bubble behaviors (for example, bubble collision and coalescence) 

with an increase in 𝑞̇𝑞′′. Meanwhile, the enhanced heat flux accelerates the bubble growth rate, and 

hence, the bubble departure becomes more frequent. Finally, when ∆T is further increased to 

around CHF, the wire glows or burns out. 

Furthermore, besides bubble nucleation and departure, there are also various phenomena of 

bubbles interacting. These include bubble sweeping, chasing, rotating, merging, etc. These 

behaviors further contribute to the increase of CHF and heat transfer for several reasons:  

1. A wider microlayer forms during the boiling process, promoting more thermal absorption from 

the wire [39].  

2. The vaporization at the bubble base helps remove the wire’s heat.  
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3. Due to the bubble motion, the bulk liquid is introduced to cool the vicinity of the hot wire 

surface.  

4. Jet flows, caused by the bottom-to-top Marangoni effect, appear in regions around the bubble 

edge and facilitate heat transfer [71]. 

3.1.2 Influence of the wire inclination 

The influence of the wire inclination on the subcooled boiling process is investigated from 

perspectives of the boiling curve (ONB and CHF) and bubble phenomena (number, velocity, and 

size), where φ is adjusted from 0° (horizontal) to 90° (vertical). 

3.1.2.1 ONB and CHF 

Boiling curves at different φ are presented in Figure 3.3, whose data are averaged from repeated 

experiments. The influence of φ on ONB is illustrated in Figure 3.3(a) and Figure 3.3(b), where 

the excess temperature at ONB, ΔTONB, is found to decrease as φ increases from 0° to 90° 

monotonically. However, the heat flux at ONB, ONBq′′ , increases as φ is increased from 0° to 22°, 

and then it decreases as φ is increased further from 22° to 90°. Therefore, the heat transfer 

coefficient at ONB is the maximum at φ = 22°. Also, the hysteresis is found around ONB in all 

cases investigated, and it is especially noticeable at φ = 90°. 
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(a) 

 

(b) 
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(c) 

Figure 3.3: Boiling curves showing the variation of 𝒒̇𝒒′′ along ∆T at different φ, where φ = 0°, 

22°, 33°, 44°, 74°, and 90°. 

The influence of φ on CHF is depicted in Figure 3.3(a) and Figure 3.3(c). In Figure 3.3(c), 

when φ is increased from 0° to 22°, it is noticed that the decrease in the heat flux at CHF, CHFq′′ , is 

relatively small (1.1%), while the decrease in the excess temperature at CHF, ΔTCHF, is 

comparatively more significant (3.2%). This indicates that the heat transfer coefficient increases 

when φ is increased from 0° to 22°, though it decreases as φ further increases.  

Therefore, the heat transfer coefficient reaches the maximum at φ = 22° at both ONB and 

CHF, because of comparative higher 𝑞̇𝑞′′ and lower ∆T. If such inconsistency can be explained, it 

would be meaningful to future studies and practical applications. 

Taking scenarios at CHF as an example, a thermal crisis is initiated from a weak point (an 

active nucleation site) on the wire and then spread rapidly along the wire, as presented in Figure 
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3.4. Therefore, it is reasonable to propose that the phenomenon of wire glowing starts at some 

weak points, where more bubbles stack and coalesce. At some moment, as the heat can only be 

transferred through vapor, a sharp temperature increase is obtained. Therefore, the reason that CHF 

reaches the maximum at φ = 0°, while the heat transfer coefficient reaches the maximum at φ = 

22° can be explained as follows. For inclined cases, the continuous bottom-to-top motion of 

bubbles is mainly driven by buoyancy, which actively causes the perturbance of liquid around it. 

It facilitates the cooling effect on the whole wire. Therefore, the heat transfer coefficient of a fire 

can be benefited by buoyancy, when φ ≠ 0°. While for a horizontal case, the bubble motion is 

dominated by the interfacial effects. Thus, the cooling effect is more effective in eliminating weak 

points but not for the whole wire. Therefore, the maximum CHF can be obtained when φ = 0°. As 

φ = 22° is the smallest inclination in the cases investigated, it takes advantage of both aspects, and 

therefore, comparatively larger heat transfer coefficient and CHF are obtained at φ = 22°. 
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Figure 3.4: Images (taken at an elevated plane) showing the process of a thermal crisis, where 

𝒒̇𝒒′′ ≈ CHF, φ = 44°, and the total time duration is about 1.36 s. Images are taken by a video 

camera (left) and a high-speed camera (right). 

3.1.2.2 The influence of φ on the number of bubbles 

Figure 3.5 shows an exemplary boiling curve at φ = 0°, together with six points (A-F) representing 

different 𝑞̇𝑞′′. In accordance with this, the bubble phenomena at points A-F are shown in Figure 

3.6(a)-Figure 3.6(f), where φ is adjusted from 0° to 74°. 
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Figure 3.5: Representative locations in the boiling process, where A: 𝒒̇𝒒′′ ≈ 0.2 × 103 kW/m2, 

point B: ONB, point C: 𝒒̇𝒒′′ ≈ 0.5 × 103 kW/m2, denoting the end of hysteresis, point D: 𝒒̇𝒒′′ ≈ 

1.6 × 103 kW/m2, point E: CHF, and point F: wire glowing. 
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(a) φ = 0° (horizontal). 

 

(b) φ = 22°. 
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(c) φ = 33°. 

 

(d) φ = 44°. 
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(e) φ = 49.5°. 

 

(a) φ = 74°. 

Figure 3.6: Images (taken at an elevated plane) showing the bubble phenomena at points A-

F, where φ is adjusted from 0° to 74°. 
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As shown in Figure 3.6, no bubbles are observed before reaching B (ONB). Later, bubbles 

initiate, whose motion causes the hysteresis and changes the natural convective flow right after B. 

This process starts abruptly and results in a slight decrease in the wire temperature. From C to E, 

it is in the nucleate boiling regime, where the bubble generation rate, bubble size, and the liquid 

perturbance increase along the increase of 𝑞̇𝑞′′ . Phenomena of wire glowing and burn-out are 

observed at F, where 𝑞̇𝑞′′ exceeds CHF and there is a steep increase in the wire temperature. 

The number of bubbles at D and E is presented in Table 3.1. It should be noted that the number 

of tiny bubbles whose diameter is less than the wire diameter is not considered in Table 3.1. It is 

intuitive to find that bubbles do not stay on the wire surface with inclinations. The number of 

bubbles generally decreases as φ increases, as demonstrated in Figure 3.6 and Table 3.1. As φ is 

increased from 0° to 22°, the number of bubbles is found to decrease significantly at D. However, 

the decrease is not that much at E. It is probably because of more vigorous bubble generation and 

departure at E that has larger 𝑞̇𝑞′′. 
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 Table 3.1: The number of bubbles at points D and E and the motion direction of 

bubbles, where φ is adjusted from 0° to 90°. 

Figure 3.6 Inclination, φ Number of 
bubbles at D 

Number of 
bubbles at E 

The direction of 
the bubble motion 

(a) 0° 25 12 Back and forth 

(b) 22° 6 11 Upward 

(c) 33° 6 ± 1 10 ± 1 Upward 

(d) 44° 6 10 ± 2 Upward 

(e) 49.5° 6 ± 3 8 ± 3 Upward 

(f) 74° 6 ± 3 7 ± 3 Upward 

-- 90° -- -- Upward 

 

3.1.2.3 The influence of φ on the velocity of bubbles 

Figure 3.7(a)-Figure 3.7 (d) illustrate the velocity, v, and the moving direction of bubbles at 

different 𝑞̇𝑞′′, where φ = 49.5°. When 𝑞̇𝑞′′ is small, bubbles can move both upward and downward, 

because the interfacial effects and buoyancy take turns to control the direction of the bubble motion 

for inclined wire cases [54]. But when 𝑞̇𝑞′′ is further increased, the upward buoyancy becomes 

dominant, and bubbles solely move upward along the inclined wire. Also, both 𝑞̇𝑞′′ and v can be 

characterized by the flow pattern. For example, the flow intensity increases as the increase of 𝑞̇𝑞′′. 
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(a) 𝒒̇𝒒′′ ≈ 0.4 × 103 kW/m2,  
v = 180.30 mm/s, upward. 

 

 

(b) 𝒒̇𝒒′′ ≈ 0.4 × 103 kW/m2,  
v = -148.18 mm/s, downward. 

 

(c) 𝒒̇𝒒′′ ≈ 1.4 × 103 kW/m2,  
v = 66.55 mm/s, upward. 

 

(d) 𝒒̇𝒒′′ ≈ 1.9 × 103 kW/m2,  
v = 53.45 mm/s, upward. 

 
Figure 3.7: Images (taken at an elevated plane) showing the bubble motion, where φ = 49.5°. 

 The velocity of bubbles is found to change during the boiling process, as presented in Figure 

3.7 and Figure 3.8, where the absolute value of v generally decreases as 𝑞̇𝑞′′ increases at φ = 0°, 

22°, 44° and 49.5°. Furthermore, provided with a similar 𝑞̇𝑞′′, v for inclined wire cases is generally 

larger than that for φ = 0° because of buoyancy. Immediately after reaching CHF, the glowing 

phenomenon may be observed, together with a dramatic velocity increase. 
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Figure 3.8: The variation of 𝒒̇𝒒′′ along v at different φ, where φ is varied from 0° to 49.5°. 

To better examine the bubble velocity, the count-up of the number of bubbles passing through 

a measurement location (at about 3/4 height of the wire) at D in a time duration of 30 s, ND, is 

shown in Table 3.2, where 𝑞̇𝑞′′ ≈ 1.6 × 103 kW/m2. ND is noticed to increase as φ increases. Such 

increase is evident when φ is increased from 22° to 33, and from 49.5° to 74, however, the increase 

is not noticeable from 33° to 49.5°. 
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 Table 3.2: The count-up (ND) and measurement (DD) of bubbles at the point D, where φ 

is adjusted from 0° to 74°. 

Inclination, φ 

The number of bubbles 
passing through a 

measurement location at D,  
ND (± 10) 

The average diameter of 
individual bubbles at D,  

DD (m), × 10-3 

ND × DD3 (m3), 
× 10-9  

0° -- 0.529 -- 

22° 86 0.415 6.145 

33° 126 0.331 4.569 

44° 132 0.294 3.354 

49.5° 134 0.240 1.852 

74° 202 0.167 0.941 

 

3.1.2.4 The influence of φ on the size of bubbles 

As shown in Table 3.2, the average diameter of induvial bubbles, DD, decreases as φ increases. 

Furthermore, it is also interesting to evaluate the influence of φ on the total bubble volume at D, 

by calculating ND × DD
3, whose value is found to decrease as φ increases from 22° to 74°.  

Among all the inclined cases investigated, the bubble detachment is only found at the top end 

of the wire, determined by the bubble growth rate and the wire length. Specifically, the individual 

bubbles arrive at the top end of the wire before reaching the critical bubble detachment size. While 

for the horizontal case, the bubble detachment is mainly dependent on the bubble size, which may 

occur at any location on the wire.  

Bubble phenomena at different φ are depicted in Figure 3.9, where the heat flux 𝑞̇𝑞′′ ≈ 1.6 × 

103 kW/m2 and φ = 0°, 22° and 44°. Sketches are based on the images taken at an elevated plane. 

As φ is increased from 0° to 44°, both the number and the size of bubbles decrease. Moreover, for 
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the horizontal case, the liquid perturbance is found in the regions above and below the wire; while 

it is mostly above the wire for the inclined cases. 

 

 

Figure 3.9: A sketch showing bubble phenomena at different φ, where 𝒒̇𝒒′′ ≈ 1.6 × 103 kW/m2 

and φ = 0°, 22°, and 44°. 

Moreover, as shown in Figure 3.4 and Figure 3.6, a significant increase in the size of bubbles 

is observed after 𝑞̇𝑞′′exceeds CHF, accompanied by a steep temperature jump as shown in Figure 

3.5. 
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3.1.3 Summary 

Experiments are performed by immersing an electrically heated wire-shaped nichrome cylinder in 

a subcooled dodecane pool. The wire inclination, φ, is varied as φ = 0° (horizontal), 22°, 33°, 44°, 

49.5°, 74° and 90° (vertical). Interactions between the heated wire and bulk liquid are found to be 

influenced by the boiling process, and various bubble phenomena can characterize such a process. 

Results show that as φ increases, the velocity of bubbles increases, while the number and size 

of bubbles and CHF decreases. Further analyses show that φ = 22° is the optimal inclination from 

the perspective of heat transfer coefficient because of the comparative higher 𝑞̇𝑞′′ and lower ∆T at 

both ONB and CHF. Various bubble phenomena, including sweeping, chasing, rotating, merging, 

etc., are observed during boiling regimes. Such bubble behaviors are considered to facilitate the 

heat and mass transfer processes. 

3.2 Second-stage experiment 

3.2.1 Flame height 

Figure 3.10 shows the variation of flame height as a function of time for two experimental cases, 

where magenta triangles denote a baseline experiment, and black squares denote an object 

immersed in the pool to a depth of 0 mm. The addition of an aluminum object is noticed to increase 

the flame height by about 150%. The flame height in each image is defined as the distance between 

the fire source and the top of the flame based on visualizing the flame image. An image processing 

technique is implemented for analyses as described in Section 2.3.3. During analyses, 

instantaneous flame heights are averaged every 6 s and used as the average flame height reported 

in Figure 3.10. 
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Figure 3.10: The variation of flame height as a function of time, where magenta triangles 

denote a baseline experiment without immersed objects, and black squares denote an object 

experiment at l = 0 mm. 

Images from the corresponding experiments that compare the flame height are shown in 

Figure 3.11, where t = 100 s. The instantaneous flame heights labeled in images are noticed to be 

slightly higher than those reported in Figure 3.10. It is reasonable for such a small discrepancy 

because the fire is fluctuating. The data in Figure 3.10 is averaged every 6 s, while it is an 

instantaneous value in Figure 3.11. More importantly, a similar increase in the flame height is 

found after introducing an immersed object from images, as shown in Figure 3.11. 
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Figure 3.11: Images comparing the flame height between a baseline experiment and an object 

experiment at l = 0 mm, where t = 100 s. 

3.2.2 Mass loss rate 

This section discusses mass loss rate influenced by the addition of an immersed object, as well as 

the object’s initial immersion depth, l. 

3.2.2.1 The influence of an immersed object 

Figure 3.12 depicts the influence of an immersed object on mass loss rate, where the initial 

immersion depth is varied as l = 0 mm, 2.5 mm, 4.5 mm, and 7.0 mm. Sketches and images are 

attached to the RHS to explain the setup. Raw data is sampled every 0.2 s for 900 s (670 s for 

baseline experiment) during experiments. Data is at first averaged per repeated experiments at each 

time during the data processing, and it is further averaged every 6 s to obtain an averaged mass 

loss rate. The processed data is denoted by symbols, as shown in Figure 3.12. Additionally, a fifth-
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order polynomial fit is applied to depict the corresponding trends, denoted by curves as shown in 

Figure 3.12. 

 

Figure 3.12: The variation of liquid ethanol mass loss rate as a function of time, where 

magenta down-pointing triangles and the dotted curve denote the baseline experiment, black 

squares and the solid curve denote the object experiment at l = 0 mm, red circles and the 

dashed curve denote the object experiment at l = 2.5 mm, blue up-pointing triangles and the 

short dashed curve denote the object experiment at l = 4.5 mm, and green left-pointing 

triangles and the dotted curve denote the object experiment at l = 7.0 mm. 

Figure 3.12 shows that the mass loss rate increases sharply initially and ultimately reaches a 

steady state for all cases. For the baseline experiment, the steady state is reached earlier at about 

150 s, with the corresponding mass loss rate at about 0.05 g/s. For experiments with an immersed 

object, the steady state is reached at about 300-400 s, with the corresponding mass loss rates 

reaching about 0.12-0.15 g/s, which is around 2.5 times more than the mass loss rate of the baseline 
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experiment. Such an increase is because of the formation of a thermal feedback loop induced by 

the immersed object. Heat is transferred by the rod in the flame and then transferred by conduction 

to its lower part and the disk immersed in the pool. The subcooled nucleate boiling subsequently 

occurs on the surface of the heated immersed object, thereby resulting in an enhancement in the 

ethanol vaporization rate and its burning rate. Such an enhancement in return further facilitates the 

heating of the rod in the flame.  

According to the first-stage experiment, bubble behaviors, such as bubble nucleation, growth, 

and motion, interact with the liquid actively. Therefore, time-varied bubble behaviors captured at 

different instants are depicted in Figure 3.13, together with the mass loss rate curve from an 

experiment. Before the ignition, no bubbles and flow perturbance are observed at t = 0 s. Soon 

after, at t = 25s, incipient nucleation starts after the temperature of the immersed object surface 

exceeds the saturation temperature of bulk liquid ethanol. Bubbles grow and move around the 

object with multiple behaviors, such as chase, collision, coalescence, etc., driven by buoyancy and 

surface tension gradient. At the same time, a significant increase in mass loss rate is observed. 

Furthermore, two types of bubbles are observed - small spherical bubbles appear on the 

surface of the immersed rod, and a flat hemispherical large bubble is attached on the bottom surface 

of the disk. The large bubble forms by merging tiny bubbles as shown at t = 118 s. Bubble 

behaviors become increasingly vigorous as the combustion reaction continues, which transfers 

additional heat from the flame. It can be revealed by the increasing number of small bubbles and 

the growing size of the large bubble. As the bubble size increases, the large bubble departure 

imitates at around t = 400 s. 
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Figure 3.13: Bubble phenomena on the surface of the immersed object, which are in 

accordance with the mass loss rate curve for a single experiment, where l = 7.0 mm. 

As shown in sketches in Figure 3.13, the expansion of the large bubble ceases, when it reaches 

the edge of the disk. After that, it escapes from the bottom disk because of buoyancy, resulting in 

an evident perturbance in ethanol, as well as a conspicuous fluctuation of mass loss rate. The 

approximate frequency of the large bubble departure ranges from 8 × 10-3 to 1.2 × 10-2 Hz. Small 
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bubbles’ distribution on the immersed rod does not further expand after t = 400 s. The departure 

frequency for small bubbles is much higher, which is over 100 Hz for the cases investigated. 

3.2.2.2 The influence of initial immersion depth, l 

Recalling Figure 3.12, discrepancies in mass loss rate can be observed at different l. To better 

analyze differences at the steady state, the mean mass loss rate at different l is shown in Figure 

3.14, where l = 0 mm, 2.5 mm, 4.5 mm, and 7.0 mm, and a steady state is obtained at t = 400-900 

s. Meanwhile, the corresponding temperature measured at both the top and bottom surfaces of the 

disk is presented. Intuitively, both temperatures decrease as l increases because of the cooling 

effect of bulk ethanol. However, the mean mass loss rate first decreases and then increases, 

showing a non-linear behavior. Error bars are included in Figure 3.14 by calculating the standard 

deviation from repeated experiments. The tendency of mass loss rate at different l remains the 

same after considering errors. To explain the inconsistency at l = 4.5 mm, analyses on the bubble 

phenomena are expected. 
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Figure 3.14: Mean mass loss rate and temperature measurement at steady state at different 

l, where l = 0-7.0 mm. 

Figure 3.15(a)-Figure 3.15(b) depict bubble phenomena at different l from the (inclined) top 

and front views, including both large and small bubbles. For the large bubble attached to the bottom 

surface of the disk, both size and distribution do not vary too much at different l. While for small 

bubbles, as depicted in Figure 7(a), their amount at the liquid-gas interface significantly decreases 

as l is increased from 2.5 to 7.0 mm. Especially in Figure 3.15(a-4), noticeable ripples are found 

at the liquid surface. Phenomena at the fluid surface interface are considered to be dominated by 

small bubble behaviors because of their much more frequent departure, as shown in Table 3.3. 

Further observations in Figure 7(b) suggest that the distribution of small bubbles along the 

immersed rod has similar inconsistency to that of mass loss rate at l = 4.5 mm. The length of 

distribution first increases as l is increased from 0 to 4.5 mm, where the immersed rod surface is 

fully covered with small bubbles; however, when l is further increased from 4.5 to 7.0 mm, the 
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lower immersed rod is no longer covered with bubbles. Moreover, no bubbles are observed on the 

top disk surface when l is adjusted from 2.5 to 7.0 mm, which matches the temperature reported 

in Figure 3.14 (the atmospheric boiling point of ethanol is 78.5 °C [72]). 

 

Figure 3.15: Bubble phenomena at steady state at different l, including (a) (inclined) top 

view, as well as (b) front view, where l = 0-7.0 mm. 
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 Table 3.3: The departure frequency and the distribution of bubbles at steady state at 

different l, where l = 0-7.0 mm. 

Initial immersion depth,  
l (mm) 

Departure frequency  
(large bubble) 

(Hz), × 10-3  

Departure frequency  
(small bubble) 

(Hz), × 10-3  

Distribution on the 
immersed object 

 

10 -- 100 % 

 

12 > 105 100 % 

 

8 > 105 100 % 

 

8 > 105 ≈ 30 % 

 

Table 3.3 shows the departure frequency of both types of bubbles at a steady state at different 

l. The variation of bubble departure frequency is found not strongly dependent on l for both 

bubbles; however, the departure frequency of large bubbles is almost four orders of magnitude 

lower than that of small bubbles. Consequently, even though the departure of a large bubble brings 

evident fluctuations to the liquid surface, as shown in Figure 3.13, its impact on the average mass 

loss rate is temporary. The overall influence of large bubbles may probably be negligible compared 

to that of the small bubbles having a much higher departure frequency. 
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Table 3.4 shows the critical volume of a single bubble, where measurements are applied to 

the images right before the large bubble departure and during the small bubble departure. 

Meanwhile, the number of bubbles is also included. Analyses show that the bubble amount does 

not vary much during the corresponding bubble departure. For large bubbles, even though the 

instantaneous impact of an individual bubble is noticeable, the overall effect on average mass loss 

rate may be negligible because of its much smaller number compared to small ones. Furthermore, 

when l is increased from 2.5 to 7.0 mm, the variation of the critical volume of small bubbles 

matches well with the mass loss rate, as reported in Figure 3.14. 

Table 3.4: The critical volume and the number of bubbles at steady state at different l. 

Initial immersion 
depth,  
l (mm) 

Critical volume 
(large bubble) 

(mm3) 

Amount 
(large bubble) 

Critical volume 
(small bubble) 

(mm3) 

Amount 
(small bubble) 

0 < 2000 1 -- -- 

2.5 < 2000 1 0.079 > 100 

4.5 < 2000 1 0.028 > 100 

7.0 < 2000 1 0.041 > 100 

 

The findings above indicate that the small bubble behaviors are the dominant controlling 

parameters to facilitate the ethanol burning rate because of their higher departure frequency and 

larger amount. The inconsistency in the mass loss rate at l = 4.5 mm also corresponds to small 

bubble behaviors. 

3.2.3 Summary 

Experiments are performed by immersing a composite-shaped aluminum cylinder in a burning 

liquid ethanol pool with refilling. The initial immersion depth, l, is varied as l = 0mm, 2.5 mm, 4.5 
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mm, and 7.0 mm. Comparing baseline experiments, the pool fire burning rate of object 

experiments has a noticeable increase because of the formation of the thermal feedback loop by 

introducing the immersed object. Such a process corresponds to comprehensive bubble behaviors. 

Two different bubbles are observed on the surface of the immersed object - large bubbles 

escaping from the bottom surface of the disk and small bubbles departing from the immersed rod. 

Both bubble behaviors bring considerable perturbations to the ethanol surface. Even though the 

influence of the individual large bubble is noticeable, the overall impact on the average mass loss 

rate throughout the steady state may be negligible because of much lower departure frequency and 

number. Analyses show that as l increases, the mass loss rate first decreases and then increases, 

displaying a non-linear behavior, while the disk surfaces’ temperature monotonically decreases. 

Such inconsistency corresponds to the variation of small bubble behaviors. Therefore, small 

bubble behaviors are the dominating controlling parameters that facilitate fuel vaporization and 

pool fire burning.  

3.3 Third-stage experiment 

3.3.1 Mass loss rate 

At the steady state, the mean mass loss rate and its corresponding error in different scenarios are 

depicted in Figure 3.16, whose calculations are similar to those used for Figure 3.14. The x-axis 

denotes different scenarios (the immersion depth at the steady state and the surface condition) as 

summarized in Table 2.1, and the y-axis denotes the corresponding mean mass loss rate at the 

steady state. Error bars are included in Figure 3.16 by calculating the standard deviation from 

repeated experiments. It can be noticed that the mean mass loss rate increases (about 110%) after 

an object is immersed in the fuel. However, the variation in the mass loss rate at different scenarios 
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does not follow a clear trend. Therefore, bubble visualization techniques are implemented to figure 

out explanations. 

 

Figure 3.16: Mean mass loss rate at steady state for different scenarios. In the x-axis, “No”, 

“Small”, and “Big” represent the scenarios of the no holes, small holes having diameters of 

1.09 mm, and big holes having diameters of 2.06 mm through the disk, respectively. “0”, “3”, 

“6”, and “9” in parentheses denote the immersion depths (mm) of the object at steady state, 

individually, and “baseline” represents the baseline experiment. 

3.3.2 Bubble visualization 

Using multiple cameras, bubbles around the immersed object have been visualized from different 

aspects. According to discussions in Sections 3.1-3.2, such visualization is informative because 

bubble phenomena characterize the processes of boiling heat and mass transfer and pool fire 

burning. 
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First, images (front view) taken by a DSLR are displayed in Figure 3.17. Similar to the 

phenomenon reported in the second-stage experiment, isolated small bubbles are found on the 

surface of the immersed object, and large hemispherical bubbles are located on the bottom surface 

of the disk. Also, as l increases, small bubbles cannot cover the whole surface of the immersed 

rod, which indicates the possible inconsistency in mass loss rate as l is increased. Furthermore, in 

the “big holes” case, small bubbles are found in the liquid region, departing from the holes - such 

a phenomenon results in an extra liquid perturbance above the disk.  

 

Figure 3.17: Images (front view) showing bubble phenomena for different cases, where the 

immersion depth at steady state, l = 0 mm, 3.0 mm, 6.0 mm, and 9.0 mm. Images in the first, 

second, and third rows represent the “no holes”, “small holes”, and “big holes” cases, 

representatively. 

Moreover, since shapes of individual bubbles are visible in these images, the manual method 

discussed in Section 2.4.3 may be utilized to obtain the bubble size. Similarly, the evaluations of 

the bubble size and the bubble motion are possible by using high-speed images. Therefore, 

analyses are performed, which are presented in Section 3.3.3. 
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Furthermore, images (bottom view) taken by a video camera are displayed in Figure 3.18, 

where large hemispherical bubbles are found on the bottom surface of the disk. For the cases with 

holes, bubbles on the disk surface are found to initiate at the center of both disk (having 

comparatively higher temperature) and holes.  

 

Figure 3.18: Images (bottom view) showing bubble phenomena for different cases, where the 

immersion depth at steady state, l = 0 mm, 3.0 mm, 6.0 mm, and 9.0 mm. Images in the first, 

second, and third rows represent the “no holes”, “small holes”, and “big holes” cases, 

representatively. 

 According to Figure 3.17, both generation and departure of the bubbles on the bottom surface 

of the disk are facilitated by the presence of the holes. It is also possible that the critical bubble 

departure size decreases for the cases with holes because bubbles can more easily travel to the 

edge for the departure, as the new active nucleation sites are not at the center. Also, bubbles on the 

bottom disk can depart through holes. Therefore, holes change the behavior of bubbles on the disk, 

which facilitates the heat removal from the object. Hoverer, it is also possible that the temperature 
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of an object decreases because of the heat removal on its surface, which corresponds to a decrease 

in the mass loss rate for the cases with holes as shown in Figure 3.16. 

High-contrast backlit images (side view) taken by a digital camera and laser technique are 

displayed in Figure 3.19, where (a), (b), and (c) denote “no holes”, “small holes” (Dhole = 1.09 

mm), and “big holes” (Dhole = 2.06 mm) cases, respectively. Three continuous-captured images are 

shown for each case, whose time interval is 1/3 s, which are utilized to depict the bubble motion. 

For example, when l is small, the bubble motion becomes more vigorous, manifested by the distinct 

differences for the bubbles on the bottom surface of the disk. However, the difference is not that 

apparent for the small bubbles on the surface of the immersed rod, which is caused by their rapid 

and repeated motion, having a period much shorter than 1/3 s. However, the bubble’s distribution 

on the surface of the rod is found to vary among different cases. Recalling the results of the second-

stage experiment, small bubble behaviors are found to dominate the process. Therefore, it is 

reasonable to have each case characterized by the small bubbles attached to the surface of the rod. 

Moreover, as l increases, the thickness of bubbles attached to the bottom surface of the disk is 

found to reduce. Also, bubbles are noticed to appear in the fuel region above the disk for the hole 

cases. 
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Figure 3.19: Images (side view) showing bubble phenomena for different cases, where time 

interval Δt = 1/3 s, and immersion depths at steady state, l = 0 mm, 3.0 mm, 6.0 mm, and 9.0 

mm. 

It can be noticed that, instead of showing individual bubbles, Figure 3.19 depicts clear shapes 

and edges of each region. Therefore, the gray-scale method is suitable to be used, for example, to 
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quantify the bubbles attached to the surface of the immersed rod. The corresponding analysis is 

discussed in Section 3.3.3. 

3.3.3 Bubble quantification 

3.3.3.1 Manual method 

Bubbles are found to possess characteristic behaviors in different regions. Therefore, Figure 3.20 

illustrates a possible approach to categorize the chaotic bubbles based on their locations. The 

bubble quantification is then applied to regions A, B, and C by using the manual method, whose 

results are shown in Table 3.5. 

 

Figure 3.20: Schematic describing the bubble categorization in different regions, where 

regions A, B, C, and D represent the bubbles on the immersed rod, in the fuel, on the bottom 

disk, and at the liquid surface, respectively.  
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Table 3.5: The bubble quantification using the manual method. 

Initial 
immersion 

depth,  
l (mm) 

Disk’s 
surface 

condition* 

Enhanced 
volumetric 

regression rate, 
vr (mm3/s) 

Volumetric 
rate in A, 
vA (mm3/s) 

Volumetric 
rate in B, 
vB (mm3/s) 

Volumetric 
rate in C, 
vC (mm3/s) 

3 N 15.08 270.71  
± 103.13 0.00 1329.85 

± 384.34 

6 N 17.49 565.71 
± 110.47 0.00 1197.37 

± 355.18 

9 N 21.17 582.76 
± 177.35 

3.38 
± 4.04 

17.36 
± 5.60 

3 S 11.66 138.42 
± 104.37 

112.59 
± 25.37 

1692.00 
± 1211.01 

6 S 13.44 298.42 
± 106.15 

14.04 
± 8.50 

573.61 
± 161.25 

9 S 15.21 353.88 
± 58.24 

8.84 
± 1.77 

37.00 
± 13.44 

3 B 11.53 308.63 
± 92.69 

122.29 
± 83.25 

729.92 
± 457.89 

6 B 11.91 216.46 
± 39.88 

47.61 
± 12.60 

67.89 
± 31.11 

9 B 9.89 130.88 
± 30.19 

5.76 
± 1.42 

3.39 
± 0.71 

* N: No holes, S: small holes, and B: big holes,. 

Results of the bubble quantification using the manual method are shown in Table 3.5, where 

the enhanced volumetric regression rate, vr is given by: 

  b
r

m mv
ρ
−

=
 

, (3.1) 

where 𝑚̇𝑚 denotes mean mass loss rate at steady state obtained from object experiments, 𝑚̇𝑚b is the 

mean mass loss rate at steady state obtained from baseline experiments, ρ represents the density of 

liquid ethanol, whose value is constant because of the refilling process. The calculation of 
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volumetric rates at different regions and the corresponding uncertainties are discussed in Section 

2.4.3. 

 The variation of vr is noticed to associate with that of vA, which indicates the importance of 

region A. After adding holes, significant changes are found for vB, which correspond to the bubble 

visualization in the liquid area above the disk for the cases with holes. Furthermore, the increase 

of vB seems to relate to the decrease of vA and vr, which corresponds to the conjecture made in 

Section 3.3.2. The introduction of holes reduces the mass loss rate by removing the heat from the 

heated object. 

3.3.3.2 Gray-scale method 

Furthermore, as introduced in Section 2.4.3, the gray-scale method can be implemented to study 

the bubbles around the immersed rod (the region A as depicted in Figure 3.20). To be more explicit, 

an example is shown in Figure 3.21, which illustrates procedures to obtain a target image depicting 

region A and the immersed rod region. Procedures consist of image collection, averaging, applying 

thresholds, and cropping. 
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Figure 3.21: An example showing the procedure to obtain region A and the immersed object 

region using the gray-scale method. The example case is the “small holes” at l = 3 mm, and 

200 images are used for the averaging process. 

Next, as shown in Figure 3.22, to calculate the volume of region A, the region of the immersed 

rod is removed (dashed region). By assuming the configuration to be symmetrical, the calculation 

of the volume of region A, VA, is given by: 
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where DA,z denotes the diameter of the region A, which varies along the height, z, Do is the diameter 

of the rod, LA is the length of the region A, and dz is the distance of a unit pixel. DA,z, LA, and dz 

are obtained by recognizing the white pixels, and the determination of Do requires a manual check 

because bubbles may or may not cover the whole surface of the entire immersed object. 

 

Figure 3.22: Schematic showing the dimensions used for the calculation of region A. 

Another important parameter to be examined is the number of images used for the averaging 

process, N. For each case, 250 images are continuously captured at a steady state. Therefore, N = 

5, 15, 50, 150, and 250 are used for the evaluation, whose results are shown in Figure 3.23(a)-

Figure 3.23(f). 
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Figure 3.23: The influence of the number of images, N, on the volume of the region A, VA, 

where N = 5, 15, 50, 100, 150, 200, and 250. 

As depicted in Figure 3.23(a)-Figure 3.23(e), the edges generally become smoother as N 

increases. VA initially fluctuates and then tends to flat, as shown in Figure 3.23(f). When N is 
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increased from 150 to 250, the shape of the white pixel region and the value of VA do not vary too 

much. Therefore, N = 200 is selected for further analyses. 

By applying the gray-scale method and the parameters discussed above to image analyses, the 

results of VA are shown in Figure 3.24, together with the corresponding mean mass loss rate from 

repeated and individual experiments, respectively. It is noted that the analysis of VA is applied to 

individual experiments, and thus, the corresponding mass loss rate from individual experiments is 

reported for better comparisons. 

 

Figure 3.24: Mean mass loss rate (black diamond), individual mass loss rate (blue triangle), 

and volume of the region A (red circle) at steady state for the different cases, where the x-

axis shows different experimental cases, the left y-axis denotes mean mass loss rate, and the 

right y-axis denotes the volume of the region A, VA. 

 As presented in Figure 3.24, the range of VA is reasonable for all the cases investigated. For 

the “small holes” case, the tendency of VA matches well with that of the mean mass loss rate. 
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However, there are discrepancies for the “no holes” and “big holes” cases. For the “no holes” case, 

by checking the images presented in Figure 3.19 (a), those captured for the l = 9 mm case seem 

not completed, probably caused by the soot generation blocking the sight at the liquid level. For 

the “big hole” case, the slight discrepancy may result from the impact from other regions; for 

example, the bubble behaviors in region B are more noticeable for the “big holes” case, as shown 

in Figure 3.17 and Figure 3.19. Therefore, the bubble behaviors in other regions may be necessary 

if the object configuration is further varied. 

3.3.4 Summary 

Experiments conducted by immersing a composite-shaped copper cylinder in a burning liquid 

ethanol pool with refilling are analyzed. The immersion depth at steady state, l, and the surface 

condition are varied, where l = 0mm, 2.5 mm, 4.5 mm, and 7.0 mm, and the surface condition 

includes “no holes”, “small holes”, and “big holes” cases. Comparing the baseline experiments, 

the pool fire burning rate increases due to the formation of a thermal feedback loop by immersing 

an object. Such a process corresponds to comprehensive bubble behaviors. 

The bubble visualization is initially implemented qualitatively, where bubbles are found to 

have similar behaviors dependent on locations. Therefore, chaotic bubbles are categorized into 

four regions based on their locations. Furthermore, two methods are implemented to quantify 

bubble phenomena. It is noticed that similar results are obtained from qualitative and quantitative 

analyses. For example, bubbles in region A are found to dominate the process. Also, the 

introduction of the holes changes the bubble behaviors, resulting in more bubbles in region B, 

facilitating the bubble generation and departure on the bottom disk, which removes the heat from 

the heated object and undesirably reduces the ethanol mass loss rate. Accordingly, the impact of 

the bubbles in region A reduces after introducing holes. 
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Such findings are helpful to improve the practical design. Also, two methods are validated by 

the experimental data, which may be beneficial in future diagnostics. However, future works are 

needed, for example, to include the analyses to other regions in the gray-scale method. 
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4 Numerical model setup and procedure 

This chapter explains the methodology involved in developing a numerical model, which analyzes 

the effect of a highly conducting immersed object on the mass burning rate of a liquid pool fire. 

The heat transfer from the flame to the liquid surface and that from the immersed object to the 

interior of liquid fuel are modeled. This heat transfer is coupled to the mass transfer from the liquid 

surface and at the solid-liquid interface. This chapter methodically reports the simplifications made 

in the model, the initial and boundary conditions, the discretization schemes, and the solution 

methods in detail. 

4.1 Overview 

Besides the stages of experiments unveiling the unique phenomena caused by the thermal feedback 

loop on the mass burning rate of a liquid pool, a computational model including all heat transfer 

mechanisms in three phases (gas, liquid, and solid) will be useful to couple their relationship. Due 

to the complexity of interactions between the phases, the expected solution is non-trivial. And 

commercial software, such as ANSYS [73] and FDS [74], that may handle the scenario seems to 

be complicated. Therefore, a simplified numerical model is developed to solve energy equations 

in an immersed object and liquid pool to understand the heat and mass transfer mechanisms. The 

governing equations are solved for a solid cylindrical object and the liquid fuel by considering a 

hot gas phase representing the flame. The model solution includes the determination of the 

temperature distribution for object and liquid regions and the prediction of the mass loss rate of 

the liquid. 

Experiments in literature have shown a considerable increase in the burning rate in the 

presence of objects in pool fires [17]. To complement these, a simplified model is constructed 
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based on the experimental data from literature invoking necessary assumptions [17,75]. These 

assumptions are used to establish the geometric, boundary, and initial conditions that model the 

experiments physically (Section 4.2). To obtain a numerical solution of the energy equations in the 

model, the Finite Difference Method (FDM) is used to discretize the governing equations and 

boundary conditions (Section 4.3). Subsequently, the discretized equations are solved with an 

explicit time marching scheme on the C programming platform. The convergence is verified by 

checking the residue at interfaces (Section 4.5) and the energy imbalance for the domain (Section 

4.6). The simulation results are validated by using experimental data from the literature (Section 

4.7), from the perspectives of temperature and mass loss/burning rate (Section 4.4). Parametric 

studies exploring the influence of the object configurations on the pool fire with an immersed 

object are further conducted. 

4.2 Description 

A schematic of the model design is shown in Figure 4.1, where a cylindrical object is immersed in 

a cylindrical liquid pool. This configuration is inspired by the experimental setup of Arsava et al. 

[17], where heat is efficiently collected from the gas region and transmitted to the liquid region via 

the immersed object. For modeling this scenario, the domain is considered to be axisymmetric, 

following the cylindrical polar coordinate (r-z), with origin at the center of the liquid pool. The 

heat transfer from the flame is modeled considering suitable correlations for flame height and its 

temperature and assuming that convection and radiation are the predominant modes involved. The 

computational domain consists of three control volumes (CV). The immersed object (cylinder of 

diameter Do) has been modeled as two regions: 1. the collector section, which is the upper portion 

of the object being heated by the flame, and 2. the heater section, which is the lower portion of the 

object in contact with the liquid phase. In Figure 4.1, CV1 depicts the collector section of length 
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LC, CV2 depicts the domain for the heater section of length LH, and CV3 represents the liquid of 

diameter D and depth LL. Three interfaces can be identified: interface 0 is the gas-liquid interface, 

interfaces 1 and 2 are the solid-liquid interfaces at the side and bottom surfaces of the heater in 

contact with the liquid, respectively. When the object is immersed up to the bottom of the liquid 

pool, interface 2 would be absent.  

 

Figure 4.1: Axisymmetric computational domain for the numerical simulation of an object 

immersed in a liquid pool fire, consisting of CVs 1 (collector), 2 (heater), and 3 (liquid). 

4.2.1 Assumption and simplification 

For transient simulations to be carried out for solving the unsteady governing equations for CV1, 

CV2, and CV3, the following assumptions have been invoked while developing the model:  
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1. The domain is assumed to be axisymmetric, considering temperature variations only along r and 

z directions while neglecting those in the azimuthal direction. 

2. The side (r = D/2) and bottom (z = 0) walls bounding the liquid fuel are assumed to be adiabatic. 

3. The flame zone is modeled as a high-temperature gas phase region that heats the collector and 

the liquid’s top surface. Empirical correlations for temperature profiles are used to model the 

temperature variation in the gas phase. These correlations are based on the heat release rate, which 

depends on the mass burning rate. 

4. The liquid surface is considered non-regressing to simulate the experiments carried out with a 

constant liquid level, achieved by using a gravity feedback system. As the heat is transferred from 

the gas phase, the surface temperature of the liquid increases towards its saturation temperature at 

atmospheric pressure. Moreover, the temperature in the liquid region is confined by its saturation 

temperature. 

5. The flame temperature variation in the z-direction is assumed to be more significant than that in 

the r-direction for the heat transfer to the object. 

6. Air properties are evaluated at film temperature, which is the average of object surface 

temperature and flame temperature, as the gas phase temperature. This is reasonable as the air 

properties used for evaluating the heat transfer coefficient are in the boundary layer. 

7. Thermal properties of the liquid, such as density, specific heat, and thermal conductivity, can 

be assumed constant if the variation of liquid temperature is small. To be more precise, as the 

liquid temperature varies from ambient to saturation temperature, its properties are evaluated at an 

average temperature between these two temperatures. 

8. The convection inside the fuel and in-depth radiation is neglected. 
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9. The object properties are assumed constant, as their variations along the temperature are quite 

small. For the cases having fire as the heat input, it is reasonable to use property values at an 

average temperature between the ambient and estimated flame temperature 

4.2.2 Flame modeling 

When an object is placed in a pool fire, heat is transferred from the flame to the object through 

convection and radiation. Realistic modeling of flame is non-trivial and would potentially include 

solving the Navier-Stokes equations along with chemical kinetics models incorporated in 

equations for conservation of species. As discussed above, in this simplified model, the flame is 

simulated as a hot gas phase region by specifying a temperature distribution based on empirical 

correlations. This would thus act as a heat source for the immersed object and the liquid fuel. It is 

well known that the temperature variation in a pool fire is highly dependent on the flame height 

and the heat release rate [19]. These two parameters are calculated in the model using suitable 

empirical correlations. 

4.2.2.1 Flame height 

It is necessary to know the flame height, Lf, in order to estimate the gas phase temperature 

variation. The flame height depends upon the fire size, which is impacted by the pool diameter and 

the type of fuel burnt. For an object engulfed by a flame, the heating pattern on the object is 

determined by comparing the flame height and the object length. Heskestad [76] has correlated 

various data from pool fire experiments and has provided an empirical expression for the flame 

height, given by: 

 
2
5

f 0.235 1.02L q D= − , (4.1) 
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where q  is the heat release rate of the pool fire (kW) and D is the pool diameter. q  is dependent 

on the mass loss (or burning) rate, m , and it is calculated as: 

 cq m H= ∆  . (4.2) 

The mass burning rate, m , is coupled with the net heat transfer to the fuel. This is discussed 

in Section 4.4. In the Eq. (4.2), cH∆  is the heat of combustion, which is a fuel-dependent value 

[77]. 

4.2.2.2 Temperature distribution 

For a pool fire, which is a buoyant diffusion flame, McCaffrey [77] has delineated three regions: 

1. the persistent luminous flame, 2. the intermittent flame, and 3. the buoyant plume (hot gas) 

region. The correlation [21] that relates the temperature, location above the pool, and heat release 

rate is expressed as: 

 

2 1
2

amb
2

amb 5

2g T z
T C q

η

θ
−

 
∆    =       

 
, (4.3) 

where g is the gravitational acceleration, amb∆T  is the centerline temperature minus the ambient 

temperature, ambT , z is the specific axial location above the pool surface, and θ, C, and η  are 

coefficients as presented in Table 4.1.  
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Table 4.1: Coefficients used by McCaffrey’s Correlation for the centerline data [21]. 

Region θ C 
 
 =
 
 

*
2 2
5 5

m 
kW

zz
q

 η  

Flame 6.8 

1
2m

s
 0.9 0.026-0.08 

1
2

 

Intermittent 1.9 1
5

m

kW s⋅
 0.9 0.08-0.2 0 

Plume 1.1 

4
3

1
5

m

kW s⋅
 0.9 > 0.2 

1
3

−  

 

There are three points of importance:  

1. The maximum gas temperature, Tg,max, is obtained in the flame region.  

2. When 
2
5/z q  is very small (< 0.026 

2
5m / kW ) in the flame region, there are considerable 

discrepancies between the experimental data and values calculated using Eq. (4.3). Therefore, the 

temperature in this region is evaluated based on the experimental data by Sudheer and Prabhu [78-

79], where experimental studies have been performed in both circular and square pool fires of 

different sizes, by implementing the infrared thermography to measure the temperature. 

Accordingly, the centerline temperature along height z has been reported. It can be noticed that 

when z is very small, the centerline temperature almost linearly increases along the increase of z. 

Meanwhile, the centerline temperature at z = 0 is found to associate with the pool configuration 

and liquid properties. Therefore, the gas temperature in the model is set as 555 K at z* = 0 and 

Tg,max at z* = 0.026 as shown in the Eq. (4.3), together with a linear fit representing the temperature 

in between: 
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*

g *
g,max

555 K at 0
      at 0.026

 ==  =

，

，

z
T

T z
, (4.4) 

3. In cases with the length of the object being much larger than the flame height, the limit of 

amb 0∆ ≥T  needs to be ensured for the Eq. (4.3) and Table 4.1. 

4.2.2.3 Heat flux 

After prescribing the temperature profile, the heat flux from the gas to the object considering both 

convection and radiation, gq′′ , is calculated as: 

 ( ) ( )4 4
g g,conv g,rad conv g o,s g o,sq q q h T T T Tεσ′′ ′′ ′′= + = − + −   , (4.5) 

where g,convq′′  is the heat flux via convection, g,radq′′  is the heat flux via radiation, convh  is the average 

convective heat transfer coefficient based on the average film temperature, ε  is the emissivity, σ  

is the Stefan-Boltzmann constant, and o,sT  is the temperature of the object surface, which is solved 

in Section 4.2.3. 

 The convection term, convh , is calculated using the Nusselt number correlation for a vertical 

cylinder of height LC [80-81], which is given by: 

 C g
conv

C

LNu k
h

L
= , (4.6) 

The average Nusselt number is defined in terms of the average Grashof number, 
CLGr , and 

object dimensions, which is given by:  

 ( )C C C

0.909
0.250.5 C

-FP
o

1 0.300 32
−     = + ×  

     
L L L

LNu Gr Nu
D

, (4.7) 

where 
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( )

( )C

3
g g o,s C

2

g

L

g T T L
Gr

β

ν

−
= , (4.8) 

In Eq. (4.7), the average local Nusselt number for a flat plate configuration, 
C -FPLNu , is given 

by: 

 C

C C

2

1
6

12
-FP 8

9 27
16

g

0.387
0.825  where 0.1 10

0.4921

L
L L

Ra
Nu Ra

Pr

 
 
 
 
 = + < < 
  

   +     
     

， , (4.9) 

where 

 C C gL LRa Gr Pr= × , (4.10) 

CLRa  is the Rayleigh number, gPr  is the Prandtl number for the gas phase, and gPr  is taken as 0.72. 

In the above equations, gk , gβ , and gν  are the gas phase thermal conductivity, thermal 

expansion coefficient, and kinematic viscosity, respectively, which are air properties evaluated as 

a function of the film temperature, filmT , given by, 

 g o,s
film 2

+
=

T T
T . (4.11) 

Here, gT  and o,sT  are the average gas and average object surface temperature, respectively. 

gk  is calculated by using a second-order polynomial fit as shown in Figure 4.2 (a), gβ  and gν  are 

calculated by using fourth-order polynomial fits shown in Figure 4.2(b) and Figure 4.2 (c) [82]. 
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(a) Thermal conductivity of air, kg. 

 

(b) Thermal expansion coefficient of air, βg. 
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(c) Kinematic viscosity of air, νg. 

Figure 4.2: Variation of air properties as a function of temperature. 

For the radiation term, the determination of ε  is based on literature [21,79-83]. Here, results 

vary in the range of 0.2 to 0.6 depending on the pool configuration and liquid properties. Keeping 

these in mind that ε = 0.35 is used in the present model.  

4.2.3 Governing equations, initial and boundary conditions 

For carrying out transient simulations, unsteady energy equations in cylindrical polar coordinates 

are solved in the computational domain as shown in Figure 4.1, along with appropriate boundary 

conditions to obtain the temperature distribution in the object and liquid fuel regions.  

The governing equations are given as follows: 
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 For the object: o o o o
1T T Tc rk k

t r r r z z
ρ ∂ ∂ ∂ ∂ ∂   = +   ∂ ∂ ∂ ∂ ∂   

, (4.12) 

 For the liquid: l l l l
1T T Tc rk k

t r r r z z
ρ ∂ ∂ ∂ ∂ ∂   = +   ∂ ∂ ∂ ∂ ∂   

, (4.13) 

where ρ, c, T, and k are density, specific heat, temperature, and thermal conductivity, respectively; 

and subscripts o and l represent the immersed object and liquid, respectively.  

The initial temperature is prescribed as the ambient temperature, Tamb: 

 ( ) ambAt 0,  , , 0t T r z t T= = = . (4.14) 

For solving a second-order differential equation, two boundary conditions are required for 

each direction (r and z), which are given as: 

1. For the object: 

 

( )

( )

L C o g
o

R
L o g

o

a. , ,  ,  [top]

b. 0, ,  0,  [axis]

c. , , ,  [side]
2

Tr z L L k q
z

Tr z
r

D Tr z L k q
r

∂ ′′= + =
∂

∂
= =

∂
∂  ′′= > =  ∂ 





, (4.15) 

where ( ) ( )4 4
g conv g o,s g o,sq h T T T Tεσ′′ = − + − , 

2. For the liquid: 

 

( )

( )

( )

L l g
l

a. , ,  ,  [fuel surface]

b. 0, ,  0,  [axis]

c. , ,  0,  [adiabatic side wall]
2

d. , 0 ,  0,  [adiabatic bottom]

Tr z L k q
z

Tr z
r

D Tr z
r

Tr z
z

∂ ′′= =
∂

∂
= =

∂
∂ = =  ∂ 

∂
= =

∂



, (4.16) 

3. For the interfaces: 
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( )

R
o l

o l

L H o l
o l

a. , ,  ,  [interface 1]
2

b. , ,  ,  [interface 2]

D T Tr z k k
r r

T Tr z L L k k
z z

∂ ∂ = =  ∂ ∂ 
∂ ∂

= − =
∂ ∂

, (4.17) 

Here are some points that cannot be overlooked: The liquid fuel temperature is limited by the 

saturation temperature, Tsat, such that in the liquid region, ( ) ( )sat, , min , .T r z t T T= Additionally, it 

should also be noted that the boundary conditions on the walls bounding the liquid can be modified 

according to the experimental configuration to isothermal or convective boundaries instead of the 

adiabatic condition as shown in the Eq. (4.16).  

 

4.3 Discretization 

The governing equations, initial and boundary conditions are discretized using the Finite 

Difference Method (FDM) [84]. The domain is divided into a uniform mesh as shown in Figure 

4.3, where ∆r and ∆z represent the grid spacing in radial and axial directions, respectively. The 

radial location (r) in the domain is represented using increments in i, such that r i r= ×∆ . Similarly, 

axial distance is represented by z j z= ×∆ . Consequently, (i, j) represents a given node in the 

domain. The variables M, N, M0, N0, M1, and N1 denote the boundaries of the domain and 

interfaces. The discretized equations are discussed in detail for the liquid and the object regions, 

which are then solved with an explicit time marching scheme on the C programming platform. 
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Figure 4.3: Axisymmetric computational domain with discretized cells, where interfaces and 

boundary points, as well as (i, j) are labeled (not to scale). 

4.3.1 Discretization using FDM 

4.3.1.1 Object region (CV1 and CV2) 

The forward difference method is used to discretize the first-order time derivative. The central 

difference method is used to discretize the second-order space derivatives with second-order 

accuracy. The governing equation for the object region is shown in the Eq. (4.12). This consists of 

terms I, II, and III shown as: 

 o o o o

I. Time evolution II. Radial conduction III. Axial conduction

1T T Tc rk k
t r r r z z

ρ ∂ ∂ ∂ ∂ ∂   = +   ∂ ∂ ∂ ∂ ∂   


 

, (4.18) 
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where the time derivative (term I) on the LHS represents the energy storage in the CV, the diffusion 

terms on the RHS are expressions for the heat conduction in both radial (r) (term II) and axial (z) 

(term III) directions. The discretization process for this governing equation is shown below. 

1. When r > 0 

(1) Discretization of term I using the forward difference method at node (i, j): 

 ( )
1

, ,
o o o o

,

ρ ρ
+ −∂

= +Ο ∆
∂ ∆

n n
i j i j

i j

T TTc c t
t t

, (4.19) 

where superscripts n and n + 1 represent the present (available) and the next (to be calculated) time 

step, respectively, and Ο  represents the order of the error in using the difference method. 

(2) Discretization of radial conduction (term II) using the central difference method: 

 
( )

[ ]( )
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( )
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( ) [ ]( )

2
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, ,
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2
2

2
2
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n n n n n
i j i j i j i j i j

n n n n n
i j i j i j i j i j

k k kT T T Trk r r
r r r r r r r r r r

T T T T Tk k r
r r r

k kT T T T T r
i r r

+ − + −

+ − + −

∂ ∂ ∂ ∂ ∂ ∂    = +   ∂ ∂ ∂ ∂ ∂ ∂   

  − − +
= + +Ο ∆   ∆ ∆    

= − + − + +Ο ∆
⋅ ∆ ∆

, (4.20) 

It can be noted that an explicit scheme is used, where the temperatures at different nodes in 

the discretized equation are evaluated based on the values available at the nth time step. 

(3) Discretization of axial conduction (Term III) using the central difference method: 

 
( )

( ) [ ]( )
2

2o
o o , 1 , , 122

,

2n n n
i j i j i j

i j

kT Tk k T T T z
z z z z + −

∂ ∂ ∂  = = − + +Ο ∆ ∂ ∂ ∂  ∆
, (4.21) 

(4) Final expression: 

By combining Eqs. (4.12) and (4.19)-(4.21), the discretized governing equation when r > 0 is 

expressed as: 
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 ( )1
, o , o 1, o 1, o , 1 o , 1

1 11 4 1 1 ,  when 0
2 2

λ λ λ λ λ+
+ − + −

      = − + + + − + + >            
n n n n n n

i j i j i j i j i j i jT T T T T T r
i i

, (4.22) 

where the thermal diffusivity of the object is expressed as, o
o

o o

α
ρ

=
k
c

, and the grid Fourier number 

is defined as, 
( ) ( )

o o
o 2 2=α αλ ∆ ∆
=

∆ ∆

t t
r z

, by taking r z∆ = ∆ . 

2. When r  0  

As r  0, the term II becomes undefined as the denominator has r as seen in Eq. (4.12). To 

overcome this difficulty, the term is further processed as: 
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, (4.23) 

By applying the L’Hospital rule [84], the limit can be evaluated as: 

 
2 2

o o o2 20
0 0

lim 2
→

= =

∂ 
  ∂ ∂∂ + =  ∂ ∂ 
 
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r r

T
T Trk k k

r r r
, (4.24) 

Therefore, the Eq. (4.12) is modified as: 

  
2

o o o o22 ,  when 0ρ ∂ ∂ ∂ ∂ = + → ∂ ∂ ∂ ∂ 
T T Tc k k r
t r z z

, (4.25) 

By combining the Eqs. (4.19), (4.21), and (4.25), the discretized governing equation when r 

= 0 is given by: 
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 ( ) ( )1
0, 0, o 1, 0, 1, 0, 1 0, 0, 12 2 2 , at 0n n n n n n n n

j j j j j j j jT T T T T T T T rλ+
− + −

 = + − + + − + =  , (4.26) 

The Eq. (4.26) is further re-written as: 

 ( ) ( ) ( )1
0, o 0, o 1, o 1, o 0, 1 o 0, 11 6 2 2λ λ λ λ λ+

− + −= − + + + +n n n n n n
j j j j j jT T T T T T , (4.27) 

It should be noted that 1,−
n

jT  is a ghost node defined outside the computational region, where 

the temperature has to be evaluated. By considering the axial symmetry at r = 0, this ghost node 

can be expressed in terms of temperature at nodes within the domain as: 

 1, 1,
1, 1,0 0−

−

−∂
= => = => =

∂ ∆

n n
j j n n

j j

T TT T T
r r

, (4.28) 

The Eq. (4.27) is then re-written as: 

 
( ) ( ) ( )
( ) ( )

1
0, o 0, o 1, o 1, o 0, 1 o 0, 1

o 0, o 1, o 0, 1 o 0, 1

1 6 2 2

1 6 4

λ λ λ λ λ

λ λ λ λ

+
+ −

+ −

= − + + + +

= − + + +

n n n n n n
j j j j j j

n n n n
j j j j

T T T T T T

T T T T
, (4.29) 

4.3.1.2 Liquid region (CV3) 

Similarly, for governing equations, the forward difference method is used to discretize time, and a 

similar procedure is applied to the Eq. (4.13) in the liquid region for the time evolution and 

conduction terms: 

 l l l l

I. Time evolution II. Radial conduction III. Axial conduction

1T T Tc rk k
t r r r z z

ρ ∂ ∂ ∂ ∂ ∂   = +   ∂ ∂ ∂ ∂ ∂   


 

, (4.30) 

1. When r > 0 

(1) Discretization of time evolution (term I) using the forward difference method: 

 ( )
1

, ,
o l o l

,

n n
i j i j

i j

T TTc c t
t t

ρ ρ
+ −∂

= +Ο ∆
∂ ∆

, (4.31) 

(2) Discretization of radial conduction (term II) using the central difference method: 
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( )

( )

( )
( )

( )
( ) ( )

2
l l l

l 2
, ,

21, 1, 1, , 1,l
l 2

2l l
1, 1, 1, , 1,2 2

1 =

2
2

2
2

i j i j

n n n n n
i j i j i j i j i j

n n n n n
i j i j i j i j i j

k k kT T T Trk r r
r r r r r r r r r r

T T T T Tk k z
r r r

k kT T T T T z
i r r

+ − + −

+ − + −

∂ ∂ ∂ ∂ ∂ ∂    = +   ∂ ∂ ∂ ∂ ∂ ∂   

  − − +  = + +Ο ∆     ∆ ∆    

 = − + − + +Ο ∆ ⋅ ∆ ∆

, (4.32) 

(3) Discretization of axial direction (term III) using the central difference method: 

 
( )

( ) ( )
2

2l
l l , 1 , , 122

,

2n n n
i j i j i j

i j

kT Tk k T T T z
z z z z + −

∂ ∂ ∂   = = − + +Ο ∆   ∂ ∂ ∂  ∆
, (4.33) 

(4) Final expression: 

By combining Eqs. (4.13) and (4.31)-(4.33), the discretized governing equation when r > 0 is 

expressed as: 

 ( )1
, l , l 1, l 1, l , 1 l , 1

1 11 4 1 1 ,  when 0
2 2

n n n n n n
i j i j i j i j i j i jT T T T T T r

i i
λ λ λ λ λ+

+ − + −

      = − + + + − + + >            
, (4.34) 

where the thermal diffusivity of the liquid is expressed as, l
l

l l

k
c

α
ρ

= , and the grid Fourier number 

is defined as, 
( ) ( )

l l
l 2 2=t t

r z
α αλ ∆ ∆

=
∆ ∆

, by taking r z∆ = ∆ . 

2. When r  0  

A similar procedure is followed when r  0 for the term II, which is given by: 
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2
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T
Trk k
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→

→
=

 ∂ ∂ ∂ ∂  = +  ∂ ∂ ∂ ∂   
 ∂ ∂

= + ∂ ∂ 
∂ 

  ∂∂= +  ∂ 
 

, (4.35) 

By applying the L’Hospital rule [84], the limit can be evaluated as: 

 
2 2

l l l2 20
0 0

lim 2
r

r r

T
T Trk k k

r r r→
= =

∂ 
  ∂ ∂∂ + =  ∂ ∂ 
 

, (4.36) 

Therefore, the Eq. (4.12) is modified as: 

  
2

l l l l22 ,  at 0T T Tc k k r
t r z z

ρ ∂ ∂ ∂ ∂ = + = ∂ ∂ ∂ ∂ 
, (4.37) 

By combining the Eqs. (4.19), (4.21), and (4.25), the discretized governing equation when r 

= 0 is given by: 

 ( ) ( )1
0, 0, l 1, 0, 1, 0, 1 0, 0, 12 2 2 , at 0n n n n n n n n

j j j j j j j jT T T T T T T T rλ+
− + −

 = + − + + − + =  , (4.38) 

The Eq. (4.26) is further re-written as: 

 ( ) ( ) ( )1
0, l 0, l 1, l 1, l 0, 1 l 0, 11 6 2 2n n n n n n

j j j j j jT T T T T Tλ λ λ λ λ+
− + −= − + + + + , (4.39) 

As before, 1,−
n

jT  is expressed in terms of temperature at nodes within the domain as: 

 1, 1,
1, 1,0 0−

−

−∂
= => = => =

∂ ∆

n n
j j n n

j j

T TT T T
r r

, (4.40) 

The Eq. (4.27) is further simplified as: 

 
( ) ( ) ( )
( ) ( )

1
0, l 0, l 1, l 1, l 0, 1 l 0, 1

l 0, l 1, l 0, 1 l 0, 1

1 6 2 2

1 6 4

n n n n n n
j j j j j j

n n n n
j j j j

T T T T T T

T T T T

λ λ λ λ λ

λ λ λ λ

+
+ −

+ −

= − + + + +

= − + + +
, (4.41) 
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4.3.2 Initial condition 

As shown in Eq. (4.14), the entire domain is initialized to the value of the ambient temperature, 

Tamb. The expression at the node (i, j) is given as: 

 0
, ambi jT T= , (4.42) 

4.3.3 Boundary conditions 

According to Figure 4.3, boundary conditions of the object, liquid, and interfaces are discretized 

by following the procedures given below. 

4.3.3.1 Object region (CV1 and CV2) 

1. By discretizing Eq. (4.15), the condition at the top surface of the object is given by: 

  
( ) ( )

( ) ( ){ }

4, 1 , 1 4
o g o conv g , g ,

o

44
, 1 , 1 conv g , g ,

o

 
2

2

n n
i N i N n n

i N i N

n n n n
i N i N i N i N

T TTk q k h T T T T
z z

zT T h T T T T
k

εσ

εσ

+ −

+ −

 −∂  ′′= ⇒ = − + −     ∂ ∆ 
∆  ⇒ = + − + −  



, (4.43) 

The boundary condition is used to evaluate the temperature at the ghost node (i, N + 1). After 

this, it is used in the discretized expression of the governing equation for node (i, N) based on Eq. 

(4.22), given by: 

 ( )1
, o , o 1, o 1, o , 1 o , 1

1 11 4 1 1
2 2

n n n n n n
i N i N i N i N i N i NT T T T T T

i i
λ λ λ λ λ+

+ − + −

      = − + + + − + +            
, (4.44) 

2. The axis condition is used for evaluating ghost nodes as shown in Eqs. (4.28) and (4.29). 

3. The side condition is given by: 
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( ) ( ){ }

41, 1, 4
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44
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M j M j
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M j M j M j M j

T TTk q k h T T T T
r r

rT T h T T T T
k

εσ

εσ

+ −

+ −

 −∂  ′′= ⇒ = − + −      ∂ ∆ 
∆  ⇒ = + − + −  



, (4.45) 
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where the ghost node at (M + 1, j) is evaluated to be used in the discretized equation of the node 

at (M, j). 

4.3.3.2 Liquid region (CV3) 

1. By discretizing the Eq. (4.16), the surface condition of liquid is given by: 

  
( ) ( )

( ) ( ){ }

4, 1 1 , 1 1 4
l g l conv g , 1 g , 1

l

44
, 1 1 , 1 1 conv g , 1 g , 1

l

 
2

2
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i N i N

n n n n
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T TTk q k h T T T T
z z

zT T h T T T T
k

εσ

εσ
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+ −

 −∂  ′′= ⇒ = − + −     ∂ ∆ 
∆  ⇒ = + − + −  



, (4.46) 

Using the data at node (i, N1 + 1), the temperature at j =N1 is calculated based on the 

discretization of the governing equation Eq. (4.34), which is expressed as: 

 ( )1
, 1 l , 1 l 1, 1 l 1, 1 l , 1 1 l , 1 1

1 11 4 1 1
2 2

n n n n n n
i N i N i N i N i N i NT T T T T T

i i
λ λ λ λ λ+

+ − + −

      = − + + + − + +            
, (4.47) 

2. The axis condition is used for evaluating ghost nodes as shown in Eqs. (4.40) and (4.41). 

3. The boundary condition at the adiabatic side wall condition is given by: 

 
1, 1,

1, 1,

0 0
2

n n
M j M j

n n
M j M j

T TT
r r

T T

+ −

+ −

 −∂
= ⇒ =  ∂ ∆ 

⇒ =

, (4.48) 

By applying Eq. (4.34), the temperature at node (M, j) is evaluated in terms of ghost nodes 

temperature, which is expressed as: 

 ( )1
, l , l 1, l 1, l , 1 l , 1

1 11 4 1 1
2 2

n n n n n n
M j M j M j M j M j M jT T T T T T

i i
λ λ λ λ λ+

+ − + −

      = − + + + − + +            
, (4.49) 

4. Similarly, the adiabatic condition at the bottom is given by: 
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−
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By applying this to Eq. (4.34), the temperature is evaluated as: 

 ( )1
,0 l ,0 l 1,0 l 1,0 l ,1 l , 1

1 11 4 1 1
2 2

n n n n n n
i i i i i iT T T T T T

i i
λ λ λ λ λ+

+ − −

      = − + + + − + +            
, (4.51) 

4.3.3.3 Interfaces 

1. For interface 1, by discretizing the Eq. (4.17) with the [ ]( )2zΟ ∆  accuracy, a three-point 

backward difference method is implemented for the solid side and a three-point forward difference 

method is implemented for the liquid side, given as: 
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, (4.52) 

2. Similarly, for interface 2, by discretizing the Eq. (4.17) with the [ ]( )2zΟ ∆  accuracy, a three-

point forward difference method is implemented for the solid side and a three-point backward 

difference method is implemented for the liquid side, given as: 
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, (4.53) 
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Thus, the interface node is evaluated as a function of the nodes surrounding it. It should be 

noted that the governing equation is not solved at interfaces. Instead, the energy balance of the 

governing equation is checked from the evaluated interface temperature for the model, which is 

discussed in Section 4.5. 

4.4 Mass loss rate 

The fundamental idea of the model is to predict the mass loss rate of liquid in the presence of the 

immersed object. As discussed previously, the hot gas phase, representing the flame, transfers heat 

to the liquid as well as the collector through convection and radiation. Further, the collector 

transfers heat to the heater via conduction. The heater ensures the transfer of sensible and latent 

heat to the liquid fuel. As a result, as the liquid temperature attains the saturation temperature by 

sensible heating, the additional heat is used for vaporization. It is given by:  

 e

fg

qm
h

=


 , (4.54) 

where eq  represents the net heat transferred into a liquid volume, and fgh  is the latent heat of 

vaporization of the liquid. 

For the discretized domain as shown in Figure 4.4, the determination of eq  is dependent on 

the cell location, where the heat transfer is through a half cell at the solid-liquid interface (red), 

while it is through a full cell within the liquid (blue). As it is further illustrated in Figure 4.5(a), 

the heat is transferred from the heater to the liquid at the interface via a half cell. The evaluation 

of heat flux at interface 1, i1q′′ , is discussed in Section 4.3. As illustrated in Figure 4.5(b), the heat 

is transferred inside of the liquid via a full cell. The coordinates M, N, M0, N0, M1, and N1 denote 

the boundaries of the domain and interfaces.  
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Figure 4.4: Schematic of mass loss rate representing the heat into a cell at the solid-liquid 

interface (red) and inside of the liquid (blue). 
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(a) At the solid-liquid interface 1 (half cell). 
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(b) In the liquid (full cell). 

Figure 4.5: Calculations of the heat in/out of a cell, eq , at the solid-liquid interface (red) and 

in the liquid (blue). 

Equation (4.54) is valid when the liquid temperature reaches the saturation temperature, and 

e 0q > . When the liquid temperature is below the saturation temperature or e 0q ≤ , the result is 

used to calculate the energy imbalance, which is discussed in Section 4.6. 

 Furthermore, the net heat into a cell is calculated by integrating the heat transfer through four 

faces of a cell. In a liquid cell (full cell), the Eq. (4.54) is further expressed as: 

 
l l l l

1 1 1 1, , , ,
2 2 2 2
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r r z z
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 ∂ ∂ ∂ ∂ − − − −
 ∂ ∂ ∂ ∂ 
 =

∑
 , (4.55) 
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4.5 Energy imbalance at interfaces 

To evaluate the conditions at interfaces dictated by the temperature limit to the liquid saturation 

temperature, energy imbalance is checked using the temperature at interfaces. The procedure is 

applied to the solid and liquid sides, because of distinct discrepancies between their thermal 

properties.  

4.5.1 Solid side 

Based on the Eq. (4.12), the governing equation of solid is re-written as: 

 
2 2

o
o o2 2

T T T T
t r r r z

α α α∂ ∂ ∂ ∂
= + +

∂ ∂ ∂ ∂
, (4.56) 

Next, the Eq. (4.56) is discretized at different locations (as labeled in Figure 4.3). For the 

discretization at interface 1, where i = M1, j = N0 + 1 to N1, the backward difference method is 

implemented in the radial direction, and the central difference method is implemented in the axial 

direction. The temperature at node (i, j) is given by: 
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, (4.57) 

where 1
, GE

n
i jT +  is evaluated by using the governing equation. 



 

101 
 

Furthermore, to evaluate the difference between the implementation of the governing equation 

and the boundary condition, the ratio of the residue calculated at the solid side, oγ , is expressed 

as:  

 
1 1

, ,GE
o 1

,

100%
n n

i j i j

n
i j

T T

T
γ

+ +

+

−
= × , (4.58) 

where 1
,
n

i jT +  is the value calculated by using the interface boundary condition where heat flux 

balance is considered. 

 Similar calculations are applied to evaluate the temperature at interface 2, (M1, N0), and (0, 

N0) by using the governing equation, whose expressions are summarized in Table 4.2. 
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Table 4.2: Expressions of 1
, GE

n
i jT +  calculated at the solid side. 

Interface node Equation for 1
, GE

n
i jT +  Eq. 

Interface 1: 
i = M1, j = N0 + 1 to N1 
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 (4.57) 

Interface 2: 
i = 1 to M1 - 1, j = N0 
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 (4.59) 

Node (M1, N0) 
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 (4.60) 

Node (0, N0) 
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 (4.61) 

 

4.5.2 Liquid side 

Similarly, based on the Eq. (4.13), the governing equation of liquid for the temperature is re-

written as: 

 
2 2

l
l l2 2

T T T T
t r r r z
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, (4.62) 

The ratio of the residue calculated at the solid side, lγ , is expressed as:  
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Calculations are applied to interface 1, interface 2, (M1, N0), and (0, N0), whose expressions 

are summarized in Table 4.3. 

Table 4.3: Expressions of 1
, GE

n
i jT +  calculated at the liquid side. 

Interface node Equation for 1
, GE

n
i jT +  Eq. 
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i = M1, j = N0 + 1 to N1 

( )

1, 2,
l , l

l 1, 2, 3, , 1 , 1

431
2 2

5 4

n n
i j i jn

i j

n n n n n
i j i j i j i j i j

T T
T

i i

T T T T T

λ λ

λ

+ +

+ + + + −

 − − +        

+ − + − + +

 (4.64) 

Interface 2: 
i = 1 to M1 - 1, j = N0 
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Node (M1, N0) 
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Node (0, N0) 
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 (4.67) 

 

Detailed derivations of 1
, GE

n
i jT + can be found in Appendix B. 
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4.6 Energy imbalance in interior cells 

The convergence of the calculations is verified by checking the energy imbalance in interior cells. 

Two methods are implemented: 1. finding out the maximum value of energy imbalance through a 

single cell, and 2. calculating the energy imbalance for the whole CV. 

4.6.1 Maximum of a single cell 

Figure 4.6 illustrates the energy imbalance check applied to a single cell, whose result, Icell,max, is 

given by: 
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  

    

, (4.68) 

 ( )cell,max cellmaxI I= . (4.69) 

where Eq. (4.69) denotes the maximum of |Icell| among all the cells in the domain. 
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Figure 4.6: Schematic of the energy imbalance check applied to a single cell, which consists 

of the external heat (green), the heat required to vaporize liquid at the saturation 

temperature (blue), and the sensible heat to raise the temperature of object and liquid 

(magenta) in time Δt. 

In Eq. (4.68), cell,eq  is the external heat, cell,vapq  is the heat required to vaporize the liquid at the 

saturation temperature satT , cell,senq  is the sensible heat needed to raise the temperature of object 

and liquid in time Δt, ρ and c are density and specific heat respectively, and V is volume. In the 

subscript, cell denotes a single cell, l is the liquid, and o is the object. 
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The volume of a cell, cellV , is dependent on the configuration of the cell at different locations, 

which is similar to those discussed in Section 4.4.  

Furthermore, the ratio of the energy imbalance to the total energy input is evaluated for further 

discussions, which is given by: 
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, (4.70) 

where the total heat rate, totalq , consists of the heat rate from the heat source to the object, oq , and 

the liquid, lq . 

4.6.2 Whole CV 

Figure 4.7 illustrates the energy imbalance check applied to the whole CV, Icv, given by: 
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where cv,eq  is the external heat, cv,vapq  is the heat required to vaporize liquid at the saturation 

temperature satT , cv,senq  is the sensible heat needed to raise the spatial average temperature of CV 



 

107 
 

in time Δt, A is surface area, and V is volume. In the subscript, cv denotes the control volume, l is 

the liquid, o is the object, and avg denotes the average. 

 

Figure 4.7: Schematic of the energy imbalance check applied to the whole CV, which consists 

of the external heat (green), the heat required to vaporize liquid at the saturation 

temperature (blue), and the sensible heat to raise the temperature of object and liquid 

(magenta) in time Δt. 

 

The average temperature is calculated based on the values of each cell, for example, the 

average temperature in the object region at the time step n, avg o

nT , is given by: 
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Similarly, the ratio of the energy imbalance to the total energy input is evaluated for further 

discussions, which is given by: 
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, (4.73) 

4.7 Validation 

In this work, three stages of validations are systematically performed based on the experiments 

[17,75]. In general, the computational domain replicates the experimental setup with necessary 

assumptions. Hexane and water are used as the liquid, and aluminum and copper are used as the 

object’s material, whose properties are provided in Table 4.4. 
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Table 4.4: Properties of the liquid and objects (at 1 atm) [72,82,85-88]. 

Property Unit Hexane Water Aluminum Copper 

Density, ρ kg/m3 634.34 998 2600 8978 

Specific heat, c J/kg · K 2348 4182 1080 381 

Thermal conductivity, k W/m · K 0.1189 0.6 185 387.6 

Heat of combustion, ΔHc J/kg 44700000 -- -- -- 

Heat of vaporization, ΔHvap J/kg 335000 2260000 -- -- 

Saturation temperature, Tsat K 342 373.15 -- -- 

 

Based on experimental conditions, it needs to be pointed out that the properties [72,82,85- 88] 

in Table 4.4 are taken at different temperatures, depending on the manners of heating and the 

temperature variation. Properties of water and copper are obtained at about 298 K (ambient 

temperature), those of hexane are obtained at about 320 K (average of the ambient temperature 

and the saturation temperature), and those of aluminum are obtained at about 773 K (average of 

the ambient temperature and the estimated flame temperature). 

4.7.1 First-stage validation 

As illustrated in Figure 4.8, for the first-stage validation [75], no objects are immersed in the center 

of a water pool, whose liquid level is maintained at a constant height by using a gravity feedback 

device. A radiant heat panel providing a constant heat flux of gq′′  heats the liquid pool from the 

top. Details of the setup are shown in Table 4.5. 
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Figure 4.8: Schematic of the first-stage validation (not to scale), where no objects are 

immersed in a water pool having a constant height. The domain is heated by a radiant heat 

panel having a constant heat flux, gq′′ , from the top. 
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Table 4.5: Detailed information of the setup for the first-stage validation. 

Name Unit Value/description 

Object -- No 

Liquid -- Water 

Heat input -- Radiant heat panel 

Heat flux, gq′′  W/m2 70000 × ζ 

Distance between the radiant heat panel and liquid surface, LP m 0.16 

Depth of liquid, LL m 0.25 

Diameter of pool, D m 0.1 

 

It is noticed that the calculation of the effective heat flux received by the liquid pool, gq′′ , 

includes a heat input coefficient, ζ, whose value is discussed in Section 5.1. 

4.7.2 Second-stage validation 

As illustrated in Figure 4.9, for the second-stage validation [75], a copper cylindrical object is 

immersed in a water pool, whose liquid level is maintained at a constant height by using a gravity 

feedback device. A radiant heat panel having a constant heat flux, gq′′ , heats the liquid pool from 

the top. Details of the setup are shown in Table 4.6. 
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Figure 4.9: Schematic of the second-stage validation (not to scale), where a copper cylinder 

object is immersed in a water pool having a constant height. The domain is heated by a 

radiant heat panel having a constant heat flux, gq′′ , from the top. 



 

113 
 

Table 4.6: Detailed information of the setup for the second-stage validation. 

Name Unit Value/description 

Object -- Copper 

Length of the collector, LC m 0.12 

Length of the heater, LH m 0.03 

Diameter of the collector, Do m 0.016 

Liquid -- Water 

Heat input -- Radiant heat panel 

Heat flux, gq′′  W/m2 70000 × ζ 

Distance between the radiant heat panel and liquid surface, LP m 0.16 

Depth of liquid, LL m 0.25 

Diameter of the pool, D m 0.1 

 

4.7.3 Third-stage validation 

As illustrated in Figure 4.10, for the third-stage validation [17], an aluminum cylindrical object is 

immersed in the center of a hexane pool, whose liquid level is maintained at a constant height by 

using a gravity feedback device. Instead of using radiant heat panels, the hexane pool is ignited, 

such that the object is engulfed by a pool fire. Details of the setup are shown in Table 4.7.  
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Figure 4.10: Schematic of the third-stage validation (not to scale), where an aluminum 

cylinder object is immersed in a hexane pool having a constant height. The domain is heated 

by the pool fire.  
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Table 4.7: Detailed information of the setup for the third-stage validation. 

Name Unit Value/description 

Object -- Aluminum 

Length of the collector, LC m 0.04-0.16 

Length of the heater, LH m 0.035 

Diameter of the collector, Do m 0.01 

Liquid -- Hexane 

Heat input, gq′′  -- Pool fire 

Depth of liquid, LL m 0.035 

Diameter of the pool, D m 0.1 

 

 It is noticed that the object is immersed till the bottom surface of the container, and therefore, 

the boundary condition at interface 2 is absent, as discussed in Section 4.2.  

Parametric studies have been conducted [17] by varying the length of collector, LC, from 0.04 

to 0.16 m in experiments; in accordance with this, the corresponding numerical simulations are 

performed for the validation, whose results are discussed in Chapter 5. 
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5 Numerical model results 

This chapter discusses the results of stages of studies, including model verification (checking on 

convergence by analyzing the residues at interfaces and energy imbalance) and model validation 

(comparison of mass loss rate and temperature with experimental data). Subsequently, parametric 

studies exploring the effects of geometrical parameters of the immersed cylindrical object on pool 

fire burning rate are discussed by varying the object’s length and diameter. 

5.1 First-stage validation 

The first-stage validation is conducted in a water pool having a constant liquid height, where no 

objects are immersed in the pool. The pool is heated using a constant heat flux heater as shown in 

Figure 4.8. The simulation time, t = 2000 s, is used based on the experimental data when the mass 

loss rate of liquid reaches a steady state. The model is verified and validated by comparing the 

mass loss rate of liquid and temperature in the liquid with experimental data. 

5.1.1 Mass loss rate 

In the initial stage, the mass loss rate of liquid is validated after checking the model input 

parameters, including grid size, time step, and heat input coefficient. 

1. Grid size 

As illustrated in Figure 4.8, the grid size is uniform and equal in radial and axial directions (∆r = 

∆z). In general, as the grid spacing is refined, the discretization errors are reduced for the diffusion 

terms, while the computational time is increased. Therefore, a convergence study is conducted to 

decide the optimal grid spacing to be used for further validations and parametric studies.  
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 By taking the total time duration, t = 2000 s, time step, ∆t = 0.01 s, and heat input coefficient, 

ζ = 0.55, the influence of grid spacing on model results are investigated, where ∆r (and ∆z) = 

0.0005 m, 0.001 m, 0.005 m, and 0.001 m. Variations of mass loss rate (MLR) and energy 

imbalance ratio along the grid spacing (∆r and ∆z) are reported in Figure 5.1, indicating the grid 

convergence as for refined grid spacing. MLR on the left y-axis decreases for larger grid spacing 

of 1 cm, while the plot converges when the grid spacing is smaller than 0.001 m.  

The energy imbalance ratio, cvΦ , reported on the right y-axis is based on the whole CV, 

whose calculation is provided in Section 4.6.2. Values of energy imbalance ratio are small (around 

the magnitude of 10-6) for all the cases, and so are their discrepancies at different grid spacing. 

However, it is to be noted that the imbalance is much lower for finer grids. The current model is 

thus verified, and convergence is noticed when the grid spacing is no larger than 0.001 m. In terms 

of this, grid spacing, ∆r (and ∆z) = 0.001 m is used for the following first-stage validation. 
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Figure 5.1: The influence of grid spacing on the model convergence, where the x-axis (in 

log10 scale) denotes the decreasing grid spacing, the left y-axis and blue square notations 

denote the mass loss rate, and the right y-axis and red circle notations denote the energy 

imbalance ratio applied to the whole CV. 

2. Time step 

The time step, ∆t, is kept constant throughout the simulation. In general, as the time step is reduced, 

the discretization errors are reduced for the time evolution term, while the computational time is 

increased. Therefore, a time step effectiveness study is conducted to decide the optimal time step 

to be used for further validations and parametric studies. 

 By taking the duration, t = 2000 s, grid spacing, ∆r (and ∆z) = 0.001 m, and heat input 

coefficient, ζ = 0.55, the influence of time step on model results are investigated, by varying ∆t as 

0.05 s, 0.01 s, and 0.002 s. Variations of MLR and energy imbalance ratio as a function of time 
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step are reported in Figure 5.2. MLR on the left y-axis is constant for the cases investigated. Values 

of energy imbalance ratio, cvΦ , are small (around the magnitude of 10-6) throughout the cases, 

indicating proper convergence. cvΦ  decreases with reducing ∆t, and convergence is noticed when 

∆t ≤ 0.01 s. In terms of this, time step, ∆t = 0.01 s is used for the following first-stage validation. 

 

Figure 5.2: The influence of time step on the model convergence, where the x-axis denotes 

the decreasing time step (in log10 scale), the left y-axis and blue square notations denote the 

mass loss rate, and the right y-axis and red circle notations denote the energy imbalance ratio 

applied to the whole CV. 

3. Heat input Coefficient 

The traditional method to obtain the heat input coefficient, ζ, is complex. This requires the coupling 

of heat convection and radiation mechanisms. For example, the evaluation of the radiation view 

factor between the heat panel and the fuel surface should be conducted. To simplify this, ζ is 
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considered as a constant to be used for the first- and second-stages validations. This is reasonable 

because the heat input provided by the radiant heat panel is constant. Further, the setup and the 

environment are almost identical except for the immersed object. Furthermore, the primary 

purpose of the preliminary validations is to ensure the model’s robustness and model the physical 

behavior.  

 For this study, ζ is determined based on the experimental data [75], for a time duration, t = 

2000 s, grid spacing, ∆r (and ∆z) = 0.001 m, and time step, ∆t = 0.01 s. As depicted in Figure 5.3, 

the experimental MLR (black solid) increases sharply as time proceeds at the beginning; later on, 

it reaches a steady state at about t = 900 s. The numerical curves share a similar trend, while the 

corresponding steady state time instants are reached earlier at about t = 300 s. As the focus of the 

current study is on the steady state, the discussions are presented to the scenarios after t = 900 s. 

Different heat input coefficients are studied, including ζ = 0.45 (red dashed), 0.55 (blue dash-

dotted), and 0.65 (red dotted). MLR is noticed to increase with increasing ζ. It is noted that when 

ζ = 0.55, the numerical MLR matches well with the experimental data. Therefore, the effective 

heat flux received by the liquid pool is written as: 2
g 0.55 70 kW/mq′′ = × .  

 



 

121 
 

 

Figure 5.3: The variation of MLR with time, where heat input coefficient, ζ = 0.45 (red 

dashed), 0.55 (blue dash-dotted), and 0.65 (green dotted). The experimental data (black solid) 

is digitized [75] by removing the initial 250 s with fluctuations. 

 Therefore, the first-stage model is validated by comparing mass loss rate, and the model inputs 

used for further discussions in this section are summarized in Table 5.1. 

Table 5.1: Model inputs for the first-stage validation. 

Name Unit Value 

Grid size, ∆r and ∆z m 0.001 

Time duration, t s 2000 

Time step, ∆t s 0.01 

Heat input coefficient, ζ -- 0.55 
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5.1.2 Temperature 

Comparisons of the liquid temperature are shown in Figure 5.4, where the temperature is measured 

at the heights z = 0.24 m, 0.245 m, and 0.25 m from the bottom of the container [75]. The curvature 

of the numerical curve matches quite well with the experimental one, indicating similar values of 

the temperature gradient. The discrepancies between the two curves are probably caused by the 

liquid perturbance, model assumptions, and measurement deviations. 

 

Figure 5.4: Liquid temperature along height at steady state, where the temperature is 

reported at r = 0.03 m, the black square denotes the experimental data from measurements, 

the blue dashed curve denotes the numerical results, and the red dotted line labels the liquid 

level. 

 The temperature contour plot in the liquid region is depicted in Figure 5.5. It is reasonable 

that the liquid temperature attains the saturation point, Tsat = 373.15 K at the liquid surface, and it 
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is the ambient temperature, Tamb = 298.15 K at the bottom. It is also intuitive that the temperature 

is identical at the same height, as the fuel surface is uniformly heated. Therefore, the temperature 

gradient is validated well with experimental measurements by assuming a constant value for heat 

input coefficient, ζ = 0.55. 

 

Figure 5.5: Temperature contour in liquid at t = 2000 s, where the temperature ranges from 

298.15 K to 373.15 K. 

5.2 Second-stage validation 

As shown in Figure 4.9, the second-stage validation is conducted in a water pool with a 

constant liquid height, where a copper cylindrical object is immersed. Based on the experimental 

data, the simulation time, t = 2000 s, is used, when the mass loss rate of liquid reaches a steady 

state. Similarly, the model is verified and validated via discussions of mass loss rate of liquid and 

temperature in object and liquid.  
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Based on the results of Section 5.1, the model inputs used for this section are summarized in 

Table 5.2. 

Table 5.2: Model inputs for the second-stage validation. 

Name Unit Value 

Grid size, ∆r and ∆z m 0.0005 

Time duration, t s 2000 

Time step, ∆t s 0.00025 

Heat input coefficient, ζ -- 0.55 

 

As indicated in Table 5.2, values of t and ζ are the same as those used for the first-stage 

validation, while ∆r (and ∆z) decreases slightly to accommodate enough cells in the immersed 

object that has a small diameter of Do = 0.016 m. ∆t is reduced accordingly to ensure the grid 

Fourier number of object, λo, to be used for the temperature calculation as explained in the Eq. 

(4.22).  

5.2.1 Model verification 

Model verification is discussed by implementing the model inputs shown in Table 5.2, including 

the residues at interfaces and energy imbalance. 

The maximum residues at interfaces 1 and 2 are depicted in Figure 5.6, along with the 

corresponding locations. The information of interfaces is depicted in Figure 4.9, and the 

calculations of the residues are provided in Section 4.5. The residues indicate the error in 

evaluating the interface temperature from heat flux balance instead of the governing equation. 

Values are noticed to vary as time proceeds due to the temperature evolves in liquid and object. At 
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t = 2000 s, the maximum residue is o 0.064%γ ≈ , which is the one located at (0.008,0.25), 

calculated at the object side of interface 1. Such a small residual value indicates that the procedure 

to evaluate the interface temperature using heat flux balance is justified. 

 

Figure 5.6: Maximum residues at interfaces 1 (red solid and black dashed) and 2 (green 

dotted and blue dash-dotted) calculated at the object and liquid sides as a function of time, 

whose locations (at t = 2000 s) are labeled. 

 The energy imbalance ratio as a function of time is depicted in Figure 5.7, including the values 

reported per the maximum among the cells and the whole CV, whose calculations are discussed in 

Section 4.6. The variation of imbalance ratios fluctuates at the beginning, while they become 

comparatively steady after about 600 s. The maximum imbalance ratio among individual cells is

cell,max 2.43%Φ ≈  located at (0.008, 0.25), which is a corner node in the domain. The imbalance 
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value of the whole CV is cv 0.27%Φ ≈ . These small values for imbalance show that energy is 

conserved in the CV. 

 

Figure 5.7: Energy imbalance ratio as a function of time, consisting of the maximum value 

among individual cells (red solid) and the one applied to the whole CV (blue dashed). 

5.2.2 Mass loss rate 

In this stage, the mass loss rate of liquid is validated by implementing the model inputs shown in 

Table 5.2. 

As depicted in Figure 5.8, by using the same heat input coefficient, ζ = 0.55, small 

discrepancies are observed in MLR at a steady state. It may be because of the variation of ζ after 

an object is immersed in the liquid. It may also be because the experimental MLR shows an 

increasing trend, as indicated towards the end of its curve. However, the overall effect of an 

immersed object in enhancing the mass loss rate by about 1.6 times as compared to the baseline 
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case is predicted well by using the model. Therefore, the second-stage validation can be assumed 

to be validated for mass loss rate. 

 

Figure 5.8: The variation of MLR as a function of time, consisting of the experimental data 

(black solid) digitized [75] by removing the initial 250 s with fluctuations and numerical data 

from the model. 

Details of the MLR from interfaces are shown in Figure 5.9. It is observed that most of the 

vaporization mass generates from interface 0 at the liquid surface, while there is rare vaporization 

from interface 2 at the bottom of the object. This is because the bottom of the object is not as 

heated as the side of the object. Such results are reasonable because the object’s size is much 

smaller than that of the liquid pool so that the liquid absorbs comparatively more heat via its larger 

surface. However, it is noticeable that the enhancement in the MLR due to the immersed object 

accounts for more than 36% of the total mass loss rate. 
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Figure 5.9: The variation of the MLR from interfaces as a function of time. For subscripts, 

“i0” denotes interface 0 representing the liquid surface (black solid), “i1” denotes interface 

1 (red dashed), and “i2” denotes interface 2 (blue dotted). 

5.2.3 Temperature 

Comparisons of the liquid temperature are shown in Figure 5.10, where the temperature is 

measured at the heights, z = 0.24 m, 0.245 m, and 0.25 m from the bottom of the container [75]. 

By excluding the temperature measured at the height of 0.245 m considering the liquid perturbance 

and measurement deviations, the curvature of the numerical curve matches well with the 

experimental one, indicating similar values of the temperature gradient. 
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Figure 5.10: Liquid temperature along height at steady state, where the temperature is 

reported at r = 0.03 m, the black square denotes the experimental data from measurements, 

the blue dashed curve denotes the numerical results, and the red dotted line labels the liquid 

level. 

The temperature contour plot in the liquid and object is depicted in Figure 5.11. The liquid 

surface reaches the saturation point, Tsat = 373.15 K. The bottom of the liquid almost keeps the 

ambient temperature, Tamb = 298.15 K. Temperature increases axially along with the object as it is 

heated from the top and the sides. In the radial direction, the temperature reduces away from the 

immersed object. In the object, the maximum temperature appears at the top of the collector, which 

is around 570.0 K. It should also be noted that the interface temperature is limited to the saturation 

temperature of the liquid. This limitation leads to heat flux imbalance at the interfaces and this 
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excess heat is used to evaluate the mass loss rate at interfaces (as discussed in Section 4.4.4). In 

general, the second-stage validation is validated via temperature. 

 

 

Figure 5.11: Temperature contour in liquid and object at t = 2000 s, where the temperature 

ranges from 298.15 K to 570.0 K. 

5.3 Third-stage validation 

As shown in Figure 4.10, the third-stage validation is conducted in a hexane pool maintaining a 

constant liquid height, where a cylindrical aluminum object is immersed in the liquid. The 

simulation time, t = 600 s, is chosen based on the experimental data when the mass loss rate of 

liquid reaches a steady state. Similar to the previous two stages, the model is verified and validated 

through discussions of mass loss rate of liquid and temperature in object and liquid. 
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Based on the results of Sections 5.1 and 5.2, the model inputs used for this section are 

summarized in Table 5.3. 

Table 5.3: Model inputs for the third-stage validation. 

Name Unit Value 

Grid size, ∆r and ∆z m 0.001 

Time duration, t s 600 

Time step, ∆t s 0.002 

 

As indicated in Table 5.3, ∆r (and ∆z) is slightly increased to 0.001 m to save the 

computational time, and hence, residue and imbalance need to be checked before the validation; 

∆t decreases accordingly, to ensure the grid Fourier number of object, λo, and meanwhile to save 

the computational time. The time duration t decreases according to the experimental design. It is 

noticed that ζ is no longer required because a pool fire is implemented as the heat input instead of 

a radiant heat panel, and model inputs in the flame region are discussed in Section 4.2.2. 

5.3.1 Model verification 

Model verification is discussed by implementing the model inputs shown in Table 5.3, including 

the residues at interface 1 (interface 2 is absent in this stage) and energy imbalance. 

At t = 600 s, the maximum residues at interface 1 for different collector lengths, LC, are 

depicted in Figure 5.12. The residues calculated at the object side, oγ , are larger than those 

calculated at the liquid side, lγ . However, all residues are quite small, indicating that the procedure 

to limit the temperature at interface 1 is applicable from the perspective of model stability. oγ  
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increases with increased collector length, LC, which could be due to higher heat collected by the 

domain through the elongated object. 

 

Figure 5.12: Maximum residue at different LC at t = 600 s, which are calculated from object 

(red circle) and liquid (black square) sides. 

 At t = 600 s, the energy imbalance ratios at different LC are depicted in Figure 5.13, including 

the values reported per the maximum among individual cells and in the whole CV. Both maximum 

imbalance ratio of a single cell, cell,maxΦ , and that of the whole CV, cvΦ  increase with an increase 

in LC, while such increase later tends to slow down at higher values of LC. The maximum ratio, 

cell,max 6.5%Φ ≈  is comparatively small, indicating that the current model is verified. 
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Figure 5.13: Energy imbalance ratio at different LC at t = 600 s, including the maximum 

value among individual cells (red circle) and the one applied to the whole CV (black square).  

5.3.2 Mass loss rate 

In this stage, the mass loss rate of liquid is validated by implementing the model inputs shown in 

Table 5.3. 

As depicted in Figure 5.14, predictions of MLR by the model generally match well with the 

experimental data. The experimental MLR first increases with an increase in LC, and it reaches a 

local maximum at LC = 0.14 m. However, the numerical MLR monotonically increases with the 

increase of LC. The situation at LC = 0.16 m needs further attention as explained in the following 

sections. But due to the small discrepancy at that point, the second-stage validation is validated 

via mass loss rate. 
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Figure 5.14: MLR at different LC at t = 600 s, including the experimental data (red circle) 

from the reference [17] and numerical data (black square) from the model. 

Details of the numerical MLR from interfaces are shown in Figure 5.15, for LC = 0.04 m, 0.05 

m, 0.09 m, 0.12 m, 0.14 m, and 0.16 m. When LC < 0.09 m, MLR is dominated by the portion 

coming from interface 0 at the liquid surface. When LC is larger, MLR is dominated by the portion 

coming from interface 1. This indicates that the immersed object plays a more important role when 

LC is high enough to collect heat from the flame. 
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Figure 5.15: The variation of the MLR from interfaces at different LC at t = 600 s. For 

subscripts, “i0” denotes interface 0 representing the liquid surface (red circle), and “i1” 

denotes interface 1 (black square). 

5.3.3 Temperature 

At t = 600 s, comparisons of the object surface temperature are shown in Figure 5.16, where 

discrepancies are noticed between the experimental and numerical data. This is because of the 

assumptions used for the model and the difficulties in measuring the object surface temperature. 

For example, 1. because of the temperature limit in the heater region, the numerical result of the 

lower object temperature is impacted; 2. the experimental temperature is measured by immersing 

the tip of the thermocouple in the object, therefore, proper calibrations are required; 3. the 

measurement is influenced by the surrounding flickering flame’s higher temperature. 
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 Meanwhile, the flame temperature is reported, whose trend matches well with that of the 

object surface temperature with a given difference. Furthermore, recalling the physical structure 

of a flame, where the maximum temperature occurs in the flame region, it is seen that the object 

is fully engulfed by the flame when LC = 0.14 m. 

 

Figure 5.16: Temperature of the object surface (r = 0.05 m) and flame along the height, where 

t = 600 s, the length of the heater is LH = 0.035 m, and the length of the object is LC = 0.14 m. 

The temperature contour plots in liquid and object are depicted in Figure 5.17, where LC = 

0.14-0.16 m. The maximum temperature of the object increases with an increase in LC, which 

corresponds to a monotonical increase of MLR. In general, the third-stage validation can be 

considered validated via temperature data. 
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(a) 

 

(b) 

 

(c) 

 

(d) 
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(e) 

 

(f) 

Figure 5.17: Temperature contour in liquid and object at t = 600 s, where LC = 0.04 m, 0.05 

m, 0.09 m, 0.12 m, 0.14 m, and 0.16 m, and the temperature bar ranges from 298.15 K to 

1000.0 K. 

5.3.4 Flame height 

The flame height at different LC is illustrated in Figure 5.18, where the tendency of the numerical 

data matches well with that depicted in the experimental images and the corresponding 

measurements [17]. Furthermore, the object is fully engulfed by the flame for all cases investigated. 

Such phenomena support the previous finding that the numerical MLR and maximum temperature 

monotonically increase as LC increases from 0.04 to 0.16 m. During experiments, the flame tilts 

because of the implementation of the ventilation hood, which would have slight discrepancies in 

the measured MLR and temperature for the tallest collector case. Therefore, it is possible to have 

small differences between the experimental and numerical data. Thus, the third-stage validation 

can be considered as validated via flame height. 
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Figure 5.18: Flame height at different LC, where the numerical data is obtained at t = 600 s, 

and the corresponding images are taken during experiments. 

5.4 First-stage parametric study (LC) 

Similar to the experimental works exploring the influence of the object configurations on fires, 

two stages of parametric studies are performed using numerical simulations. The first parametric 

study is on the influence of the object length, LC, on a liquid hexane pool fire. The primary purpose 

of this study is to estimate an optimal collector length, LC, that facilitates faster and more efficient 

burning. 
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According to the numerical results presented in Figure 5.14, MLR monotonically increases as 

LC increases from 0 to 0.16 m, which indicates that an optimal LC does not exist in the range. Also, 

the value of LC is much smaller compared to the flame height (about 0.6 m), as reported in Figure 

5.18. Therefore, the range of LC is expanded to that from 0 to 1 m. Other model inputs are kept the 

same as used in Section 5.3, including the grid size, ∆r, ∆z, the time duration, t, and the time step, 

∆t. 

5.4.1 Model verification 

As reported in Figure 5.19, the maximum residues at interface 1 are shown for different LC at t = 

600 s. The residues are calculated at the object side, oγ , as well as at the liquid side, lγ . As LC 

increases, oγ  first increases to the maximum around LC = 0.25 m, after that, the values are almost 

constant at around 0.195% till LC = 1 m. The variable lγ  remains almost constant and has a small 

value (around 0%) compared to oγ . As the maximum residue is approximately 0.2%, all residues 

are considered relatively small, indicating that the procedure to limit the temperature at interface 

1 is applicable. 
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Figure 5.19: Maximum residue at different LC at t = 600 s, where values of residue are 

calculated from object (red circle) and liquid (black square) sides, respectively, and LC = 0.04 

m, 0.05 m, 0.09 m, 0.12 m, 0.14 m, 0.16 m, 0.2 m, 0.25 m, 0.3 m, 0.4 m, 0.5 m, 0.6 m, 0.7 m, 

0.8 m, 0.9 m, and 1 m. 

 The energy imbalance ratios at different LC are presented in Figure 5.20, including the ratios 

calculated from the maximum among individual cells and that from the whole CV. The tendency 

of the two scatter plots is similar to each other: at first, ratios increase rapidly with the increase of 

LC up to around 0.25 m, and subsequently, ratios decrease gradually as LC further increases from 

0.25 to 1 m. The maximum values are obtained at LC = 0.25 m, where the maximum ratio among 

individual cells, cell,maxΦ , is about 6.5%, and the ratio from the whole CV, cvΦ , is about 3.6%. All 
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the ratios reported are quite small, and it is reasonable that cell,maxΦ  is larger than cvΦ  at each LC. 

The model can therefore be considered as verified. 

 

Figure 5.20: Energy imbalance ratio at different LC at t = 600 s, including the maximum 

value among individual cells (red circle) and the one applied to the whole CV (black square). 

5.4.2 Mass loss rate 

Comparisons of the MLR from experiments and numerical models are shown in Figure 5.21, where 

LC = 0 m denotes the baseline case without immersed objects. When LC is kept in the range of 

0.04-0.16 m, the numerical data generally matches well with the experimental ones as discussed 

in Section 5.3.2. When LC is varied in a range of 0.2-1 m, the corresponding experimental data is 

not available. The numerical MLR first increases to reach the maximum value (about 0.39 g/s) at 

LC = 0.25 m, and it saturates at around 0.37 g/s for higher LC values. Therefore, there can be about 
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a 3.5 times increase in MLR over the baseline case (0.11 g/s), when an immersed object is utilized. 

The configuration of LC = 0.25 m relates to the maximum in the residue, imbalance ratio, and 

MLR, indicating its potential importance to the practical design. 

 

Figure 5.21: MLR at different LC at t = 600 s, including the experimental data (red circle) 

from the reference [17] and numerical data (black square) from the model. 

Numerical MLR results from interfaces are shown in Figure 5.22, where LC is in the range of 

0.04-1 m. MLR is initially dominated by its value at the liquid surface (interface 0), when LC < 

0.09 m. It is later dominated by its value at interface 1, when LC ≥ 0.12 m. This indicates that the 

immersed object plays a significant role when LC is increased to a threshold height. The MLR at 

interface 1 keeps increasing as an increase in LC, and attains the maximum MLR is at LC = 0.25 

m, indicating the optimal length for LC. 

 



 

144 
 

 

Figure 5.22: A bar plot showing the MLR from interfaces at different LC at t = 600 s, where 

the x-axis represents LC, and the y-axis represents MLR. For subscripts, “i0” denotes 

interface 0 representing the liquid surface (blank box with blue words), and “i1” denotes 

interface 1 (shaded box with red words) representing the solid-liquid interface. The 

percentage denotes the ratio of the MLR from the corresponding interface to the total MLR.  

5.4.3 Temperature 

At t = 600 s, the temperatures of the object surface and flame are presented in Figure 5.23. The 

flame temperature varies as discussed in Section 4.2.2, with values almost overlapping with each 

other, except for the one at LC = 0.04 m. It is because the flame temperature is low when it is near 
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the liquid surface, such that a smaller amount of heat can be transferred to the object at the 

corresponding height. The temperature of the object’s surface varies according to the variation of 

LC. It is noticed that the maximum temperature (about 1130 K) at LC = 0.25 m is the highest among 

all the cases investigated, which corresponds to the largest MLR as discussed in Section 5.4.2. The 

tendency of the object surface temperature matches that of the flame temperature, which indicates 

a reasonable temperature prediction over the object surface that is heated up a hot flame region. 

 

Figure 5.23: Temperature of the object surface (r = 0.05 m) (solid) and flame (dotted) along 

height, where t = 600 s, and the lengths of collectors are: LC = 0.04 m, 0.14 m, 0.25 m, 0.5 m, 

and 1 m. 

Typical LC cases (LC = 0.04 m, 0.25 m, and 1 m) are selected to show the temperature contour 

plot in liquid and object as depicted in Figure 5.17. When LC = 0.04 m, the maximum temperature 

in the object is around 380 K, which is much less than the general flame temperature. The 
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maximum temperature is observed at the top of the object when LC increases to 0.25 m, which 

means the flame temperature at such elevated heights is much higher. When LC further increases 

to 1 m, the temperature distribution in the object varies along the height. The maximum 

temperature is found at around 0.25 m above the liquid surface. However, this value is lower than 

that in the LC = 0.25 m case. Liquid temperature is similar in all these cases since its maximum 

value cannot exceed the saturation temperature. 

 

(a) 

 

(b) 
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(c) 

Figure 5.24: Temperature contour in liquid and object at t = 600 s, where LC = 0.04 m (a), 

0.25 m (b), and 1 m (c), and the temperature bar ranges from 298.15 K to 1150.0 K. 

The coupled behavior of thermal and mass transport is ascertained by the above analysis. 

5.5 Second-stage parametric study (LC and Do) 

Based on Section 5.4, LC impacts both MLR of liquid and temperatures in liquid and object. More 

importantly, LC = 0.25 m can be considered as the optimal length based on the pool size, fuel type, 

and fuel depth used in this study. It should be noted that such optimal configuration may probably 

only be valid for the given input parameters. For example, besides LC, the diameter of an object, 

Do, is another essential geometric parameter of the object that requires analysis. Further, the 

combination of LC and Do can provide mathematical expressions capable of predicting MLR for a 

range of these parameters. 

 In terms of this, 81 cases are investigated for the second-stage parametric study, by varying 

the values of both LC and Do. Details are summarized in Table 5.4, where Do is varied in the range 

of 0.0025-0.01 m and LC is varied in the range of 0.04-1 m. Accordingly, Δr (and Δz), as well as 



 

148 
 

Δt are varied to ensure enough grids are present in the slender object, resulting in appropriate grid 

Fourier numbers, and affordable simulation times. It should also be noted that to ensure the steady 

state, the time duration, t, is increased to 3000 s in numerical simulations. 

Table 5.4: Model inputs for the second-stage parametric study. 

No. of cases Do  
(m) 

LC  
(m) 

Δr (and Δz)  
(m) 

Δt  
(s) 

t  
(s) 

1 (baseline, 
experiment only) 0 0 -- -- 600 

2-17 0.0025 0.04-1 0.00025 0.000125 3000 

18-33 0.005 0.04-1 0.0005 0.0005 3000 

34-49 0.01 0.04-1 0.001 0.002 3000 

50-65 0.02 0.04-1 0.001 0.002 3000 

66-81 0.04 0.04-1 0.001 0.002 3000 

 

5.5.1 Model verification 

Heatmaps presenting the maximum residues at interface 1 are shown in Figure 5.25, where LC is 

in the range of 0.04-1 m, Do is in the range of 0.0025-0.04 m, and t = 3000 s. The residues are 

calculated from (a) object side, oγ , as well as from (b) liquid side, lγ .  

As LC increases from 0.04 to 1 m, for a certain Do, oγ  first increases to a maximum value and 

then slightly decreases, while lγ  monotonically increases. As Do increases from 0.0025 to 0.04 m, 

for a certain LC, both oγ  and lγ  reach their maximum values at around Do = 0.01 m for most cases. 

It can also be observed that as Do increases, the maxima of oγ  and lγ  correspond to comparatively 
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larger LC. In summary, all residues are quite small (< 0.2%), indicating that the procedure to limit 

the temperature at interface 1 is applicable. 

 

(a) oγ . 
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(b) lγ . 

Figure 5.25: Maximum residue at different LC and Do at t = 3000 s, including the values 

calculated from object (a, red) and liquid (b, blue) sides, where Do = 0.0025–0.04 m and LC = 

0.04-1 m. 

 The energy imbalance ratios at various LC and Do are displayed in Figure 5.26, including those 

calculated from the maximum among individual cells, cell,maxΦ , and from the whole CV, cvΦ . 

Parameters are varied as: LC = 0.04-1 m, Do = 0.0025-0.04 m, and t = 3000 s. For a certain Do, 

both cell,maxΦ and cvΦ  increase as LC increases; however, such finding is slightly different from 

that reported in Section 5.4.1, where t is fixed as 600 s to match the experimental duration. 
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However, when LC and Do increase, it would be ideal to extend t accordingly, because it generally 

requires more time to reach a steady state, when the heat penetrates a larger domain. Similar to 

residues, as Do increases from 0.0025 to 0.04 m, for a certain LC, both cell,maxΦ  and cvΦ  reach the 

maximum at Do = 0.01 m for most cases, which is impacted by the variation of temperature 

distribution, as well as different model inputs. All ratios reported are quite small (< 6.8 %), and it 

is reasonable that cell,maxΦ  is larger than cvΦ  at the corresponding LC and Do. The model is 

considered verified, after updating LC = 0-1 m and Do = 0.0025-0.04 m. 

 

(a) cell,maxΦ . 
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(b) cvΦ . 

Figure 5.26: Energy imbalance ratio at t = 3000 s, including the maximum value among 

individual cells (a, red) and the one applied to the whole CV (b, blue) sides, where Do = 

0.0025–0.04 m and LC = 0.04-1 m. 

5.5.2 Mass loss rate 

Based on preceding discussions, MLR is noticed to increase after immersing an object in a liquid 

pool fire. Therefore, as shown in Figure 5.27, MLR is reported by calculating the ratio of MLR to 

the MLR from the baseline experiment (0.11 g/s) for different LC and Do values. Among all cases 

investigated with varying Do, MLR is noticed to increase for as much as about 20 times for Do = 
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0.04 m, which is meaningful to practical applications. Ratios also vary with the variation of LC at 

a given Do. As LC increases, the ratio first increases considerably and later slightly decreases and 

attains an almost constant value, suggesting the existence of an optimal LC at given Do. The optimal 

LC is meanwhile noticed to vary at different Do. With an increase in Do, the ratio generally 

increases, indicating that more heat is available for liquid vaporization.  

 

Figure 5.27: The ratio of MLR to MLRb at t = 3000 s, where Do = 0.0025-0.04 m and LC = 

0.04-1 m. MLRb denotes the MLR from the baseline experiment, whose value is 0.11 g/s. 

To better explore the influence of the immersed object on MLR, the ratio of MLR from 

interface 1 to the total MLR at different LC and Do is presented in Figure 5.28. As discussed, MLR 

includes the mass vaporization from interfaces 0 and 1. For the cases having larger LC and Do, 

MLR from interface 1 plays a more significant role than MLR from interface 0. For most Do, when 

LC < 0.15 m, the ratio shows a significant increase as LC increases. 
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Figure 5.28: The ratio of MLRi1 to MLR at t = 3000 s, where Do = 0.0025–0.04 m and LC = 

0.04-1 m. MLR consists of MLRi0 and MLRi1, which denotes the mass vaporization coming 

from interface 0 and 1, respectively. The black dashed line points out the situation when 

MLRi0 = MLRi1. 

5.5.3 Mass loss rate prediction 

Even though the results from experiments and numerical simulations are quite comparable, their 

implementation needs requirements, which some users do not favor. Instead, correlations capable 

of providing immediate solutions under certain configurations (for example, LC and Do) would be 

more valuable. In terms of this, two correlations are proposed to predict MLR of a hexane pool as 

a function of LC and Do by taking advantage of experiments and validated numerical simulations. 
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5.5.3.1 2D plot method 

At first, for normalizing the varying net liquid surface area exposed to the gas phase, the mass flux, 

m′′ , is obtained as: 

 
l

mm
A

′′ =


 , (5.1) 

where m  (kg/s) is the mass loss rate, Al (m2) is the net liquid surface area, which is calculated as: 

 l p sA A A= − , (5.2) 

where Ap (m2) is the area of the pool surface, and As (m2) is the cross-sectional area of the object. 

 Next, the geometry of the object is considered as: Pc/Ac, where Pc and Ac are the perimeter 

and surface area of the cylindrical collector, respectively, and they are calculated as: 

 ( )c o c2P D Lπ= + , (5.3) 

 
2
o

c o c+
4
DA D Lπ π= , (5.4) 

 Plots depicting the relationship between m′′  and Pc/Ac are shown in Figure 5.29, where 

scatters denote numerical data from simulations, indicating an exponential function distribution. 

The red dashed plot is generated by implementing a nonlinear curve fit, with adjusted R2 ≈ 0.98148, 

showing a satisfactory match with the numerical data. The curve fitting is expressed as: 

 

c

c1.218exp 0.02649
14.20072

P
A

m

  
−  
  ′′ = +

 
 
  

 , (5.5) 
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Figure 5.29: Relationship between m′′  and Pc/Ac depicted by numerical data (black circle) 

and a non-linear curve fitting plot (red dashed), where adjusted R2 ≈ 0.98148. 

5.5.3.2 3D plot method 

It is impossible to include the baseline experiment data while using the 2D plot method. Therefore, 

a 3D plot method is proposed, where the baseline case is also included, and a relationship among 

m′′ , LC and Do is proposed. 

 First, it is noticed that the range of LC and Do differs a lot, and hence, a technique named min-

max normalization [89] is applied to rescale the range of values to [0,1]. For LC, the normalized 

value, *
CL , is given by: 

 C C,min*
C

C,max C,min

L L
L

L L
−

=
−

, (5.6) 
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where LC is the give length of collector, LC,min = 0 m (baseline), LC,max = 1 m, Do,min = 0 m 

(baseline), and Do,max = 0.04 m. 

 By using the results from all 81 cases (including the baseline experiment), a 3D scatter plot is 

generated, as shown in Figure 5.30(a). m′′  is seen to be dependent on both *
CL  and *

oD . 

Accordingly, a non-linear surface fitting method may be suitable to fit the data. Based on the data 

distribution, a non-linear Gaussian cumulative function is used, whose general formula is 

expressed as: 

 0 0.25 1 1
2 2

x C y Ez z B erf erf
D F

   − −   = + + +      
      

, (5.7) 

where x, y, and z denote *
oD , *

CL , and m′′ , respectively; zo, B, C, D, E, and F are coefficients that 

need to be determined based on the fitting. 
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(a) Numerical data. 
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(b) Numerical data and a surface fitting plot. 

Figure 5.30: The variation of m′′  along *
CL  and *

oD , denoted by (a) numerical data (red 

sphere) and (b) a non-linear surface fitting plot (rainbow palette), where adjusted R2 ≈ 

0.99528. 

The fit is shown in Figure 5.30(b), by implementing a nonlinear surface fit, with adjusted R2 

≈ 0.99528, showing a satisfying match with the numerical data. The fitting surface is expressed 

as: 

 
* *
o C0.66054 0.139660.01966 0.09191 1 1
0.39879 0.11482

D Lm erf erf
      − −′′ = + + +      

      
 , (5.8) 
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5.5.4 Temperature 

Before discussions, it is important to point out that the time duration used in Figure 5.31(a) and (b) 

is t = 3000 s, while it is t = 600 s in Figure 5.23, which causes slight discrepancies when being 

compared with each other. As the influence of LC is discussed in Section 5.4, only two typical LC 

values are presented in this section, which are LC = 0.14 m (lower than the flame height) and LC = 

1 m (higher than the flame height).  

When Do is small, the variation of object surface temperature along the axial direction is large, 

indicating an easier thermal penetration and dissipation in a slender object. Because of the 

interactions among different regions, the flame temperature distribution is altered accordingly, 

manifesting in the elongation of the flame region with an increase of Do. 

 When LC is small, the top of the object is located within the flame region, and hence, the 

surface temperature of the object increases with an increase of height. When LC exceeds the height 

of the flame region, both temperature decreases, and the temperature gradient along the axial 

direction is dependent on Do. 
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(a) LC = 0.14 m. 
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(b) LC = 1 m. 

Figure 5.31: Temperature of the object surface (solid) and flame (dotted) at different LC and 

Do, where t = 3000 s, LC is (a) 0.14 m and (b) 1 m, and Do = 0.0025 m, 0.005 m, 0.01 m, 0.02 

m, and 0.04 m. 

Such distribution is displayed in Figure 5.32. Interestingly, the temperature at the top of the 

object decreases as the Do increases, when LC = 0.14 m, while it increases with an increase in Do, 

when LC = 1 m. This is because when LC is small, there is insufficient heat used to heat the object, 

and hence, the increase of Do causes more thermal dissipation from the object. When LC is large, 

it takes advantage of being in the flame region having high temperature, and hence, the increase 

of Do facilities thermal penetration and storage in the object. 
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(a) 

 

(b) 

 

(c) 

 

(d) 
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(e) 

 

(f) 

 

(g) 

 

(h) 
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(i) 

 

(j) 

Figure 5.32: Temperature contour in liquid and object at t = 3000 s, where LC = 0.14 m and 

1 m, Do = 0.0025 m, 0.005 m, 0.01 m, 0.02 m, and 0.04 m, and the temperature bar ranges 

from 298.15 K to 1150.0 K. 

5.5.5 Heat flux from the hot gas 

Heat flux from the flame to the object along height is shown in Figure 5.33, with input parameters 

as: t = 3000 s, LC = 0.14 m and 1 m, and Do = 0.0025 m, 0.01 m, and 0.04 m. Recalling the 

discussion in Section 4.2.2.3, the total heat flux, gq , consists of convection, g,convq′′ , and radiation, 

g,radq′′ . 
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(a) LC = 0.14 m. 
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(b) LC = 1 m. 

Figure 5.33: Temperature of the object surface (solid) and flame (dotted) at different LC and 

Do, where t = 3000 s, LC is (a) 0.14 m and (b) 1 m, and Do = 0.0025 m, 0.01 m, and 0.04 m. 

At the height not very close to the liquid surface, g,radq′′ dominates due to the distinct 

temperature difference between the hot gas (flame) and object surface. When LC is small, the 

increase of Do from 0.0025 to 0.04 m facilitates higher total heat flux on the object, as shown in 

Figure 5.33(a). However, when LC is large, the increase of Do may not contribute to the increase 

of the peak heat flux. 

It is also interesting to note that the heat flux becomes negative when the collector height 

exceeds the flame height. Such finding corresponds to the temperature difference between the 

object surface and hot air at the same height, as shown in Figure 5.31. Besides the present model 



 

168 
 

setup, it is also reasonable to develop the situation due to the different thermal properties between 

the object and gas. 

5.6 Summary 

A computational model is developed, including interactions among all three phases (gas, liquid, 

and solid). The outputs are capable of predicting the MLR of the liquid and temperature 

distribution in object and liquid. After the model construction, three stages of validations are 

conducted, where the convergence is verified by checking the residue at interfaces and the energy 

imbalance for the domain. Meanwhile, the outputs are validated by comparing the results with the 

experimental data from the literature [17,75]. The model is considered verified because of small 

values, and the model is considered validated because of small discrepancies with the experimental 

data. After the model is verified and validated, two parametric studies are conducted to explore the 

influence of the object configurations on the pool fire. Results indicate the existence of the optimal 

length provided with the current model setup. Further analyses show that the MLR of liquid can 

be increased over 20 times, which is meaningful to the practical design. Furthermore, possible 

correlations are proposed based on the experimental data and numerical results to provide 

immediate solutions under specific configurations. 

 

  



 

169 
 

6 Conclusions 

6.1 Summary 

The present work investigates pool fire burning facilitated by subcooled nucleate boiling heat and 

mass transfer processes. Experimental and numerical approaches are both implemented, whose 

analyses prove that the pool fire burning rate is increased because of the additional thermal loop, 

allowing the interactions among gas (fire), liquid (fuel), and solid (object) regions. Especially after 

the immersed object surface temperature exceeds the saturation temperature of bulk liquid, the 

boiling initiates at the solid-liquid interfaces, further increasing the heat and mass transfer in liquid, 

the liquid vaporization rate, and the burning rate. More importantly, the pool fire burning is noticed 

to vary at different object configurations, and therefore, particular designs are considered to benefit 

the industrial applications. 

Experiments are conducted to study the interactions among regions:  

• Primary measurements include heat flux from the heated object to liquid, pool fire burning 

rate/mass loss rate (MLR) of liquid, and temperature of the surface of an object.  

• Meanwhile, such processes are characterized by various bubble phenomena dependent on heat 

flux, excess temperature, location, etc.  

• Qualitative and quantitative methods are used to diagnose the images of flame and bubbles. 

For flame images, the flame height at a steady state is determined by applying a threshold to 

binarize images based on visual observation. For bubble images captured by the cameras 

equipped at different locations, multiple information can be collected from the processed 

images, including departure frequency, distribution, number, size, velocity, etc. Analyses also 

suggest performing the bubble quantification in different regions.  
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• Furthermore, three stages of experiments are conducted to examine the object’s different 

configurations (inclination, immersion depth, and surface condition). Analyses show the 

existence of the optimal inclination angle because of the comparatively higher heat transfer 

coefficient and more efficient cooling effect. Subsequent analyses point out the inconsistency 

in MLR, as the increase of the immersion depth and the introduction of holes modify the 

surface condition.  

• In general, bubble diagnostic results match the measured data from several aspects:  

1. More vigorous bubble phenomena are found with higher heat fluxes and excess temperature 

cases.  

2. After introducing an immersed object, the appearance of bubbles and their corresponding 

behaviors are found to facilitate the heat and mass transfer processes and the liquid 

perturbance, which causes the increase in MLR.  

3. The inconsistency in MLR at different object configurations corresponds to bubble 

phenomena and bubble quantification results. 

A numerical model is built up and developed to predict the MLR of liquid and temperature 

distribution in object and liquid.  

• During the model construction, necessary assumptions and simplifications are required. The 

Finite Difference Method (FDM) discretizes the governing equations and boundary conditions. 

• Interactions among the three phases are coupled. The flame region is simulated as a hot gas 

phase region by specifying a temperature distribution according to empirical correlations, and 

it is coupled with the MLR of liquid. Unsteady energy equations in cylindrical polar 

coordinates are solved for the object and the liquid regions by following the procedures that 
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all heat from the heated interfaces is transferred to heat the liquid. After the liquid attains 

saturation, the extra heat is all used for vaporization.  

• Next, three stages of validations are performed, where the model is verified by checking the 

energy imbalance and is validated by comparing model outputs with the experimental data. 

•  Furthermore, two parametric studies are conducted to explore the potential optimal designs 

by varying the object configurations (length of the collector and diameter of the object). 

According to the MLR of liquid and the temperature distribution in the object and flame, as 

the length of the collector increases, the influence of the object is initially found to increase. 

After that, it attains the maximum, where the optimal length exists. Further analyses show that 

the MLR of liquid can ideally be increased over 20 times if provided with appropriate object 

configurations.  

• In addition, by using the experimental and numerical data, two types of empirical correlations 

are proposed, which are capable of providing immediate solutions under specific 

configurations. 

Different configurations of the object are explored in this work:  

• Optimal designs are reported while varying inclinations of the object and lengths of the 

collector. Meanwhile, variations are noticed in the MLR, temperature distribution, and bubble 

phenomena by varying immersion depth, surface condition, and diameter of the object.  

• Such findings can be implemented in the practical design. More importantly, by following the 

techniques and procedures in this work, more potential optimal designs can be sought and 

examined, whose outcomes will improve the Flame RefluxerTM technique and effectively 

solve real-world oil spills issues. 
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6.2 Future works 

Based on the summary of the present work, selected future works are summarized as follows: 

• More configurations are expected to be examined via both experimental and numerical 

methods to further the investigation of the thermal loop and provide more comprehensive 

solutions to the optimal design in complex scenarios. 

• Systematically temperature measurements in fire, object, and liquid during experiments would 

provide additional data for validating the numerical model. 

• A more precise cell load would be helpful to eliminate the error, especially for the cases having 

small immersed objects. 

• Instead of solely focusing on the particular region, bubble quantification techniques need to 

be developed to diagnose the bubble phenomena in multiple regions.  

• The simplified numerical model needs further examination to ensure it can be validated by 

future experiments where different object configurations are varied. 

• In the flame region, gas properties are currently based on the air in the current model. 

Therefore, it would also be reasonable to consider the mixture properties of the combustion 

products. 

• The numerical model requires further development from different aspects. For example, the 

temperature at the solid-liquid interface is currently limited to the saturation temperature of 

the liquid. Even though the heat flux caused by such limitation is used to evaluate the mass 

loss rate, there should still be discrepancies at the interface due to the variation of the liquid 

properties. Therefore, to better explore the scenarios at the interface, the temperature limit (at 

the object side) needs to be re-evaluated. As a result of this, it is also reasonable to consider 
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the variation of liquid thermal properties at the interface influenced by the vaporization and 

the boiling curve. 

• Current correlations need to be further developed for better uses in complicated scenarios 

based on the data from future experiments and numerical models.  
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Appendices 

Appendix A temperature-resistance calibration 

The direct temperature measurement on the wire surface using thermocouples is not easy, because 

of the small contact area and the additional electrical impact. To handle this, an alternative method 

proposed by Nukiyama [34] is implemented. This technique relates the surface temperature of wire 

with its electrical resistance via measurements. 

A calibration experiment is performed, by immersing a test wire in a canola oil bath. The oil 

is gradually heated using a thermal plate placed at the bottom, and the oil is gently and 

intermittently stirred to ensure a uniform distribution of temperature. The oil temperature, T, is 

recorded via a thermocouple, and the wire resistance, R, is reordered via a multimeter. As the 

heating process is comparatively steady, the oil temperature can be regarded as the wire 

temperature, T.  

The relationship between the wire temperature and its resistance is depicted in Figure A.1, 

where two trials are included. According to the linear fitting, when the oil temperature lies between 

50 °C and 150 °C, the temperature-resistance calibration can be expressed as: 

 0R T Rϖ= + , (A.1) 

where ω ≈ 0.00235 Ω/°C is the slope, representing the temperature-resistance coefficient, and R0 

is the y-intercept, representing the resistance at T = 50 °C. 
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Figure A.1: The temperature-resistance calibration, where circular symbols denote 

experimental data, and lines represent their corresponding linear fitting. The liquid 

temperature ranges from 50 to 150 °C. 

Furthermore, two important points need to be followed when determining the wire 

temperature: 

1. Due to the temperature difference in the interior of the wire, ΔTw, the surface temperature of a 

wire, Ts, needs to be further corrected by considering the thermal conduction, which is given by: 

 w s
w4

UIT T T
lkπ

∆ = − = , (A.2) 

where kw is the thermal conductivity of nichrome. 

2. Before each experiment, the wire surface is carefully cleaned to remove potential residues. 

 



 

176 
 

Appendix B Energy imbalance at interfaces 

As discussed in Section 4.5, derivations of the 1
, GE

n
i jT + summarized in Table 4.2 and Table 4.3 are 

shown below. 

B.1 Solid side 

1. Interface 2: i = 1 to M1 - 1, j = N0 

For the discretization at interface 2, the central difference method is implemented in the radial 

direction, and the forward difference method is implemented in the axial direction. The 

temperature at node (i, j) is given by: 
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 (B.1) 

Therefore, the ratio of residue for the object side, oγ , at the interface 2 is given by: 

 
( )1, 1, 1

, o o 1, 1, , 1 , 2 , 3 ,

o 1
,

5 4
2

100%

n n
i j i jn n n n n n n

i j i j i j i j i j i j i j

n
i j

T T
T T T T T T T

i
T

λ λ
γ

+ − +
+ − + + +

+

 −
+ + + − + − −  

 = × , (B.2) 

2. Node (M1, N0) 
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For the discretization at the corner node (M1, N0), the backward difference method is implemented 

in the radial direction, and the forward difference method is implemented in the axial direction. 

The temperature at the node (M1, N0) is given by: 

( ) ( ) ( ) ( )

1
, , , 1, 2, , 1, 2, 3, , , 1 , 2 , 3o

o o2 2

, 1, 2,1
, , o o , 1, 2,

3 4 2 5 4 2 5 4
2

3 4
2 5 4

2

n n n n n n n n n n n n n
i j i j i j i j i j i j i j i j i j i j i j i j i j

n n n
i j i j i jn n n n n

i j i j i j i j i j

T T T T T T T T T T T T T
t i r r r z

T T T
T T T T T

i

α α α

λ λ

+
− − − − − + + +

− −+
− −

− − + − + − − + −
= + +

∆ ∆ ∆ ∆ ∆

 − +
⇒ = + + − +  

 
( ) ( )

( )

( )

3, o , , 1 , 2 , 3

1, 2,
o o o , o o 1, 2, 3,

o , 1 , 2 , 3

2 5 4

43           1 2 2 5 4
2 2

              5 4

3           1
2

n n n n n
i j i j i j i j i j

n n
i j i jn n n n

i j i j i j i j

n n n
i j i j i j

T T T T T

T T
T T T T

i i

T T T

i

λ

λ λ λ λ λ

λ

− + + +

− −
− − −

+ + +

− + − + −

 − + = + + + + + − + −       

+ − + −

= + ( )1, 2,
o o , o o 1, 2, 3, , 1 , 2 , 3

4
4 5 4 5 4

2

n n
i j i jn n n n n n n

i j i j i j i j i j i j i j

T T
T T T T T T T

i
λ λ λ λ− −

− − − + + +

 − + + + + − + − − + −       

, (B.3) 

Therefore, the ratio of residue for the object side, oγ , at the node (M1, N0) is given by: 
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3. Node (0, N0) 

By applying the L’Hospital rule [84], the Eq. (4.56) is developed as: 

 
2 2

o o2 22 , when 0T T T r
t r z

α α∂ ∂ ∂
= + →
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, (B.5) 

For the discretization at the corner node (0, N0), the central difference method is implemented 

in the radial direction, and the forward difference method is implemented in the axial direction. 

The temperature at the node (0, N0) is given by: 
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 at the axis. 

Therefore, the ratio of residue for the object side, oγ , at the node (0, N0) is given by: 
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B.2 Liquid side 

1. Interface 1: i = M1, j = N0 + 1 to N1 

For the discretization at interface 1, the forward difference method is implemented in the radial 

direction, and the central difference method is implemented in the axial direction. The temperature 

at node (i, j) is given by: 

( ) ( ) ( ) ( )

( )

1
, , , 1, 2, , 1, 2, 3, , 1 , , 1l

l l2 2

, +1, +2,1
, , l l , 1, 2, 3,

3 4 2 5 4 2
2

3 4
2 5 4

2

n n n n n n n n n n n n
i j i j i j i j i j i j i j i j i j i j i j i j

n n n
i j i j i jn n n n n n

i j i j i j i j i j i j

T T T T T T T T T T T T
t i r r r z

T T T
T T T T T T

i

α α α

λ λ

+
+ + + + + + −

+
+ + +

− − + − − + − − +
= + +

∆ ∆ ∆ ∆ ∆

 − + −
⇒ = + + − + −  

 
( )

( ) ( )

l , 1 , , 1

1, 2,
l l l , l l 1, 2, 3, l , 1 , 1

1, 2,
l , l

2

43           1 2 2 5 4
2 2

43           1
2 2

n n n
i j i j i j

n n
i j i jn n n n n n

i j i j i j i j i j i j

n n
i j i jn

i j

T T T

T T
T T T T T T

i i

T T
T

i i

λ

λ λ λ λ λ λ

λ λ λ

+ −

+ +
+ + + + −

+ +

+ − +

 − = − + − + + − + − + +       
 − = − + +       

( )l 1, 2, 3, , 1 , 15 4n n n n n
i j i j i j i j i jT T T T T+ + + + −− + − + +

, (B.8) 

Therefore, the ratio of residue for the liquid side, lγ , at the interface 1 is given by: 
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2. Interface 2: i = 1 to M1 - 1, j = N0 

For the discretization at interface 2, the central difference method is implemented in the radial 

direction, and the backward difference method is implemented in the axial direction. The 

temperature at node (i, j) is given by: 
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Therefore, the ratio of residue for the liquid side, lγ , at the interface 2 is given by: 
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3. Node (M1, N0) 

For the discretization at the corner node (M1, N0), the forward difference method is implemented 

in the radial direction, and the backward difference method is implemented in the axial direction. 

The temperature at the node (M1, N0) is given by: 
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Therefore, the ratio of residue for the liquid side, lγ , at the node (M1, N0) is given by: 
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4. Node (0, N0) 

By applying the L’Hospital rule [84], the Eq. (4.56) is developed as: 
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For the discretization at the corner node (0, N0), the central difference method is implemented 

in the radial direction, and the backward difference method is implemented in the axial direction. 

The temperature at the node (0, N0) is given by: 
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where 1, 1,
n n
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 at the axis. 

Therefore, the ratio of residue for the liquid side, lγ , at the node (0, N0) is given by: 
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