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ABSTRACT

Traumatic Brain Injury (TBI) can have long-lasting effects and possibly cause life-long disabil-
ity of patients, creating a huge economic and social burden. Many TBI patients do not get early and
adequate medical care. Sensor-rich, ubiquitously owned smartphones can now be used to passively
sense a wide range of ailments, facilitating continuous monitoring of patients and high-risk groups
in the real world. In this thesis, we propose a Deep learning approach for distinguishing smartphone
users with TBI from health controls within 24-hours of the injury. Our method analyzes smartphone
sensor data by first utilizing Deep embedded clustering to identify user clusters with similar smart-
phone sensed behaviors. Extreme Gradient based outlier detection is then employed on each of the
identified clusters to predict users with TBI. In rigorous evaluation, our method achieves a balanced
accuracy of 88% and a sensitivity of 74%. Our proposed method can flag smartphone users with
TBI, enabling them to receive early medical attention and improve their prognostic outlook.
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CHAPTER 1

Introduction

Traumatic Brain Injury (TBI) as the name suggests usually refers to a severe impact or blow to the

head or body. Traumatic Brain Injury can be categorized into Mild Traumatic Brain Injury, Moder-

ate Traumatic Brain Injury and Severe Traumatic Brain injury. Mild and Moderate Traumatic brain

injury may have a temporary impact on the brain cells whereas Severe Traumatic Brain Injuries have

long term impacts such as bleeding, tear or bruising to the brain, risk of hypotension, hypoxaemia,

and brain swelling which could potentially result in death [4][5].

1.1 Causes and Symptoms

The most common cause of TBI are falls, which account to nearly half(47.2%) of all TBI related

hospitalizations as shown in Fig 1.1. This percentage increases to 49% and 81% in TBI related

visits for children below 17 and older adults above 65 respectively [6]. Some of the other causes are

Motor Vehicle Crashes, Assault, Struck by/against objects and self-harm.

Self-Harm, 0.8

Figure 1.1: Percentage of TBI related emergency visits, hospitalizations and death by cause of injury
[1].
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The symptoms of TBI may appear immediately after the injury or may appear much later and

can last from few minutes to lifetime depending on the severity of the injury. These symptoms can

be broadly classified into four categories as listed below:

• Thinking/ Remembering: Difficulty thinking/concentrating/remembering and periods of un-

consciousness [7][8].

• Physical symptoms: Nausea or Vomiting, Sensitivity to noise and light, Headache, Imbal-

ance, Blurred vision [7][8].

• Emotional Symptoms: Nervousness, irritability, emotional imbalance and anxiety [7].

• Sleep: Improper/ Less/ More sleep than usual [7].

1.2 Prevalence of TBI

In the US alone there was around 2.8 million TBI related diagnosis in 2014 of which nearly 2.5

million TBI-related ED visits, 282,000 TBI-related hospitalizations, and 56,000 TBI-related deaths

which is around 53% more than the that in 2006 [1][6]. On an average around 155 people died

of injuries that include TBI everyday contributing to nearly one-third(30.5%) of all injury related

deaths [6][9]. Most survivors live with significant disabilities, resulting in a huge economic burden

[10]. Around $76.5 billion is spent in direct and indirect cost of TBI in the US annually of which

over $1 billion is towards Pediatric TBI [11][12]. TBI has a huge impact on the United States

military affecting 375,230 military personal between 2000-2017 [13]. These estimates of TBI are

much higher when non-hospitalized cases are considered [14]. They go unnoticed because children

below 14 and adults over 65 are more likely to sustain TBI and the symptoms of which correlate

with those from old-age and playground related injuries are not often reported by children [9].

1.3 Traditional TBI measurement and detection techniques

The commonly used techniques to detect TBI can be categorized into two categories:

• Medical Imaging : Imaging tests like Computerized Tomography (CT) or Magnetic Reso-

nance Imaging (MRI) are used to identify TBI, but are not frequently used due to their high

costs. Other types of imaging include Inflammation Imaging, Metabolism Imaging and Tau

protein Imaging [15][16][17].
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• Health Assessment questionnaires : Glasgow Coma Scale evaluates a user and categorize

them into groups based on the ability to speak, move and open eyes [15][16]. User’s with

a GCS score of 13 to 15 are categorized to have Mild TBI, 9 to 12 have Moderate TBI

and less than 8 to have Severe TBI [18]. Another commonly used assessment is Automated

Neuropsychological Assessment Metrics, which assess a users concentration, reaction time,

recollection and attention [19].

1.4 The need for passive continuous TBI monitoring

Millions of people globally experience TBI, but are not diagnosed with TBI or get diagnosed much

later [20]. This substantiates the need for a passive monitoring to identify TBI, with it being the

leading cause of death among young adults [21]. This enforces the need for a passive surveillance

system to analyze user behaviour and detect the possibility of a user to have TBI. With nearly 90%

of the US population having smartphones, it presents a passive and affordable means of monitoring

[22]. Most smartphones today are equipped with motion sensors(accelerometer, gyroscope, gps and

proximity), light sensors, audio and video, sms and calls and application usage logs that encapsu-

late users social behaviour [23].They have processing capabilities in par with laptops to run high

intensive computational tasks. This type of passive sensing has been employed in understanding

human behaviour [24] and in identifying respiratory problems [25], influenza [26], parkinson’s [27]

and depression [28]. With increasing capabilities of the smartphone and its sensors, the passively

collected data provides great leverage to perform modelling on and to identify underlying patterns.

This can be employed to identify users with TBI using passively sensed smartphone sensor data

without requiring any test that are conventionally used to detect TBI as users tend to not take some

injuries seriously. This is beneficial as early detection and treatment of TBI reduces the risk and the

financial burden on user’s[29].

1.5 Our Approach: Passive smartphone sensing of TBI

The primary goal of this work is to identify and flag user’s who could possibly be suffering from TBI

as early as 24 hours from when they sustained an injury to their head. In this work we estimate if an

individual sustains TBI based on mobility patterns from Accelerometer and Pedometer, movement

patterns from Location and Altitude sensors, smartphone usage patterns from Gyroscope, Accessi-
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bility and Battery State sensors .

Passive Sensing using User Smartphone sensors

T T+24 hours

Does the user have TBI ?

Figure 1.2: Detection Scenario : Users who have TBI are detected as soon as 24 hours from the
injury.

We propose a novel framework for TBI prediction, which uses Deep Clustering to identify

sub-groups of users with similar smartphone sensor patterns, for eg. users with high movement

and mobility patterns are clustered together and users with low mobility and movement patterns

together. Semi-Supervised Anomaly detection technique XGBOD, which uses boosting technique

to identify anomalies is applied at the cluster level to identify TBI. We achieves a balanced accuracy

of 88% and sensitivity of 74%.

1.6 Prior Work on TBI using smartphone

Pupil dilation based assessment of Pupillary Light Reflex (PLR) uses PupilScreen box and CNN to

identify the severity of TBI in users. It uses a smartphone placed in the PupilScreen box aligned in a

way that the flash of the smartphone is aligned with neutral density filter and diffuser. Our approach

is passive, does not require active user involvement, additional hardware or setup, and accurately

identifies TBI from passively gathered smartphone sensor data with a sensitivity of 74% balanced

accuracy of 88%[2].

1.7 Contribution

These are the key contributions of our work:

1. We propose a novel framework, a deep-clustering based anomaly detection framework that

precisely identifies users with possible TBI, a day after the injury using the smartphone sensor

data.
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2. We extract a rich set of statistical features along with hand crafted features that were identified

to be useful on smartphone sensors in understanding user behaviour.

3. We deploy deep embedded clustering to segment users into homogeneous groups based on

their smartphone usage. Here, we use a Auto-encoder module to perform dimensionality

reduction and the loss function used is a combination of reconstruction loss and cluster as-

signment hardening loss.

4. We then identify users with TBI by classifying each identified cluster using XGBOD, a semi-

supervised framework that employs gradient boosting based outlier detection.

5. We demonstrate through rigorous evaluations that our work attains a balance accuracy of 88%

and sensitivity of 74% in detecting TBI in user’s as early as 24 hours from the injury.

1.8 Thesis Roadmap

The remainder of the thesis is organized as follows. Sections II and III discuss related work and

the background of the techniques used in our work. In the next section we give an overview of

the dataset used and in Section V, the process of featurization from smartphone sensor data and

implementation details of the our approach are discussed. In Section VI, we present the results of

the experiments followed by discussion and conclusion in Section VII and Section VIII.
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CHAPTER 2

Related Research

2.1 Smartphone based health sensing

With advancement in the number and the quality of sensors embedded to smartphones increasing,

there have been abundance of research in understanding user behaviour [30] and predicting the

health state such as influenza [31][26], zika, chikungunya and dengue virus[32], pulmonary dis-

ease[25], parkinson’s [33], depression [28][34] and user moods [35][36] by analyzing the user’s

smartphone usage patterns. More recent research focus on calculating the possible risk of an in-

dividual to be affected by infectious disease and tracing the spread of an infectious disease in a

community [37]. The Proximity Index is a risk index that identifies patients at high risk of COVID-

19 infection in order to alert them by analyzing density and distances to those nearby who are

infected [38]. To the best of our knowledge, our work is the first to propose a smartphone sensor’s

based detection of TBI among users within a day from the injury.

2.2 Mobile-health based TBI monitoring

In some prior-work researchers have tried to understand the process of recovery and quantify them

among users with TBI using mobile based applications. While most of these focus on providing

self-care support to users based on daily questionnaires to access a users status through sms [39] or

by weekly meeting with coaches [40]. The work by J.Shannon et al tracks mood-related symptoms

post TBI by a smartphone application and accessing its compliance with Ecological Monetary as-

sessment (EMA)[41]. Though all these work track the recovery phase of TBI, our work pertains to

identifying the presence of TBI passively, so that the user gets immediate assistance that is required

without any specific user involvement.

2.3 PupilScreen: Smartphone based TBI detection

This work focuses on detecting the presence of TBI before reaching the ER using a smartphone

application and a PupilScreen box [2]. This works by measuring the Pupillary Light reflex by

directing the smartphone flashlight to the eye and recording the response through the camera. This

recorded data is then processed using a fully connected Convolutional neural network to infer the

6



Figure 2.1: Pupil Screen box as described by Mariakakis et al [2]

diameter of the pupil. Though PupilScreen identifies the diameter of the pupil with a median error

of 0.3mm, it requires a separate set up in the form of a PupilScreen box as shown in Fig. 2.1. Our

work overcomes this obstacle by identifying the presence of TBI by analysing the passively sensed

smartphone sensor data without any user involvement.

Other similar work were done by Lindsey [42], who identified involuntary pupil movement to

correlate with TBI and Maruta et al. [43][44] tracked the gaze positional error with reference to the

target and identified that for users with TBI, this variability increased.
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CHAPTER 3

Background

3.1 Deep Embedded Clustering

We deploy Deep Embedded clustering to identify users with similar smartphone behaviour. By do-

ing so, we restrict clusters to have users with similar smartphone usage behaviours, which improves

the chances for the model to identify an anomalous behaviour from the regular one. We utilize Deep

embedded clustering because it clusters on the latent space, which encapsulates all the information

rather than the actual raw sensor data that are of extremely high dimensions. Deep embedded clus-

tering uses a joint loss function consisting of reconstruction loss from the auto-encoder and cluster

assignment hardening loss [45]. We initialize the parameters of the encoder and the decoder by

pre-training using the reconstruction loss. After pre-training, the decoder module is discarded and

the encoder module is fine tuned along with the KL divergence between soft cluster assignment and

auxiliary distribution as shown in Eqn 5.8.

min∑
i

∑
j

pi jlog
pi j

qi j
(3.1)

where, pi j and qi j are given by,

pi j =

qi
2
j

f j

∑ j′
qi
′2
j

f ′j

(3.2)

qi j =
(1+ ||zi−µ j||2/α)−(α+1/)2

∑ j′(1+ ||zi−µ ′j||2/α)−(α+1/)2 (3.3)

Here, the degree of freedom α set to 1.

3.2 Extreme Boosting Based Outlier Detection

We utilize Extreme Boosting Based Outlier Detection (XGBOD) to accurately identify users with

TBI. It is modelled exclusively on the different clusters of users identified by the clustering module.

XGBOD is a semi-supervised outlier detection technique with unsupervised representation learning.

XGBOD operates in three stages as shown in Fig 3.1 below.
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Figure 3.1: Architecture of XGBOD.[3].

In the first stage, unsupervised outlier detection techniques are used to extract learned repre-

sentations of the input raw sensor data. This is done by applying outlier scoring functions to the

original data as shown in Eqn. 3.4.

φ(X) = [φ1(X)T , ........,φk(X)T ] (3.4)

In the next stage, the augmented feature space is created by applying greedy techniques to keep

useful representations from original and learned representation of data as given by Eqn. 3.5.

Feature Spacenew = [X ,φ1(X)] (3.5)

In the final stage XGBoost[46], a supervised, scalable tree boosting technique is applied to

identify the outliers on the new set of features.
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CHAPTER 4

Dataset Description

We use the dataset gathered from the Kryptowire application. The data gathering process is ongoing

with new users being recruited frequently. Uses were initially recruited through Google Ads and

facebook and later through Prolific and mTurk. The inclusion and exclusion criteria for the subjects

are listed below:

Inclusion criteria:

• Individuals 19 and over, English speaker, own a smart phone (iPhone or Android) with a data

plan and Wi-Fi or 3G/4G capabilities, and be the primary user of the phone.

Exclusion criteria:

• Under 19 years or does not own a smart phone with Wi-Fi or 3G/4G capability

• Non-English speaker

• Unable to provide informed consent.

• Use of a VPN (virtual private network)

• Bad actors/fraudulent enrollees were identified based on failure across multiple verification

procedures (e.g. VPN usage, inability to provide sensor data, CAPTCHA completion) and

will be removed from the study.

Figure 4.1: Overview of the surveys taken by users.

Each user is a part of the data collection process for a period of 12 weeks during which smart-

phone sensor data is passively collected along with users responding to different surveys everyday

10



over the course of their participation in the study as represented by different colours in Fig. 4.1.

Figure 4.2: Left: Distribution of users by category. Right:Age wise distribution of users who re-
ported their age during the start of the survey.

The subset of users considered in our work comprises of 375 users, of which around two-thirds

were female and one-thirds male. The split of the users with TBI from the users considered is

shown in Fig. 4.2. These users were identified based on the user responses to the survey questions

highlighted in Table 4.1. The users considered in our work belonged to a variety of age groups as

shown in Fig. 4.2 Participants under consideration were all iOS users and smartphone sensor data

was passively collected from these devices. Smartphone sensors were polled every second and user

had the option to turn off the polling.

Survey Question (as shown on mobile phone)

Were you in any accidents this week?

Did you hit your head at all this week?

Did you become unconscious due to the injury?

What day did it happen?

Did you see a doctor for your head injury?

Did the doctor say you have a concussion?

Table 4.1: Survey Questionnaire used to get ground truth labels.

The mobile sensor data collected were X-axis, Y-axis and Z-axis values along with timestamp

11



from Accelerometer, Gyroscope and Magnetometer. The other sensor data gathered were pres-

sure and altitude, battery state, accessibility features(Assistive Touch, Bold Text,Closed Captioning,

Darker System Colors, Voice over, Mono System Audio, Reduced Transparency, Shake to Undo,

Speaking the screen, Speaking the selection and Switch control) that were turned on and the pe-

dometer app logs.
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CHAPTER 5

Methodology

The proposed framework consists of three non-overlapping, sequential components.

• Feature Extraction: In the first part, we compartmentalize the raw sensor data into buckets

of fixed window sizes and extract statistical features and derived features over each buckets.

• Deep Clustering: In the next section, the featurized user smartphone sensor data is used to

categorize users into disjoint groups or clusters based on their smartphone usage patterns.

This is achieved through deep embedded clustering which uses a feed forward auto-encoder

to perform dimensionality reduction and optimizes on the joint loss function of reconstruction

loss and cluster assignment hardening loss.

• Cluster Specific Anomaly detection: In the last phase we perform anomaly detection on

each cluster of users using Extreme Gradient Boosting Outlier detection to identify users

with TBI. The overview of the workflow is shown in Fig. 5.1

Data
segmentation

and featurization

Statistical
features

Derived features

Deep embedded
clustering on
sensor data

User clusters based on smartphone usage

Extreme boosting based
anomaly detection

Yes/
TBI

No/
Healthy

Evaluate

Figure 5.1: Overview of our approach.
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5.1 Feature Extraction

Features of two kinds namely statistical features and derived features are extracted based on the

type of sensors. These features are computed bi-hourly for 24 hours with 50% overlap between

the windows. For example, each feature is extracted from 00:00-01:59(timestep 1), next 01:00-

02:59(timestep 2) and next between 02:00-03:59(timestep 3) and so on until 10:00-11:59(timestep

n). The process of of featurization is outlined in Fig. 5.2 below.

Sensor data with
 50% overlap.

Raw sensor data

Statistical and derived
features at timestep 1

Statistical and derived
features at timestep 2

Statistical and derived
features at timestep 3

Statistical and derived
features at timestep n

bihourly  segmentation 

Figure 5.2: Process of data segmentation and featurization

5.1.1 Statistical Features and Derived Features

Statistical featurization provides meaningful information from the raw sensor data. They depict

the raw sensor data in a high level format. Performing statistical featurization on sensors such as

Accelerometer, Gyroscope and Magnetometer assist in understanding the general behaviour of the

user’s and the actions performed by them. The various statistical features we extract are described

as follows:

• Mean: Mean or average is the sum of a collection divided by the number of elements in that

collection.

µ =
1
N

N

∑
i=1

xi (5.1)

• Variance: Variance is the expectation of the squared deviation of a random variable from its

mean.

σ
2 =

1
N

[
∑(x−µ)2

]
(5.2)

14



SENSOR FEATURE FEATURE DESCRIPTION

Accelerometer

Gyroscope

Magnetometer

Mean Mean value of X-axis, Y-axis and Z-axis separately

Variance Variance in data along X-axis, Y-axis and Z-axis separately

Standard Deviation Standard deviation along X-axis, Y-axis and Z-axis separately

Skewness Skewness in X-axis, Y-axis and Z-axis separately

Kurtosis Kurtosis of X-axis, Y-axis and Z-axis separately

Inter-quantile range IQR among X-axis, Y-axis and Z-axis separately

Accessibility

features

Assistive Touch, Bold Text, Closed

Captioning, Darker System colors,

Voice over, Mono System Audio,

Reduced Transparency, Shake to

Undo, Speaking the screen, Speaking

the selection and Switch control

These accessibility features were recorded if they

were turned on-1 or off-0 *

Battery state
Battery level The average battery level in the timeframe

Battery Consumption Total battery consumed in the timeframe *

Altitude
Mean Average altitude and average pressure

Variance Variance in altitude and pressure

Table 5.1: List of features generated from sensor data. * represents derived features.

• Standard Deviation: Standard deviation is a measure of variation of a set of values.

σ =

√
1

N−1

N

∑
i=1

(xi−µ)2 (5.3)

• Skewness: Skewness is a measure of asymmetry of a probability distribution.

Skewness =
1
N

N

∑
i=1

(
xi−µ

σ

)3

(5.4)

• Kurtosis: Kurtosis is a measure of how outlier prone a distribution is.

Kurtosis =
1
N

N

∑
i=1

(
xi−µ

σ

)4

(5.5)
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• Interquartile range: Interquartile range is a measure of the statistical dispersion of the data.

IQR =
3

4(n+1)
th term− 1

4(n+1)
th term (5.6)

The derived features provide additional insights in a straightforward manner unlike raw sensors

which have these information encapsulated in them providing better context.

• Residual Step length:

Residual Step length =
distance

number of steps
(5.7)

• Average gait velocity:

Average gait velocity =
Average steps per sec

step length
(5.8)

SENSOR MEASURE FEATURE DESCRIPTION

Pedometer

Number Of Steps

Sum Total number of steps

Mean Average number of stems

Variance Variance among number of steps

Standard deviation Standard deviation in steps taken

Skewness Skewness of number of steps taken

Kurtosis Kurtosis of steps taken

Inter-Quantile range IQR of steps taken

Residual step length Average stride length*

Average gait velocity Ratio of number of steps to step length*

Active pace Mean Average active pace

Distance
Sum Total distance covered on foot

Mean Average distance covered on foot

Table 5.2: Pedometer features generated from raw sensor data. * represents derived features.
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5.2 Deep Clustering

We perform Deep embedded clustering on the featurized data to segment users into distinct clusters

based on their smartphone usage patterns as shown in Fig. 5.3. By clustering users with similar us-

age patterns, it is easy for anomaly detection technique to identify a change from normal behaviour.

This phase consist of two modules: The auto encoder module and clustering module which inter-

nally operates in two sub modules namely, parameter initialization and parameter optimization.

Latent space
representation

Latent space
representation

In
pu

t d
at

a 

R
econstructed data

 

Encoder Decoder

Figure 5.3: Segmentation of users by Deep embedded clustering

5.2.1 Parameter initialization

We set up the feed forward auto encoder to obtain a latent space representation with reduced dimen-

sions. We input the data xt at time t to the encoder with four dense layers that generate the lower

dimensional latent space representation and the decoder tries to reconstruct the input from the latent

space and outputs x′t . The auto encoder uses relu activation function and at each step the encoder

tries to reduce the dimension of the data from the current state to the next state, whereas the decoder

tries to bring back the data to a higher dimension by reconstructing it. We stop training when we

minimize the reconstruction loss which is the difference between the input data and reconstructed

data and obtain the parameter θ of the trained network.
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Lr = |xi− x′i|2 (5.9)

To initialize the cluster centroids, C j(where j=1,2,...no of clusters) we deploy K-means algo-

rithm on the lower dimensional latent space representation of the input data.

5.2.2 Parameter optimization

Once the autoencoder is initialized by minimizing the reconstruction loss, the decoder is discarded

and the model is optimized by minimizing the KL divergence loss between the auxiliary distribution

P and soft cluster assignments Q as shown in Eqn. 5.10.

Lc = KL(P||Q) = min∑
i

∑
j

pi jlog
pi j

qi j
(5.10)

We then jointly optimize the cluster centroids C j and the parameters of the autoencoder θ by

applying Stochastic Gradient with momentum as a tuneable parameter γ . The final loss function is

given below in Eqn. 5.11.

L = Lr + γLc (5.11)

Cluster Specific data

+

Outlier Scoring
function 1

Outlier Scoring
function 2

Outlier Scoring
function 3

Outlier Scoring
function k

TOS 1

TOS 2

TOS 3

TOS k

Final data

XGBoost

Yes/
TBI

No/
Healthy

Figure 5.4: Process of data segmentation and featurization

5.3 Cluster specific Anomaly detection

Data from each clusters C j where j ∈ [0,1, ...no o f clusters] is fed to the Extreme Gradient Boosting

based Outlier detection(XGBOD) framework. We input the learned representations from the auto

18



encoder x′t where x′t ∈C j . XGBOD applies outlier scoring function which maps the input data to

a Transformed Outlier Score(TOS). We have k Transformed outlier scores, where k is the number

of scoring functions used. We then perform greedy selection on these features and combine with x′t

to get the final data Xt . On Xt we apply XGBoost to perform binary classification as shown in Fig.

5.4[46].
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CHAPTER 6

Results and Evaluation

6.1 Evaluation Metrics

We evaluated our approach using the following metrics:

• Balanced accuracy (BAC), calculated as BAC = T P/(T P+FN)+T N/(T N+FP)
2 .

• Sensitivity or True Positive Rate (TPR) , calculated as T P = T P
T P+FN .

• Specificity or True Negative Rate (TNR) , calculated as T N = T N
T N+FP .

6.2 Experiments

We implement our proposed framework using passively sensed sensor data to identify users with

TBI on data collected by Kryptowire and evaluate them on Balanced accuracy, Sensitivity or True

positive rate and Specificity or True negative rate. The experiments are set up in a way that we

use baseline models to identify the optimal window sizes and compare them against an overlapping

window of 50%. We then experiment on variety of clustering techniques and evaluate the clusters

and the performance of the models with and without clustering.

6.2.1 Experiment 1: Determining optimal window size

We analyze the performance of classifiers across different window sizes such as bi-hourly, six-

hourly, twelve-hourly and twenty four-hourly. From Table 6.1 it is evident that Bi-hourly outper-

formed all the other windows. Twelve and Twenty four hour windows performed poorly predicting

the majority class.

Window size BAC TPR TNR FPR FNR

Bi-hourly(MLP) 0.7 0.5 0.956 0.041 0.5

6-hourly(XGBOD) 0.616 0.333 0.898 0.102 0.667

12-hourly(XGBOD) 0.5 0 1 0 1

24-hourly(XGBOD) 0.5 0 1 0 1

Table 6.1: Comparison of different window sizes.
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6.2.2 Experiment 2: Determining optimal overlap

We compare the performance of classifiers with different overlap percentages using the best window

size(bi-hourly) identified in our previous experiments. It is inferred that an overlap percentage of

50% outperforms the classifiers modelled on data with 33% overlap as shown in Table 6.2.

Window size BAC TPR TNR FPR FNR

Overlap 33% 0.7374 0.5 0.9748 0.0252 0.5

Overlap 50% 0.6276 0.28 0.9667 0.033 0.72

Table 6.2: Comparison of different overlap percentage.

Figure 6.1: Comparison of models with non-overlapping and overlapping windows.
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6.2.3 Experiment 3: Non-overlapping window vs Overlapping window

When we compare the performance of models with the best window size(bi-hourly) identified from

the above experiment against overlapping windows with 50% overlap, we observed that overlapping

window with 50% overlap performs better than non-overlapping windows as shown in Fig. 6.1. For

all the classifiers used the balanced accuracy and the sensitivity of models with overlapping windows

outperformed the models without overlap. When we compare against specificity the models with

overlapping window were on par or better than the once without overlap.

6.2.4 Experiment 3: Impact of Clustering

We perform the remainder of the experiments with an overlap of 50% between windows. We ex-

periment without clustering to set up baselines to compare against the models with clustering. The

Table 6.3 below shows the performance of models in the absence of any clustering techniques.

Classifier BAC TPR TNR FPR FNR

MLP 0.7374 0.5 0.9748 0.0252 0.5

RF 0.5 0 1 0 1

SGD 0.5 0 1 0 1

XGBOD 0.653 0.333 0.972 0.028 0.667

XGBoost 0.583 0.167 1 0 0.833

Table 6.3: Performance of machine learning models without clustering.

We experimented with different clustering techniques, by clustering the users into non-overlapping

subsets based on their smartphone sensor data and performing modelling on them. We infer from the

Fig. 6.2 below that the clusters formed are tight and distinct while projected down to 2-dimensions.

Figure 6.2: t-sne visualization of the clusters formed.
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We compare K-means clustering, Spectral clustering, MeanShift clustering and Deep Embedded

clustering with different classifiers using the same seed, so that we can evaluate the performance

of different classifier given a clustering algorithm and the performance of different clustering algo-

rithms given a classifier. We observed that Deep Embedded clustering had the best results across all

classifiers when compared against balanced accuracy and sensitivity or True positive rate.

Classifier Cluster BAC TPR TNR FPR FNR

MLP

DEC 0.7962 0.6 0.9923 0.0077 0.4

kmeans 0.733 0.4834 0.983 0.017 0.5166

meanshift 0.7534 0.5334 0.9732 0.0268 0.4666

spectral 0.7297 0.3833 0.9761 0.0239 0.6167

RF

DEC 0.55 0.1 1 0 0.9

kmeans 0.525 0.005 1 0 0.95

meanshift 0.5334 0.0666 1 0 0.9334

spectral 0.55 0 1 0 1

SGD

DEC 0.7798 0.65 0.9096 0.0904 0.35

kmeans 0.6538 0.3332 0.9744 0.0256 0.6668

meanshift 0.6918 0.4 0.9832 0.0168 0.6

spectral 0.6427 0.2166 0.9689 0.0311 0.7834

XGBOD

DEC 0.8765 0.7333 0.9532 0.0468 0.2667

kmeans 0.667 0.333 1 0 0.667

meanshift 0.611 0.25 0.972 0.028 0.75

spectral 0.658 0.333 0.984 0.016 0.667

XGBoost

DEC 0.775 0.55 1 0 0.45

kmeans 0.618 0.25 0.986 0.014 0.75

meanshift 0.5934 0.1998 0.9866 0.0134 0.8002

spectral 0.5825 0.0999 0.9793 0.0207 0.9001

Table 6.4: Comparison of models with different clustering techniques.

The best performing model used Deep embedded clustering with XGBOD to identify TBI in-
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stances with a sensitivity of 74% and balanced accuracy of 88%. Deep embedded clustering uses

a batch size of 32 and an SGD optimizer whereas XGBOD uses a learning rate of 0.001 with max

depth of 20 and uses L2 regularization.

Figure 6.3: Shap value of top 5 important features.

Figure 6.4: Data distribution of top 5 important features.

When the shapley values of different features across timesteps were aggregated, it was perceived

that the mobility feature were the most important with three pedometer features in the top five as

shown in Fig. 6.3. We analyze the distribution of these features(Fig. 6.4) in detail by comparing the
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data points of TBI, healthy users it was observed evident that they had highly varying distributions

with IQR of accelerometer along z axis having maximum variance. Features from Altitude sensors

and two accessibility features(Gray Scale and Switch control) had 0 shap value or no influence on

the predictions as shown in Fig. 6.5.

Figure 6.5: Shap value of least important features.
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CHAPTER 7

Discussion

Most predictive features: The most important features that contribute largely to the predictions are

shown in Fig. 6.4. Average active pace, Average number of steps, accelerometer IQR along z-axis,

gyroscope kurtosis along x-axis and kurtosis of distance are the top 5 significant features when the

data is prepared bi-hourly. This lines up with the fact that walking patterns of users are affected with

TBI. Kurtosis determines the vulnerability of a distribution to outliers. With user patters changing

post-TBI, two features of Kurtosis being in most predictive features is understandable. The least

predictive sensors were features from altitude sensors. Though two accessibility features namely,

gray scale and switch control had 0 shap values, other features contributed towards the predictions.

Effect of longer history of sensor data: We observed that by increasing the history of the

sensor data provided to our work from 24 hours to 48 hours and 72 hours, it was observed that the

model was performing better in identifying non-TBI users but had a flip side effect on identifying

TBI instance as shown in Fig. 7.1. It can also be seen that from 24 hour history to 48 hour history,

there was only a minor drop in sensitivity, but when we increase it to 72 hour history there was a

comparatively higher drop.

Figure 7.1: Comparison of performance with increased history.
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Limitations of our work: Limitations of our work are primarily pertaining to the quality of

the sensor data from different devices. In our work we consider data collected from iOS devices

only. Though most of the features are not any device specific, accessibility features are iOS specific

features.

Future work: As future work, we plan to include additional types of sensors across different

platforms, unlike only iOS devices under consideration. We also plan to expand the data as the data

collection process is ongoing and recruit more diverse population into the study, as currently only

people in US are considered. With more diverse users under the study, we can unravel additional

hidden patterns. We also plan to include user recovery monitoring, when a user is diagnosed with

TBI.
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CHAPTER 8

Conclusion

With increasing numbers of TBI-related emergency room visits and with many cases not being

treated, prompt identification of possible TBI in users is gaining importance. This facilitates the

need for accurate and prompt identification of TBI in users after injury.

We propose a framework which utilizes passively sensed smartphone data such as accelerometer,

gyroscope, magnetometer, accessibility features, altitude and pedometer to precisely identify and

flag users who have TBI as soon as a day from the injury. It uses deep embedded clustering based

anomaly detection to achieve a sensitivity of 74% and a balanced accuracy of 88%. It can be

primarily used by young adults who are prone to high impact falls on the playground and by elderly

people, as they associate unintentional falls to their age and not get medically treated.
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