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Abstract

Since its conception in the early 1980s, quantum computing has rapidly grown as a field of study. This growth
has placed it in the eye of the public, where it is often seen as inscrutable and restricted to post-graduate
studies. Furthermore, the rapid development of physical quantum computers, the existence of algorithms
that prove the distinct advantage that quantum computing holds over classical computing, and the threat
to current cryptographic schemes has emphasized the need for “quantum computer literacy” now more than

ever.

This paper aims to rigorously instruct the reader on the basics of quantum computing with only the
assumption of introductory linear algebra—mo physics background necessary. A collection of algorithms
is discussed, including the Deutsch-Jozsa problem and Shor’s algorithm. Alongside each algorithm is an

explanation of how to implement and simulate that algorithm using Qiskit.
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Chapter 1

Introduction

Scientists, engineers, and mathematicians alike have all striven for more powerful computers. Tasks such as
simulation of a physical system, searching through a large list, or factoring a large semiprime number are all
inefficient or even impossible to do by hand. Computers have been used to complete these arduous tasks.
As our problems grow more and more complicated, our computers have grown more and more powerful.
However, even a classical computer has its limits: a broad range of tasks of practical importance are widely

believed to require exponential time on a Turing machine.

Seeking to circumvent these limitations, the quantum computer was proposed at three separate times by
three separate notable researchers. The first was Paul Benioff, in 1979, who suggested that such a machine
could be built. A year later, Yuri Manin, a mathematician, proposed the idea in his book Computable and
Non-Computable, which was only available in Russian at the time. In 1981, Richard Feynman in one of
his seminal lectures put forward the idea of a quantum computer as a device better suited for simulating

quantum systems. [1].

The quantum computer was only a hypothetical device at that point, and yet it had captured the attention
of many. This theoretical device would utilize the properties of quantum states, including superposition and
entanglement. Such a device would be capable of performing tasks in less time than the classical computer—
not due to its inherent power, but rather the utilization of these quantum properties in algorithms run on it.
The fundamental idea of superposition of quantum states gives the impression of a data input that represents
all possible values simultaneously—we will soon make this precise—opening the door to some sort of massive

parallelization of algorithms.

It would be almost 20 years before Isaac L. Chuang, Neil Gershenfeld, and Mark Kubinec implemented
the first publicly known physical quantum computer, with two hard-won qubits and no error correcting [2].

Since then, there has been significant progress in the development of a physical quantum computer. However,



as with any new technology, significant progress comes with significant setbacks. A handful of companies

have risen to the challenge of implementing a scalable, error-correcting, useful quantum computer.

1.1 State of the Art

As with any new technology, early implementations usually provide proof of concept. The quantum computer
created in 1998 [2] implemented a powerful algorithm of Grover that locates an item in a list far faster than
exhaustive search would do, but that implementation handled a list of size four! The question that naturally

follows is: how can we make quantum computers bigger, and therefore more useful?

By nature, quantum computers and the way they implement physical qubits are sensitive and prone to
disruption via noise. For our physical qubits to even begin behaving like the abstract notion of the logical

qubit, most known versions of the quantum computer must be kept at near-absolute zero temperatures [3].

Furthermore, it is necessary to utilize quantum error correction to prevent errors that nonetheless arise.
The concept of “logical qubit” versus “physical qubit” is derived from this concept. Many implementations
of quantum error correction have come forward. Peter Shor demonstrated one code that utilized 9 physical
qubits to error correct 1 logical qubit, while Andrew Steane reduced the requirement to 7 physical qubits.
Raymond LaFlamme showed that 5 physical qubits for 1 logical qubit is the smallest number that fulfills the
requirements [4]. While the theory of quantum error correction does offer an economy of scale—for instance,
ten physical qubits suffice to protect a system of four logical qubits against errors affecting any single qubit
[6]—the number of logical qubits that can be relied upon for computational use is typically much smaller
than the number of physical qubits. As the number of logical qubits thus depends on the specifics of the

error correcting code, the quantum computers below are introduced with their number of physical qubits.

The rapid growth and scaling of quantum computers becomes all the more awe-inspiring with this knowl-
edge. More and more companies and universities are rising to the challenge of creating a quantum computer

that can outperform a classical one; to do so requires more qubits than the first 2-qubit machine from 1998.

In November 2021, IBM announced its 127-qubit processor, Eagle. The company also announced its
plans for a 433-qubit processor, Osprey, to be released in 2022, and a 1,121-qubit processor, Condor, to be
released in 2023 [6].

Companies that develop quantum computers often wish to demonstrate their superiority over leading
classical supercomputers. However, physical implementations (as of the writing of this report) are incapable
of tasks that would easily demonstrate this, such as factoring large semiprimes. Sampling distributions
from randomly-chosen quantum circuits, known as random circuit sampling (RCS), has become a popular

means to demonstrate “quantum supremacy”. While RCS has not been proven to be classically hard, strong



evidence has been given by Bouland, Fefferman, Nirkhe, and Vazirani [7]. RCS remains the leading choice

for demonstrating the quantum advantage.

The University of Science and Technology of China, in June 2021, also announced the completion of a
66-qubit processor, named Zuchongzhi. In the paper by Wu et al., they estimate that Zuchongzhi could
complete a RCS task 58,400 times faster than IBM’s Summit, the most powerful classical supercomputer at

the time [8].

Google has also stepped into the quantum race. In 2021, Google’s Quantum ATl team published a paper
claiming that their 54-qubit processor Sycamore firmly demonstrated “quantum supremacy” by outperform-
ing a classical supercomputer. The paper claimed that Sycamore had completed a RCS task in 200 seconds
that IBM’s Summit would take 10,000 years to complete [9]. IBM, however, contested this claim, stating
that Summit would only take 2.5 days to complete the task [10]. The question of “quantum supremacy” was

once more unanswered.

Comparatively, smaller groups have created their own quantum processors, such as Starmon-5, a 5-qubit
processor from QuTech, of the Netherlands’ Delft University of Technology [11], and IonQ of Maryland’s
11-qubit processor [12].

We see that quantum computing has rapidly gone from a hypothetical speedup to a very real development
that promises immense speedups in simulation and computation, as well as threatens cryptography as we
know it. Literacy in this topic is more imperative than ever. Perhaps surprisingly, once a student has studied
the basics of linear algebra, they are prepared to study and understand many of the fundamental quantum

algorithms, and prepare themselves for the future of computing.

The technological side of quantum computing—the application of physics and engineering to model the
processes described only abstractly in this report—advances at a rapid pace. New announcements are made
every month. To the best of our knowledge, the following table presents a list of all important physical

quantum computers built in recent years.



Company | Computer Name | Year Physical Computer Type
Qubits

IBM Eagle 2021 127 Superconducting | Source
Atom Pheonix 2021 100 Nuclear Spin Source
Computing

UST China | Zuchongzhi 2021 66 Superconducting | Source
IBM Hummingbird 2021 65 Superconducting | Source
Rigetti Aspen-10 2021 32 Superconducting | Source
Rigetti Aspen-9 2021 32 Superconducting | Source
Xanadu X8 2020 - Photonic Source
ColdQuanta | Hilbert (Prototype) | 2020 64 Cold Atom Source
TonQ - 2020 32 Trapped Ion Source
Rigetti Aspen-8 2020 31 Superconducting | Source
IBM Falcon 2020 27 Superconducting | Source
Honeywell System Model H1 2020 10 Trapped Ion Source
QuTech Starmon-5 2020 5 Superconducting | Source
Qutech Spin-2 2020 2 Spin Source
Rigetti Aspen-T7 2019 28 Superconducting | Source
Rigetti Aspen-4 2019 13 Superconducting | Source
TonQ - 2019 11 Trapped Ion Source
Google Sycamore 2018 56 Superconducting | Source
Rigetti Aspen-1 2018 16 Superconducting | Source
Alibaba - 2018 11 Superconducting | Source
Google Bristlecone 2017 72 Superconducting | Source
Rigetti Acorn 2017 19 Superconducting | Source
IBM Canary 2017 16 Superconducting | Source
Rigetti Agave 2017 8 Superconducting | Source
Raytheon - 2017 5 Superconducting | Source
Google Foxtail 2016 22 Superconducting | Source

Table 1.1: An incomplete list of announced, developed quantum computers.
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Chapter 2

The Basics of Quantum Computing

2.1 Notation

In this paper, we will use Greek letters such as ¢ (“phi”) for vectors. Column vectors will be written as
“kets”, |¢) (“ket phi”) and the conjugate transpose of this is the row vector, or “bra”, (p| (“bra phi”). The

dimension of a complex vector space will often be denoted by V.

Any square N x N matrix A represents a linear transformation CN — CV with respect to a specified

basis. For a vector ¢, instead of writing Ay, we write A|p) (“A ket phi”).

We use T (“dagger”) to represent the conjugate transpose: if A is an M x N matrix with entries a;; and
B = A%, then B is an N x M matrix with entries bi; = aj;. The bar over @;; denotes a scalar complex

conjugate.
The correspondence between symbols familiar to linear algebra and the notation we will use includes

o o Ap AT oTA  pTAT Ay
le) (ol Alpy AT (ol A (Ap| (o] AlY)

In quantum computing, we apply operations represented by unitary matrices with complex coefficients.

A unitary N x N matrix U has the property Ut = U~!, and consequently, UUT = Iy.

2.2 Complex Vector Spaces

Everything we do with regard to quantum computing happens in complex vector spaces. This section gives

a short overview of relevant terms that will often be seen throughout the text. It can be skipped by those

11



very familiar with the concepts. For ease of understanding, clickable references are included throughout the

text which points back to these definitions in the glossary.

The complex counterpart of RY is CV, consisting of ordered N-tuples of complex numbers. So a vector
in CV is in the form |p) = (ay + byi, ag + bai, ..., ax + byi) with ay, by, ag,ba,...,an,by € R. A more

common representation of vectors in CV is by N x 1 matrices:

a1 + bll
as + bot

€
I

an + byi

A complex vector space is a set V' of vectors forming an abelian group under vector addition which is closed
under multiplication by complex scalars in such a way that the following identities hold for all |¢), ) € V
and all ¢,d € C:

o (c+d)|p) =clp) +dlp)
o c(lp) +[¥) =clp) +cl)

o (cd) ) = c(d]g))

o 1fp) =1¥)
If |p1), [p2), - -, |@m) are vectors in a complex vector space and ¢1, ca, .. ., ¢, are scalars in C, then the
sum ¢1 |p1) + c2 [pa) + -+ + Cm [m) is called a linear combination of |p1),. .., |om). Because V is closed

under vector addition and scalar multiplication, a linear combination of vectors in V is also a vector in V.
As with vectors in the real vector space, addition and scalar multiplication in CV are performed component

by component.

When we have a set of vectors S = {|p1) . |¥2) - -, |@m)}, the span of S is the set of all linear combinations
c1lp1) + ealea) + -0+ em lpm) with ¢, ea,...,¢n € C. A set of vectors S is linearly independent if
c1lp1) + ealp2) + -+ em lpm) = |0) is true only when ¢ = ¢3 = -+ = ¢, = 0. If there are multiple
solutions to ¢1 1) + ¢ [pa) + -+ + ¢ |om) = |0), then S is linearly dependent.

A basis of a vector space V is set of vectors B C V which is linearly independent and whose span is V. In

this case, B has the following properties.

e [3is a maximal linearly independent set. Adding any vector in V' would cause the set to become linearly

dependent. The set is maximal when there does not exist a linearly independent set S where B C S

12



other than S = B.

e 3 is a minimal spanning set. The span of B equals V' but there does not exist a set S whose span

equals V and S C B other than S = B.

In the case where V has a finite spanning set, achieving one of these properties guarantees the other by a
corollary to the Replacement Theorem [13, p. 45]. In the case where a vector space V has a finite spanning
set, the dimension of V is the cardinality of any basis of V. In fact, if V' has a finite basis, all bases of V'
contain the same number of vectors, also by that same corollary to the Replacement Theorem. Additionally,

any vector in V' is uniquely expressed as a linear combination of the basis vectors in basis B.

Two vectors |¢) and |¢) are orthogonal if their Hermitian inner product is zero. We use a norm function
to determine the length of a vector. Norm functions always yield non-negative real “lengths” and obey three
properties: they respect scalars, they satisfy the triangle inequality, and they output 0 only when the input
is the zero vector. The norm function we will use is the Euclidean or 2-norm: |[1)| = /(¥[¢)). A unit vector
is a vector which has norm 1. We can convert any vector, |1), into a unit vector, ﬁ%ﬁ? by dividing each of
the vector components by its norm. An orthonormal basis is a basis whose vectors are all unit vectors and

are all orthogonal to each other.

2.3 Qubits

In a classical system, a bit is in one of two states, 0 or 1. A qubit is the quantum equivalent of a classical
bit. Instead of 0 and 1, a qubit is typically in superposition, and this is modeled as a linear combination of

two basis states of qubits. We first look at the simplest basis, and we call its vectors |0) and |1):

1
|0) = and |1) =
0

The vectors |0) and |1) form the computational basis for C*. To represent a qubit in superposition, we

interpret its coordinates with respect to a basis as “probability amplitudes” as we will shortly see.

A qubit in state |p) is a two-dimensional complex vector space V with orthonormal basis {|0),|1)}
together with a unit vector |¢) € V. This unit vector |¢) is expressed uniquely as a linear combination with

respect to the basis:
lp) =c1[0) +c2|1).

Since |¢) is a unit vector, we have (p|p) = 1, that is,

€11 + cCp = 1.

13



Let |¢) be a state of a qubit and let (c1,¢2) be its coordinate vector with respect to the computational

basis. The scalar entries of the coordinate vector are called the probability amplitudes of the qubit.

|1>)\
V) = ¢1]0) + c2 [1)

Y

Figure 2.1: A visual of the unit circle on a slice of C2 with a real [1)). A qubit is a vector on this unit circle.

2.4 Quantum Registers

An n-qubit quantum register is a 2"*-dimensional complex vector space with a prescribed orthonormal basis.

The full vector space is a tensor product of n qubits:
CTeC?eCe---oC%.
The most important basis for our registers is the computational basis
B={[b) |beZs}

which, when convenient, we will write as B = {|b) | 0 < b < 2™} interpreting bit strings as binary expansions

of integers. For example, the 2-qubit register has computational basis,
{100), [01), [10), [11)}.

The computational basis is a nice basis to work with. Each element is a Kronecker product of the

14



single-qubit computational basis states:

) =en=|" || |=
0

o
o o o

oy=men=| |e|’|=
0

—_
o O = O

0
[10) = 1) ®|0) = . ® =

—_
o = O O

0
1) =M ell) = . ® =

e}
= o o O

Similarly,

[111) = [ @ [1) & [1)

|011010) = |0) ® |1) ® [1) ® [0) ® |1) @ |0) .

Often we will omit the ® symbol and write |z) |y) = |z) ® |y) .
A quantum register in state 1) is an ordered pair (V, |¢)) where V is a quantum register and |)) is a

unit vector in V. We represent [¢)) as a linear combination of the elements of any basis:

)= > cildi).

|¢:)eB

Example: Using the computational basis for V' and

=
=
|
Sl
[\
- o o =

15



our state [1)) can be represented as the linear combination:
1
[¥) = —5(00) + [11)).

2.5 Measurement

Measurements are how we get information from qubits when they are in superposition. We cannot directly
look at any individual probability amplitude of a qubit. Instead, we must collect information differently than
standard computations. We note that while the following paragraphs describe a measurement as a process
playing out over time, this is merely for pedagogical purposes: we work only with the linear-algebraic model

and make no claims about what happens in “reality”.

To execute a measurement on a quantum register V', we define an orthogonal decomposition of V,
M ={851,5:,...,5:}
where S; is a subspace of V for 1 < i < k, and each subspace is orthogonal to each other, that is,
V=5 L181--18.

Now suppose we wish to measure V when it is in state [¢)). We represent |¢)) as a unit vector linear

combination of elements from each of the subspaces of M

[V) = c1|d1) +calpa) + - + ek |¢k)

with conditions
|pi) € i, (@ilds) =1, 11 +cola+ -+l = 1.
We then measure the state against this decomposition. During measurement, we may imagine in our

model three events occurring:
e Anindex j € {1,2,...,k} is chosen with probability ¢,¢;.
e The index j is returned as classical information.
e The quantum state collapses to |@;) .

The only information gained is the index j. At no point are we able to look at the probability amplitudes of
the state [¢). Additionally, if [1)) # |¢;), then we have permanently destroyed our previous state! Measuring

again will continue to return |¢;) with probability 1.

16



Given a n-qubit quantum register (V, |1}), we can measure |1)) using M = {S1, S, ..., Sx}. We represent

|¢)) as a linear combination of unit length elements from the respective subspaces

[V) = c1|p1) +calp2) + -+ ck |dk)

and j is returned to us. We now have |¢) replaced by |¢;). If we measure again using the same decomposition

of V we have |¢)) represented as

1) = 0p1) +0[p2) + -+ 1|p;) + -+ 0|x) -

Thus, the probability of returning j again is 1.

Example: Given a 2-qubit quantum register (V, |¢)), and |[¢) = \/ii(|00> + |11)), measure |1p). Choose M

to be composed of subspaces spanned by the computational basis vectors:
M = {51, S2, S, S4}
S1 =span{|00)}, Ss = span{|01)}
S3 =span{|10)}, Sy =span{|11)}.
Then we write [t¢)) just as it is already written:

1 1
[v) = 7 00) + 7 |11)

with |00) € S; and |11) € S4. The probability of being given index 1 is ‘—

Pr(J¢) = [00)) = (%) -1

The probability of being given index 4 is the same. The remaining two probabilities are zero:

Pr(|y) = [11)) = (%) -

After measurement, either

|¢) will be |00) with 50% chance, and we are returned the index 1
or

|¢) will be |11) with 50% chance, and we are returned the index 4.

While we had full freedom in choosing the measurement, we have no control over which of these two outcomes

arises.

17



This act of using another basis to generate 1-dimensional subspaces is very common, so we will define it as
measuring in the specified basis. In general, measuring in basis B is a decomposition of V' into 1-dimensional

subspaces created by the span of elements in B:

M = {span{|¢)} | |¢) € B} .

Basis B has 2" elements to match the dimension of V. For the example measurement, we measured in
the computational basis. Measuring in the computational basis is called the standard measurement. Also of
importance is the fact that the number of subspaces k was equal to the dimension of the 2-qubit register.

This means we did a complete measurement, as we measured every qubit.

Example: Given a 2-qubit quantum register (V, [¢)), and |¢) = \%UOO) + |11)), now let our chosen
decomposition be M = {Sy, Sy} with S; and S, as

$1 = span {100 , (01}

Sy = span {|10), |11)}.
We again write |¢) just as it is already written,

_
V2

1

|¥) 7

|00) + [11).

After measurement, either

|¢) will be |00) with 50% chance, and we are returned the index 1
or

|¢) will be |11) with 50% chance, and we are returned the index 2.

The results of measuring will be equivalent to the first example, but instead, this measurement can only
return an index of 1 or 2, instead of the original indices of 1 and 4. The probabilities of returning index 1

and index 2 are also the same, at 50%.

Since the number of subspaces is 2 and the dimension of our quantum register is 4, we do not have a
complete measurement. This is a partial measurement. We also notice that the first qubit is always 0 in .Sy
and always 1 in S5. Specifically, what we have just done is measure the first qubit. We interest ourselves
only with the result of the first qubit. If the index returned is 1, we know the first qubit is in state 0; if the

index returned is 2, we know the first qubit is in state 1.

Assume the index returned was 1. Then |¢)) is now in the state |00). Even though we only measured the
first qubit, the second qubit was still affected. This is because the qubits were entangled. The definition of

entanglement is covered in §2.8.

18



We could instead measure the second qubit by fixing the second qubit in each of the subspaces of M :
$1 = span {|00) , [10)}
Sy = span {|01), |11)}.

Partial measurements allow for the observer to be specific about which qubits they want to know the results

of without destroying other information encoded in the state. For example, if we measured state

3 4 1 1 3 4 3 4
) = <3 0 +3 |1>) ® (% - |1>) = 575 100) + =25 10) === o) — == )

in this basis M = {51, 52}, the reader may check that, with 50% chance, the measurement will return 1
and [¢) will collapse to 2 [00) + 2 |10) and, with 50% chance, the measurement will return index 2 and |¢)
will collapse to —2[01) — 2 [11). This is what we mean by saying that information in the first qubit is not

destroyed.

Example: Now, let’s measure |¢)) = \/Li (|00) + |11)) in the basis

B={[%), @), [¥*), [¥7)}

where
#%) = —=(00) + 1)
[#7) = (00} — 1)
[ = —=(01) + [10)
W) = —=(01) — [10).

S

2

This basis is called the Bell basis. Measuring |¢) in B results in drawing a |®T) with probability 1, returning

an index of 1, and the state remaining unchanged.

Now there is something odd going on here—the state collapsed in the first example, but not here. When
we compute a non-standard measurement, we must perform a change of basis before and after measuring.

We take the vectors of the Bell basis and place them into a matrix:

1 1 0 0

Ao L 0 0 1 1 2.1)
V2o o0 1 -1
1 =10 0

19



A is the change of basis matrix. Applying A~! to our state vector before measuring, taking the standard

measurement, then applying .4 will give us the desired results. In a circuit diagram, this looks like

where A is our unitary basis transformation, the “meter” is the standard measurement in V, and A~" is the

reverse computation of A. Note that A is unitary, so the inverse is easily computed as A':

10 0 1 1 1
1 1110 0 -1 0 0

ATN) = == -
V2V2 101 1 0 0 0
01 -1 0 1 0

Measuring with the computational basis returns the index 1 with probability 1 and leaves the register in

state |00). Reapplying the change of basis yields

1 1 0 0 1 1
110 0o 1 1 0 1 1o

A[00) = — -
V210 0 1 -1 0 V2| o
1 1.0 0 0 1

and our register is left in state |®1).

This conjugation technique is what allows us to consider more general measurements M. While we do
not have full freedom to choose Sy, ..., Sk, we will gloss over this efficiency issue and restrict ourselves to

fairly standard measurements.

Exercise:

1. Given a 2-qubit register (V, |¢)), where V is the computational basis, and [)) = $(|00) 4-01) 4-[10) +
[11)):
(a) perform a complete measurement in the computational basis.
(b) perform a complete measurement in the Bell basis.
(¢) perform a partial measurement on the first qubit.

i. Did this measurement affect the second qubit?

20



2. Given a 3-qubit register (V, |¢)), where V is the computational basis, and [¢)) = \/L§(|000> + |011) +
[101)) :

(a) perform a complete measurement in the computational basis.

(b) perform a partial measurement on the second qubit.

2.6 Single Qubit Gates and Unitary Transformations

A quantum logic gate (or quantum gate) is a simple quantum circuit operating on a small number of qubits.
These gates can be used to build complex quantum circuits, much like how classical logic gates form con-
ventional digital circuits. Quantum gates are unitary operators described as unitary matrices relative to a
given basis. The NOT gate, Z gate, and Hadamard gate are some of the standard single-bit gates used in

quantum circuits.

2.6.1 Not Gate

The NOT gate or X gate is represented by the unitary matrix

and is written in wire diagrams as .

To see the effect a gate will have on a qubit, we multiply the qubit’s state vector on the left by the matrix

representing that gate. Let’s take a look at how the NOT gate affects a qubit in state |0):
0 1
X10) = = =11).
1
We can see that the NOT gate flips a qubit in state |0) to state |1). Now let’s look at applying a NOT gate
to [1) :

0 1
X = Lo = =10).

So for a NOT gate,

X[0)=1]1) and X|1)=]0).
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Consider a state other than a standard basis element:
[) = c110) +c2|1).

So,

0 1 c1 C2
X|¢>: = ZCQ|O>+81|1>.
1 0 C2 &1

The NOT gate swaps the probability amplitudes of |0) and |1).

2.6.2 Z Gate

The Z gate is represented by the unitary matrix

1 0
Z =
0 -1
and is written in wire diagrams as .
Let’s apply a Z gate to both |0) and |1):
1 0 1 1+0
Z|0) = = =0)
0 -1 0 0+0
1 0 0 0+0
Z|1) = = = =—11).
0 -1 1 0-1 -1

The Z gate did nothing to |0), but it changed the sign of |1). This corresponds to a reflection across the

z-axis in our coordinate vector model of Figure 2.1.

2.6.3 Y Gate

It may seem strange to approach the gates outside of alphabetic order, but there is a reason for this. The Y

gate is represented by the unitary matrix
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and is written in wire diagrams as . We can represent the Y gate as a combination of the X and

Z gates and a scalar multiplication by i:

0 1
Y =iXZ=1 =

The Y gate combines the concepts of the Z gate (reflecting across an axis) and the X gate (swapping

the probability amplitudes) with a scalar multiplication by 4. This interacts with our system:

Y'|0) = = i[1)

Y1) = — —i|0).

When we take |Y |0)|*, we get i - (—i) = 1. Similarly, |Y [1)|> = —i- (i) = 1. Scaling a vector by a

complex number of absolute value one does not change its length.

2.6.4 Hadamard Gate

A Hadamard gate is represented by the unitary matrix

and is written in wire diagrams as .

Let’s apply the Hadamard gate to |0):

1111 1 11140 1|1
V2 1 -1 0 V2 | 140 V2 |1

We have just created a qubit in an equal superposition of |0) and |1). This specific vector is common, so

have a special notation for it. We write it as

L0y + 1)) = —

+) =
+ =7 AN

S

Now let’s apply a Hadamard gate to |1):
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1 0 1 0+1 1 1

1|1
H|l) = — - —
V21 1 1 V2| 0-1 V2 | 1

This yielded almost the same vector. We again have a special notation for this vector:

1 1 1

|—) = ﬁ(m) - 1)) = AR

When applying a Hadamard gate to |0), the resulting state is |[+). A Hadamard gate applied to |1) results
in the state |—).

2.6.5 Phase Shift Gate

The phase shift gate is represented by the matrix

The symbol of the phase gate in a circuit diagram depends on the author. Some represent it with an 'R’

(), some with a 'P’ (), and some with the angle of rotation divided by 2 () The

angular division representation means that a phase shift gate with 6 = 7 is called %.

The phase shift gate leaves the probability amplitude of |0) as is, but changes the probability amplitude
of |1). To show that this transformation preserves the unit vector condition of our qubit, we will use Euler’s

formula, €'’ = cos# + isin 6, and the Pythagorean identity, cos? # + sin? § = 1:
¢?ei® = (cos  + isinf)(cos  — isinh) = cos? f + sin®f = 1.

Since the phase shift only affects |1), the probability of drawing a |0) or |1} after applying a phase shift gate

is preserved.

2.7 Multi-Qubit Gates

The gates we have looked at so far only work on a single qubit. We need a way to extend them to n-qubit
registers. One cannot apply a regular Hadamard gate to a 2-qubit register, since the dimensions do not
match! The solution to this problem is to use the same technique as for creating multi-qubit registers: apply

Kronecker products to our unitary transformations.
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Our first gate was the NOT gate:
X10)=1]1) and |1)=10).

If we apply it to the second qubit of the computational basis states of the 3-qubit register, we get:

I, ® X ©1,]000) = [010) L ® X ® 1,]001) = |011)
I ® X ©15]010) = [000) I ® X ® 15 |011) = |001)
L ® X ®1,]100) = [110) L ® X ®1,]101) = [111)
L % X ® I, |110) = [100) L X ®I,|111) = [101)

Thus, we can construct the full matrix transform for applying a NOT gate to just the second qubit:

0 01 0|0 0 0 O
0 00 1|0 0 0O
1 0 0 0{0 0 0 O
LeXol— 01 0 0|0 0O 0 O
0 000OjO O 10
0 00 0|0 O O01
0 00 0|1 0 00
i 0 00 0|0 1 00 |
Likewise, we can apply the Z gate to just the third qubit:
(1 olo o|o o]0 o]
0O -1({0 O0f0 0|0 O
0 0|1 oo o0 O
Lo 7 — 0O 00 —-1|0 OO0 O
0 0|0 Of1 00 0
o of0 Ol0 —-1|(0 O
0 0|0 0|0 oOf1 0
0 040 00 00 —1]

Lastly, apply the Hadamard gate to just the first qubit:
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(1 000/ 1 0o 0o o]
0100/ 0 1 0 0
0010/ 0 0 1 0

Moo L0001 0 0 0 1
V211 00 0/-1 0 0 o0
01000 1 0 0
00100 0 -1 0
(0001 0 0 0 1]

Suppose we have a 3-qubit quantum register, and we want to apply H to the first qubit, X to the second

qubit, and Z to the third qubit. Then the transformations on the entire register are
H® Iy, Lo X ® I, LL®Z

and the circuit diagram for this sequence of three gates is simply

]

By the mixed product property, this is equivalent to
(HRLRXL) T2 X QL) (I, 7) = (HIL) @ (1X1h)® (I, ,Z)=H X ® Z.

So we could have applied them in any order or simultaneously. The circuit diagrams below are equivalent

(note this is not an exhaustive list of arrangements):

—{#] (i} ]
—x] ] [x]—

2.7.1 Hadamard Gate on a Quantum Register
Performing a Hadamard transform on a register of n qubits can be represented by

H®=HoH®---® H.

n times
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If we apply this Hadamard transform to a register of n qubits initialized to |0), it will put the register in an
equal superposition of all 2" computational basis states. We can represent this as
271

(I0> +)® \}i(l()) +)) e \/—(|0> +11) \/— Z |4)

n times

Sl

The binary dot product of two vectors a = (a1,a2,...,a,) in and b = (by,bs,...,by,) in ZZ plays a key
role here: a-b = aiby + asbs + -+ + apb, (mod 2). The rows and columns of H®" are indexed by binary
n-tuples, and the (a, b)-entry is (—1)‘”’2715. What if we apply this Hadamard transform to some other state

in the computational basis? We have

® b
) = b S .

Notice that exactly half of the states b result in a +1 coefficient and the other half result in a -1 coefficient,

unless a is the zero state. So if we apply the transformation twice, we have

2" —1

H®nH®n |(L> — 2n/2 Z a bH®n |b>

Ly ((—1)“’ i(—nb'cm)

b=0 c=0
1 2" -1 /2" -1
X (T
c=0 b=0

where & is vector addition in ZZ. The sum a & c is the zero state if and only if a = ¢. As stated previously,
unless this is the case, exactly half the tuples b result in a +1 coefficient and the other half result in a -1

coefficient. Therefore, these coefficients cancel, and we are left with only the case where ¢ = a:
AR 12 2" —1
i _1\(a®dc)b _ = 1)(a®a)b
on <Z( 1) > |C> T 9n Z( ) |C 2n Z |
c=0 b=0 b=0

Thus H®"H®" |a) = |a), and the square of this matrix is the identity.

2.7.2 CNOT Gate

We can also form unitary matrices that don’t factor into Kronecker products of 2 x 2 single-qubit gates. Per-
haps the most important one is the CNOT (“controlled not”) gate, shown here with its matrix representation

and its wire diagram notation:
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CNOT = ——
—b—

o o o
o O = O
= o o O
S = O O

The gate maps |00) — |00), |01) — |01), |10) — |11), and |11) — |10). It flips the second bit if and only if
the first bit is equal to one.

2.7.3 SWAP Gate

The swap gate has matrix representation and wire diagram notation:

SWAP =

I

(e =
o = O O
o o = O
= o O O

This gate maps |00) — |00), |01) — |10), |10) — |01), and |11) — |11). It always swaps qubit 1 with qubit
2. If we look at a 2-qubit state in superposition and apply a swap gate, we see that only the probability
amplitudes of |01) and |10) were swapped. This is because swapping qubit 1 and qubit 2 when they are both

in state |0) has no effect on drawing |00). The same is true for |11).

We can see the effect on the probability amplitudes of an arbitrary 2-qubit register:

SWAP (c1 |00) + ¢2 [01) + ¢35 |10) + ¢4 |11)) = ¢1 |00) + ¢3|01) + 2 |10) + ¢4 |11) .

2.7.4 Controlled Gates

The Toffoli gate is a “controlled-controlled-not” gate. Its matrix representation and wire diagram notation

are
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100 0 0 0 0O
01 000 O0O00O0
001 0O0O0O0O
0001 0O0O0O0
CCNOT = -
00001000
N
0000 O0OT1TUO0OFP O ~
0 00 O0O0O0OTO0T1
00000 O0OT1FPO0

Similarly, the Fredkin gate is a “controlled swap” gate. Its matrix representation and wire diagram notation

are

CSWAP =

P

o o o o o o o =
o o o o o o = o
o o o o o = o oo
o O O o = o o o
o O O = O o o o
o R, O O O o o o
o o =, O O o o o
= o O O o o o o

By now, a pattern may present itself. We can apply an arbitrary number of control qubits to a unitary

matrix U which acts on n qubits. A controlled U gate with & control qubits can be represented as

12k+n_2n O
C...CU = e

0 U :

2.8 Entanglement

When the state of a quantum register is not expressible as a Kronecker product of single qubit states, we

say that the state of that register is entangled.
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For example,

(100) +[10)) =

8-

2

Sl -
[\
S = O

is not an entangled state because it can be represented by a Kronecker product of two other single qubit

states. We can illustrate this:

L +men=—| |e|’
V2 V2 0
However, the state

1

1 1 0

[@%) = —=(100) +]11)) = —=
V2 V2| o
1

is entangled. We can show this by supposing there is a Kronecker product which results in |®T):

¢ 1
a p ac 7
a c - - ad 0
® pu— P P
b d o be 0
bl € |
J bd 7
This gives us the system of equations:
ac = 1
V2
ad =0
bc=0
1
bd = —
V2
Which we can reduce to
1
ac=bd = —
V2
ad = bc = 0.



We cannot have a equal to zero or else ac will equal zero, which violates our constraint. So d must be
zero since ad = 0. But this causes bd to be zero, which also violates the constraints. Therefore, no Kronecker

product of single qubit states can create the state |®).

When we measure |®T) in the standard basis, the state collapses to either [00) or |[11). The strange part
of entanglement comes from the fact that in a physical implementation, we may measure individual qubits
one at a time instead of looking at the whole register. If we measured just the first qubit, there would be an
equal chance of it being a 0 or 1, but once the measurement is done, the second qubit is guaranteed to be

equal to the first qubit upon measurement.

|®T) also exhibits another interesting property: it is mazimally entangled. This means that the proba-
bilities of obtaining any result are equal. There is an equal chance of drawing |00) or |11). These maximally

entangled pairs in C* form a basis called the Bell basis:

B={|2%),|®7),[T7),[97)}

#4) = —=(00) + 1)
#7) = —=(00) —11)
9 = —=(01) + [10)
) = —=(01) ~ [10)

Each of these vectors may also be referred to as an EPR pair, named after Einstein, Podolsky, and Rosen
[14]. These pairs are useful in demonstrating the benefits of entanglement on a small scale. EPR pairs are

used in quantum teleportation and cryptography.

To get a Bell state, we can use our change of basis transform from (2.1). In fact, this unitary transfor-
mation is represented by applying a Hadamard gate to the first qubit, then a CNOT gate from the first qubit

targeting the second:

100 0 10 1 0 1 1
e 1) 00) 11010 0 01 0 1 0 1 ]o 1(|00>+|11>)
CNOT = —= = — = — .
2 V210 0 0 1 10 -1 0 0 V2| o V2
00 1 0 01 0 -1 0 1

This gate combination on any state in the computational basis will generate its corresponding Bell state in

the Bell basis:
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Chapter 3

An Introduction to Qiskit

Qiskit [15] is an open-source development kit for working with quantum computers in Python. This package

allows you to build and run quantum circuits either on local simulators or real IBM quantum machines [3].

3.1 Installation

The recommended configuration for Qiskit, and the configuration we will use here, involves installing the
packages within an Anaconda environment. Anaconda is a distribution platform for Python that allows you

to create separate Python environments (called conda environments). To download Qiskit and Anaconda:

1. Download and install the latest version of Python: You can find installers for Windows, Lin-

ux/UNIX, and macOS at
https://www.python.org

Ensure that you download Python version 3.6 or later; downloading the latest version is usually the

best option.
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2 python

About Downloads Documentation Community Success 5td

Download the latest version for Windows

Download Python 3.10.2

Looking for Python with a different 0S? Python for Winc

JNIX, mac

Looking for Python 2.7? See below for specific releases

Figure 3.1: Screenshot of the Python website highlighting the download link[16]
2. Install Anaconda on your machine: You can find installers for Windows, Linux/UNIX, and macOS
at

https://www.anaconda.com/

*

Individual Edition

Your data SCIQHCe Anaconda Individual Edition
toolkit

With over 25 milion users worldwide, the open-source Individual For Windaws
Python 3.9 » 64-Bit Graphical Instailer « 510 MB

Edition (Distribution) is the easiest way to perform Python/R data
science and machine learning on a single machine. Developed for
solo practitioners, it is the toolkit that eguips you to work with Get Additional Installers

thousands of open-source packages and libraries = | ‘ [ {3

Figure 3.2: Screenshot of the Anaconda website highlighting the download link[17]

3. Open an Anaconda environment: In the Anaconda Command Prompt on a Windows machine,
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or in the Terminal on a macOS or Linux/UNIX machine, create a new conda environment with the

following command.

s

Anaconda Prompt (anaconda3)
App >

Open

Run as administrator

Open file location

Pin to Start

Pin to taskbar

Figure 3.3: Opening the Anaconda Command Prompt in Windows and the Terminal in macOS

This command will create a new conda environment running Python 3 called environment-name and
will automatically install all default packages. We will install and use Qiskit within this new environ-

ment.

poe B Gwyneth — -bash — B0x24

Last login: Mon Feb 14 15:12:32 on ttys@ee

The default interactive shell is now zsh.
Te update your account to use zsh, please run ‘chsh -s /bin/zsh".

(base) Gwyneths-A: Gwyneth$ conda create —n giskit-env anacondall

Figure 3.4: Creating a conda environment on Windows (left) and macOS (right)

4. Open the environment and install the Qiskit package: We can open our new environment with
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o000 B3 Gwyneth — -bash — 80x24

Installed package of scikit-learn can be accelerated using scikit-learn-inte
lex.

More details are available here: https://intel.github.io/scikit-learn-intele
x

- DEBUG d . ) emd is For example:

$ conda install scikit-learn-intelex
$ python -m sklearnex my_applicatioen.py

done
# To activate this environment, use

#

# $ conda activate giskit-env

#

# To deactivate an active environment, use
#

# $ conda deactivate

(base) Gwyneths-Air:~ Gwyneth$ conda activate giskit-envf]

Figure 3.5: Activating a conda environment on Windows (left) and macOS (right)

When you activate an environment, you should see this change reflected in your command prompt /ter-
minal.

(N X ) @ Gwyneth — -bash — 80x24
(giskit-env) |Gwyneths—Air:~ Gwyneth$ I

la Prompt (anaconda3)

Figure 3.6: Seeing active environment on Windows (left) and macOS (right)

Once you are in your environment, install Qiskit with the command

o000 B Gwyneth — -bash — 80x24

™ Anaconda Prompt (anaconda3)

(giskit-env) Gwyneths-Air:~ Gwyneth$ pip install qi.skitl

)ip install giskity

Figure 3.7: Installing Qiskit in a conda environment on Windows (left) and macOS (right)

As an optional step, you can install Qiskit’s visualization package. This will make the visual outputs,
for example the drawings of circuits, look much nicer. All the drawings in this report have been made
using this visualization package. To install the package on a Windows, Linux/UNIX, and older macOS

machines use

36



To install on newer macOS (those which use zsh) machines use

You can verify that Qiskit was installed correctly with the command

This command lists the packages installed in your current environment.

[ X ] B Gwyneth — -bash — 80x24

(giskit-env) Gwyneths-Air:~ Gwyneth$ conda list
Bepoabe o =} MlsonstCuasthlioptlaniconda3/envs/qiskit-env

#
# Name Version Build Channel
_anaconda_depends 2021.11 py39_8
alabaster e.7.12 pyhd3eblbe_e
anaconda custom py39_1
anaconda-client 3 py39hecd8cb5_o
anaconda-project pyhd3eblbe_e
py39hecdBcb5_0
pyhd3eb1be_o
pyhd3eb1be_o
py39hecdBcb5_1001
py39h9ed2024_0
py39hecd8cb5_0
py39h9ed2024_1
py39hecdBcb5_0
y_8
py39hecdBcb5_0
py39h7588534_0
pyhd3eblbe_e

applaunchservices
appnope
appscript

W

S8
BLOOBRT e RSN D

ot
VR
e

async_generator
atomicwrites
attrs

autopep8

,;..
s
=
®

PNRRUNRPSNS RO SN WE

py_0
pyhd3eb1be_o
pyhd3eb1be_8

Figure 3.8: Output of the conda list command on Windows (left) and macOS (right)

If everything has been installed correctly, you should see Qiskit and its subsidiaries in this list.

LA J B Gwyneth — -bash — 80x24

python-lsp-server 2% pyhd3eblbe_e
python-slugify pyhd3eblbe_o
python.app py3ShcaT2f7f_o
pytz pyhd3eblbe_o
pywavelets : py35he3068b8_d4
pyyaml py3Shca72f7f_1
pyzmgq py3SheddScce_2

qiskit
pypi qiskit-aer
pypi qiskit-ibmg-provider
i qiskit-ignis
qiskit-terra It pypi_g
nuhAaahiha_o
.9. hag8cd18_1
qtawesome pyhd3eblb@_8
qtconsole pyhd3eblbé_o
atpy v pyhd3eb1bé_8
readline hca72f7f_1
regex py3Shca72f7f_6
requests pyhd3eblbe_e
requests-ntlm pypi_@
retworkx i pypi_e
ripgrep °

Figure 3.9: Qiskit package and its subsidiaries in the list of installed packages on Windows (left) and macOS
(right)
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5. Open a new Jupyter Notebook: A Jupyter Notebook is a special type of Python file that allows

you to run lines of code in distinct chunks. Jupyter Notebook and JupyterLab can be installed from

https://jupyter.org/

To open a new Jupyter Notebook file and get started using Qiskit, use the command

within your conda environment.

N ) [ Gwyneth — -bash — 80x24

™ Anaconda Prompt (anaconda3)

(qiskit-env) Gwyneths-Air:~ Gwyneth$ jupyter notebookl]

(qiskit-env) \Us

Figure 3.10: Command to open Jupyter Notebook on Windows(left) and macOS(right)

This will launch Jupyter Notebook in your default browser at localhost:8888. You can then navigate
to the folder of your choice and create a new script. To use Qiskit, make sure that the file you create
is using the right version of python. You can also use the Anaconda Navigator GUI to launch Jupyter

Notebook if you have it installed on your computer.
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~ Home Paga - Selact or create a % 4

Cl @ localhost:
L. |

Files Running Clusters
Select items to perform actions on them. Upload || New~ | &
0 - B Nafie 4  Python 3 (ipykemnel)

1 [ anaconda3

Text File

ontacls

Folder
(1 [3 Creative Cloud Files

Terminal

3 Documents 8 days ago

) O Downloads 15 minutes ago
T 0 Dropbox a month ago
(1 [ Favorites a month ago
] [ Links a month ago
J [ Mirror a month ago

Figure 3.11: Creating a new Python 3 script with Jupyter Notebook launched in a browser

For more information, visit the installation page on the Qiskit website

https://qiskit.org/.

3.2 Building Simple Circuits

Now that we have installed Qiskit, let’s build some simple circuits. To start out, we need to import some
things from Qiskit. Open Jupyter Notebook and create a new cell using the menu bar or by pressing ‘a’ and

add the following code to the cell.
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# Build and use quantum circuits
from qiskit import QuantumCircuit

# Create and use state wvectors
from giskit.quantum_info import Statevector

# Use the Q(iskit's Aer quantum machine simulator
from qiskit.providers.aer import *

# Visualize quantum circuits in a nicer format
# If you did not install the wisualization package,

# remove this import
from qiskit.visualization import *

Now run the first cell, so we can use these within this file. Next, let’s build our first quantum circuit. Create

a new cell and write the following.

# QuantumCircuit(q,c) returns a new QuantumCircuit with

# q quantum bits and c classical bits

circuit = QuantumCircuit(2,2)

# QuantumCircuit.draw() outputs the circuit to the console
# The argument output='mpl' specifies <t draw the circutt

# using matplotlzbd.
circuit.draw(output='mpl')

When you run this cell, it should output the following diagram.
o —
qgr —

2
C ===

Figure 3.12: Quantum circuit with 2 qubits and 2 classical bits

This shows that our circuit has 2 quantum bits and 2 classical bits. Next, let’s add some simple quantum
gates to our new circuit. To add a Hadamard gate and a NOT gate, write and execute the following in

another cell:
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# QuantumCircuit.h(n) adds a Hadamard gate to qubit n
circuit.h(0)

# QuantumCircuit.z(n) adds a NOT gate to qubit n
circuit.x(1)

circuit.draw(output='mpl')

We can verify our gates were added correctly by looking at the resulting diagram.

oo -
o

2
o — ————

Figure 3.13: Quantum circuit after adding a Hadamard gate and a NOT gate

The ‘Statevector’ object in Qiskit holds the output state vector of an input state evolved by a given
instruction or circuit. By default, this function assumes the starting state is the same number of qubits as
the input instruction or circuit all in the state |0). In this case, we can find the state vector of the default

register after being evolved by our quantum circuit.

# state = Statevector(c) Returns a Statevector for
# the QuantumCircuit c
state = Statevector(circuit)

# Output the state vector using the parameter

# 'latex' to format the output using LaTeX
state.draw('latex')

This should result in this output vector.

S
S

[00

But this result is backwards! Rather than numbering bits from left to right, as we were working
with above, Qiskit numbers them right to left. It’s really important to take note of this for the
calculations we will do in the future. Getting back to our circuit, we can add some entanglement with

another gate.
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# To create a CNOT gate use QuantumCircuit.cz(c,t) where
# c represents the control qubit's number, and

# t represents the target qubit's number

circuit.cx(0,1)

# Draw the circuit
circuit.draw(output. 'mpl')

# Calculate and draw the Statevector
state2 = Statevector(circuit)
state2.draw('latex')

This cell outputs the following circuit diagram and output state vector. Recall that by default, the output

state vector is calculated assuming that both qubits are in state |0).

do
a1
2
=

Figure 3.14: Quantum circuit after adding a CNOT gate

Lo 0]

S
S

Now we can see we have entangled the qubits!

Let’s measure the output of our circuit.

# QuantumCircuit.measure([ql,q2,..qn], [cl,c2,..,cn])
# where q1,q92,..qn s a list of qubits and

# cl,c2,..,cn 1s a list of classical bits

# It maps q1 to c1, g2 to c2, etc.
circuit.measure([0,1],[0,1])

# Draw the circutt
circuit.draw(output. 'mpl')
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Figure 3.15: Quantum circuit after adding measurement

Now that we have it all set up, we can run our quantum circuit on a simulated quantum machine. We

run multiple simulations to see the distribution of the final measurements.

Right now, we will use Qiskit’s default quantum machine simulator, the Aer Simulator. It has different
properties you can specify when setting it up, but for now we will use the default. Later, we will expand on

using these properties, using other simulators, and running circuits on real IBM quantum machines.

Let’s now create a simulator, run some trials, and then print out the statistics of the measurements we

take for each trial.

# AerSimulator() returns the default Aer simulator
sim = Aersimulator ()

# AerSimulator.run(c, shots = n) creates and returns a job for the simulator
# where c represents a QuantumCircuit and n s the number of simulations to Tun
job = sim.run(circuit, shots=1000)

# job.result() returns the result object for the given simulation job
result = job.result()

# results.get_counts() returns the number of simulations that resulted
# in each measurement
counts = result.get_counts()

# Stating the variable prints out the value of counts
counts

If you run this cell it will report the number of ‘10’ measurements and the number of ‘01’ measurements.
It should be around a 50/50 split. However, if you run the cell a couple more times, you can see that this

distribution changes slightly. Our entanglement is working!

Throughout the rest of the report, we will build and run circuits using Qiskit to implement each of the

algorithms we discuss.
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Chapter 4

Early Algorithms

Many quantum algorithms have been developed, each demonstrating some advantage over their classical
counterparts. Some, such as Shor’s algorithm for factoring integers, were developed before a physical quan-
tum computer was implemented. However, as quantum computing is mostly linear algebra, mathematicians,
physicists, and computer scientists alike can work to develop algorithms that demonstrate the quantum

advantage and emphasize the need for quantum computer literacy.

4.1 The Hidden Subgroup Problem

Some of the first applications of quantum algorithms found speedups by theoretically being able to solve
the hidden subgroup problem (HSP) faster than a classical computer. The first four algorithms covered—

Deutsch-Jozsa, Bernstein-Vazirani, Simon, and Shor—solve a variation of this problem.

Hidden Subgroup Problem

Let G be a group. Let H < G be a subgroup of G. Let X be a set and let f: G — X, where, for all
91,92 € G, f(g91) = f(g2) if and only if g1 H = goH. By querying f, find a generating set for H.

For this general description of the problem, G could be an infinite group, it could lack commutativity
of elements, or both. This lack of structure causes the problem to be difficult to approach. There are
no known algorithms for solving this problem classically, or by quantum means, in full generality. However
when G holds certain properties, we can find a classical and quantum algorithm to solve the hidden subgroup

problem. For the rest of this report, we will assume G is finite and abelian.
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4.1.1 Problem Reductions

At first glance, the hidden subgroup problem does not seem very useful. Its usefulness becomes more apparent
when we consider problem reductions. A reduction is a transformation from one problem into another in

such a way that solving the second allows a solution for the first to be found using that transformation.

Finding the period of an element in a multiplicative group modulo n is reducible to the hidden abelian
subgroup problem. The function that hides the subgroup is periodic, that is, for all g in G, f(9) = f(g+7)
and the subgroup hidden is the group generated by r. Solving this problem is central to Shor’s algorithm in
Chapter 5.

The discrete logarithm problem is also reducible to the hidden abelian subgroup problem. This problem
is covered in §5.7. Not covered in this text are reductions from the graph isomorphism problem and shortest
vector problem. These problems are not abelian; instead, they rely on symmetric groups and dihedral groups,

respectively.

In 2003, Kuperberg [18] created a sieving algorithm for dihedral groups, Dy, utilizing quantum com-

VIeN) ' This is an improvement over a classical query

puting. His algorithm achieves a runtime of 20(
algorithm, which would require (’)(W ) queries. At first glance, the runtime of the quantum algorithm
does not appear to be an improvement, but as an exercise, plot out both runtimes in a graphing calculator.
Kuperberg improved the space requirements with the help of Regev in 2011 [19]. However, the reduction

of the shortest vector problem to the HSP does not yield an improvement over classical algorithms such as

Lenstra-Lenstra-Lovdsz (LLL) and Block Korkine-Zolotarev (BKZ) [20].

4.2 Deutsch-Jozsa

The Deutsch-Jozsa problem [21] was designed to show the usefulness of quantum computing. Thus, its main
goal is not to solve a real-world problem, but to demonstrate how a quantum computer might solve a specific
problem more efficiently than a classical computer. The Deutsch-Jozsa problem and subsequent algorithm

additionally helped separate the complexity classes P and EQP (exact quantum polynomial).

The first iteration of the algorithm was developed by David Deutsch in 1985 [22], although this version
only provided a solution for the simplest case. In collaboration with Richard Jozsa, Deutsch was able to
improve the algorithm to solve a more general case in 1992 [21]. The now deterministic algorithm was able

to take n bits of input and determine whether the function was balanced using 2 queries.

In 1998, Richard Cleve, Artur Ekert, Chiara Macchiavello, and Michele Mosca developed the algorithm
we know today [23]. Though the name Deutsch-Jozsa was kept to pay homage to the groundbreaking work
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of the original creators, this new version is able to solve the problem in a single query instead of two.

4.2.1 The Problem

In the Deutsch-Jozsa problem, we are given a function f : {0,1}" — {0,1} and asked to find whether it is
constant (i.e., all outputs are 1, or all outputs are 0) or balanced (i.e., the outputs are split 50-50 between 0
and 1). Computing this on a classical computer requires 2"~! + 1 queries of f in the worst case. However,
using the Deutsch-Jozsa algorithm, we only need to query f once, using it as a quantum oracle. This oracle

maps |z) |y) to |z} |y @ f(z)). For an example of the implementation of the oracle, see §4.2.3.

4.2.2 The Algorithm

We start with n + 1 qubits, with the first n initialized to |0) and the last to |1). We then apply a Hadamard
gate to all n 4+ 1 qubits. Utilizing what we learned in §2.7.1 the resulting state of the quantum register is

2" —1

1
ot ; ) (10) = 1)) (4.1)

From here, we apply the oracle introduced in the previous subsection. Note that we have two possible

results from applying this oracle:

) |0) = [} [0© f(z)) = |2} [f(x))

and

[7) [1) = |z} [1 & f(z)) .
By linearity, the state (4.1) is mapped to

2" —1

ﬁ S 1) (f (@) — L@ f(@))) (4.2)
=0

Note that, as f(x) always outputs either 0 or 1, we can simplify this last qubit further. If f(z) = 0, then

/(@) = 1@ f(z)) = 0) = |1).

If f(z) =1, then
[f(2)) = L@ f(x)) = |1) — 0).

We see that the sign is dependent on the outcome of f(z), and thus rewrite as
(@) = 1@ f(x)) = (-1 (|0) - |1)).
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Our state (4.2) can now be written as

2" —1

Y D@ ) (o) — 1))

z=0

We now disregard the last qubit, and are left with

2" —1

\/127 3 (1) |y

=0

Finally, we apply another Hadamard gate to the first n qubits, bringing our register to

1 2" —1 1 2" —1
NeTd > (-1 (\/2—n Do (- |y>> : (4.3)

=0 =0
After rearranging the summations, we obtain
|
o [Z (—1>f<w><—1>f'y] ).
y=0 =0

To determine the result of the algorithm, we now measure the first n qubits. Let’s look at the behavior

of the summation in the cases where f(z) is constant and balanced.

If f(z) is constant, then the term (—1)7(*) is constant. If f(z) = 0 for all 2, then
e R

o lz (—1)0(—1)“’] V) =15 D lz (—1)“’] ly) -
y=0 L z=0 y=0 L z=0

Let’s examine the bitwise dot product mod 2, x -y. When y =0, x - y = 0 for all . So the sign on the

inner summation will always be 1. Pulling out the term where of y = |00...0) gives us
1 2" 1 [2"—1
o <2n|oo...0> + > lz (1)”] |y>) .
y=1 =0

Now let y # 0. Then y -z will result in an equal number of zeros and ones when iterated across each x. With

an equal number of zeros and ones, the double summation reduces to
1 2" -1
T (2” |00...0) + Z 2"~ Ly) —2nt |y>>
y=1
which then causes the whole summation to reduce to 0. Our state (4.3) is now

1
o (2100...0) +0) = 00...0).
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So when measuring the first n qubits, we get 0 with a probability of 1.
If f(x) =1 for all z, we have
] i RN
EDSIDMEUIETEI VRS i ot 1Y
y=0 z=0 y=0 =0

The only difference between the first case and this one is that the sign is different. So the whole summation

reduces to — |00...0). This also gives a result of 0 with probability 1.

Now we look at the summation when f(x) is balanced:

Y [i(—l)ﬂw)(—l)f'y] ).
y=0 =0

If we draw out the y = 0 term again, (—1)¥® =1 for each x, but now since f(x) is balanced, there are now

an equal number of 1 and -1 coefficients from (—1)/(*). So extracting [00...0) gives us
1 2m—1 [2"—1
o (2"—1 00...0) = 2"71(00...0) + > lz (—1)f<w>(_1)w‘y] |y>)
y=1 =0

and the |00...0) cancels out to have amplitude of 0. While the actual result measured depends on f(z) (and

is subject to quantum noise), we are guaranteed that we can never draw |00...0) when f(z) is balanced.

Thus, when we measure the first n qubits, we will receive a register of all zeros if f(x) is constant, and a

non-zero result if f(x) is balanced.

We can look at the circuit diagram of this algorithm to view it from another perspective:

100...0) — gon en
Uy

Another way to think about the Deutsch-Jozsa algorithm is that the oracle will not alter the input state
in a meaningful way if f(z) is constant. Since the Hadamard transform inverts itself, if the unitary oracle

does not alter the first n qubits, the value measured is just the initial state, which was zero.
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4.2.3 Qiskit

This function will create a Deutsch-Jozsa circuit when given an oracle which applies gates to match a constant

or balanced function, and the dimension of the input.

# amport basic quantum circuits, stmulators, and plot tools
from qiskit import QuantumCircuit

from qiskit import Aer

from qgiskit.visualization import plot_histogram

def deutsch_jozsa_circuit(oracle, dim):
"""Construct a circuit to solve the Deutsch-Jozsa
problem when given a function that is promised to either
be balanced or constant

:param oracle: A method which applies the unitary oracle
to the circutt
:param dim: The dimension of the domain of the oracle
:return: A qiskit QuantumCircuit object which when run
will solve the problem
nimn
# Create a circuit with n + 1 qubits, n classical bits,
# and give it a name
circuit = QuantumCircuit(dim + 1, dim,

name=f 'Deutsch-Jozsa on {dim} qubits')

# Register is in state [00...00> so flip the last bit
circuit.x(dim)

# Apply a Hadamard gate to every qubit
[circuit.h(i) for i in range(dim + 1)]
circuit.barrier()

# Apply the oracle
oracle(circuit,dim)
circuit.barrier()

# Apply a Hadamard gate to every qubit except for the
# last one
[circuit.h(i) for i in range(dim)]

# Measure all qubits but the last qubit

[circuit.measure(i, i) for i in range(dim)]
return circuit
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Now all that is needed is to make some oracles. We have 3 cases: all zeros, all ones, or a balanced number

of ones and zeros.

The (n + 1)t qubit stores the output of our function, so at the simplest level, all we have to do is set
that output based on what the result is. A 0 constant oracle will do nothing, while a 1 constant oracle flips
the (n + 1) qubit to 1. Both of these leave the first n qubits alone, so that the Hadamard gates will undo

themselves before measurement and leave us with 0.

# 0 constant oracle
def constant_O_oracle(circuit, dim):
pass

# 1 constant oracle
def constant_1_oracle(circuit, dim):
circuit.x(dim)

Next is the balanced oracle. There are many possibilities to choose from. This simple one is easy to
implement, and illustrative. We apply CNOT gates from each qubit as a control to the (n + 1)%* qubit. This
entangles the state, and results in a non-zero measurement. We can then build and view the Deutsch-Jozsa

circuit.

# Balanced oracle
def balanced_oracle(circuit, dim):
[circuit.cx(i, dim) for i in range(dim)]

# View the circuit with a balanced oracle and dimension 4
circuit = deutsch_jozsa_circuit(balanced_oracle, 4)
display(circuit.draw('mpl'))

The algorithm produced by this code fragment is shown below. The oracle is applied between the two

barriers. We must remember that the implementation of the oracle is hidden to the algorithm.

il -' e

o IR I Hl

- — -3

a - ——5—¢
s

C

Figure 4.1: The circuit generated by Qiskit for a balanced oracle with n = 4.
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Now we can run some simulations and view the results.

# Run the simulator 1024 times and view the results
aer_sim = Aer.get_backend('aer_simulator')

results = aer_sim.run(circuit, shots=1024) .result()
plot_histogram(results.get_counts())

The result of the simulations should be depicted in the histogram generated by the above code fragment.

For this example, the results should look like the following.

1000
1.00 1

Probabilities

0.25

h’
~
h‘

Figure 4.2: The results from 1024 iterations of the Deutsch-Jozsa algorithm for n = 4.

From the results and the analysis in the section above, we see that our function was constant. As an

exercise, run the code yourself to verify that the algorithm returns the correct results.

4.3 Bernstein-Vazirani

In 1992, Ethan Bernstein and Umesh Vazirani developed their own algorithm to solve a modified version of
the Deutsch-Jozsa problem [24]. Rather than classifying functions, this algorithm attempts to find a string

encoded within a function. No significant improvements in efficiency or success probability over the original

algorithm have been discovered.
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4.3.1 The Problem

We are given oracle access to a function f : {0,1}" — {0,1} and are promised that the result is always
f(x) = - s, where (-) is the binary dot product modulo 2, and s is a bit-string of length n that is secret to

us. Our goal is to determine what this string is.

When viewing the Bernstein-Vazirani problem through the lens of the hidden subgroup problem, the
group G is Zan, and the hidden subgroup H is {h € G|h-s = 0}.
4.3.2 The Algorithm

On a classical computer we can make n queries to the function where we have only a single bit set to 1 for

each query. The result returned gives us the value of the bit in s at that position.

However, with just a single oracle call on a quantum device, we can find the entire bit-string s. We
start with n + 1 qubits, with the first n in state |0) and the last in state |1). We then perform a Hadamard

transform on all the qubits:

2" —1

e 30— )

We then apply the oracle function, which sends |z)|y) — |z) |y & f(z)), where (&) is vector addition
mod 2. Since we apply this to the entire superposition, we end up with the sign being determined by the

result of f(x), similar to Deutsch-Jozsa. We can now disregard the last qubit, leaving us with

Then we take a second Hadamard transform. Recalling that f(z) = x - s, this gives us

2" —12"—1 2" —-12"—1
f(:c) xs+x-y
e DI C VS D S NS

The sum z - s + z - y can be rewritten as x - (s & y). So,

2" —12"—1 2m—12"-1
xs+m xséE
D IDMCIEIET D S SIS
y=0 x=0 y=0 x=0

The vector addition mod 2 of s & y is equal to the zero vector only when y = s.
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Remark

Consider when y has been chosen not equal to s, that is, let y be given such that y # s.

Then
2" —1 2" —1
Z (_1)x‘(s$y) _ Z (_1)m-k
=0 =0

where k is a new non-zero vector from the result of s & y. Since k is non-zero, over x =
0...2" — 1, z - k will equal 0 exactly half the time, and equal 1 exactly half the time. This
means that an equal number of 1s and —1s are added together in the summation and

2" —1

Summing over x from 0 to 2™ — 1, the only vector left is |y) such that y = s:

12"—1 2" —1
= (Z (—1)*"“@”) ) =15,

y=0 =0

Measuring the state will give us the secret string s.
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4.3.3 Qiskit

We can see this algorithm in action using Qiskit. The code snippet below creates a circuit to solve the

Bernstein-Vazirani problem for a given binary string s.

# amport basic quantum circuits, stmulators, and plot tools

import matplotlib.pyplot as plt

import numpy as np

from qgiskit import Aer, QuantumCircuit, ClassicalRegister, QuantumRegister
from qgiskit.visualization import plot_histogram

def bern_vaz_circuit(s,n):
"mhConstruct a circuit to solve the Bernstein-Vazirant
problem when given a hidden binary string.

:param s: A hidden binary string

:param n: The length of the hidden binary string
:return: A qiskit QuantumCircuit object which when run
will solve the problem

nimn

# Create a circuit with n qubits + 1 ancillary qubit

# and n classical bits.

bv_circuit = QuantumCircuit(n+1, n)

# Inittalize the state of the anctllary qubit
bv_circuit.x(n)

# Apply a Hadamard gate to each qubit
for i in range(n):

bv_circuit.h(i)
bv_circuit.barrier()

# Apply the inner-product oracle
s = s[::-1] # Remember qiskit uses backwards ordering
for q in range(n):
if s[q] == '0':
bv_circuit.i(q)
else:
bv_circuit.cx(q, n)
bv_circuit.barrier()

# Apply Hadamard gates to the first n qubits
for i in range(n):
bv_circuit.h(i)

# Measure the first n qubits and return the final circuit
for i in range(n):

bv_circuit.measure(i, i)
return bv_circuit
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Let’s run this function using the hidden string s = 011 and view the resulting circuit.
# Hidden binary string
s = '011'

# Butld and view the Bernstein-Vazirant circuit
circuit = bern_vaz_circuit(s,len(s))
display(circuit.draw('mpl'))

This should produce the following circuit.

do

qi

qz

NN
3

qs

“=iii
-
O——4

Figure 4.3: The circuit generated by Qiskit for s = 011.

# Run the simulator 1024 times and view the results
aer_sim = Aer.get_backend('aer_simulator')

results = aer_sim.run(circuit, shots=1024) .result()
plot_histogram(results.get_counts())

These simulations yield the following results.

=}
~
v

Probabilities
=}
(%)
o

0.25

0.00

o
5

Figure 4.4: The results from 1024 simulations of the Bernstein-Vazirani algorithm.
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Our hidden bit string was 011 and all 1024 simulations produced 011 as well. As an exercise, run the

code above to make sure you get the same answer. Then try your own bit strings and explore the results.

4.4 Simon

Simon’s problem [25] is another problem designed to show the efficiency of quantum computing over classical
computing, first proposed by Daniel Simon in 1994, and was later the inspiration for Shor’s algorithm [26].
Simon’s algorithm solves the problem described below exponentially faster than any classical algorithm.
Specifically, it uses a linear number of queries, whereas any classical algorithm must use an exponential
number of queries. Like the Deutsch-Jozsa problem, Simon’s problem has little real-world use, but the

algorithm helped demonstrate the advantages quantum computers have over classical ones.

4.4.1 The Problem

In Simon’s problem, we are given oracle access to a function f : {0,1}™ — {0,1}" with the promise that for
some unknown s € {0,1}", for all z,y € {0,1}", f(x) = f(y) if and only if # & y = s. Note that this means

f is a one-to-one function if s = 0™, since then

fle)=fly) = z=yel" = z=y
and f is a two-to-one function if s # 0™. The goal in this problem is to determine s with as few queries to
f(z) as possible. As in the Deutsch-Jozsa problem, the oracle maps |z) [y} — |z) |y & f(x)).

Simon’s problem is a clear illustration of the hidden subgroup problem with G = {0,1}" and H = {0¢, s}

for some element s in G.

4.4.2 The Algorithm

Simon’s algorithm starts with two n-qubit registers in the state |0™) ® |0™). A Hadamard transform is then

applied to the n qubits of the first register, resulting in the state

2" —1 2" —1

(H=™[0™)) |0") = Z \/—| j07) = 2n2|x j07) .

Next, the oracle is applied to this state, giving us

2" —1

\/2—nZIx|f x)).
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We next apply another Hadamard transform to the first register to obtain

1 2" —1 1 2" —1 . 1 2" -1 /2" -1 .
7 o ((F ;<—1>”|y>> If(rc)>> =3 (Z (~1)"7 ly) If(w)>> .

z=0 y=0

We can rewrite this state as

> <|y> (} S (-1 If(w)>>> .

y=0 z=0

Finally, a complete measurement is performed, but we are concerned with the bits in the first register only.

The probability of measuring a string y is

2
2" -1
1

= 20 (CDf)

z=0

There are now two cases to consider. If s # 0™, then there are two possible inputs, z; and s = 21 @ s,

which correspond to each output z = f(z). Letting A = f({0,1}™) be the image of f, we have

2n—1 2 2
o 2 CUP )| =g SR+ (D))
=0 zEA

Since x5 = x1 @ s, we know
(FD)7 4 (1) = (D)7 4 (1)@ = ()P (1)),

Thus, the probability can be rewritten as

2
1

or ()7L (1)) )

z€EA

Ify-s=1, then 1+ (—1)¥* =1—1 =0, so this probability is zero. If y-s =0, then 14+ (-1)¥* =1+1=2,
so the probability is

2 2

= )P YR)|2)

z€EA

= | D)

on—1°
z€A

Thus, we know that if we measure a string y, then it is guaranteed that y - s = 0.

Repeating the algorithm n times gives us the system of equations:
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y1-s=10
Y2 -s=0

If these equations are linearly independent, we can solve the system for s. If they are not linearly independent,

we can repeat the algorithm until we have n — 1 equations which are linearly independent.

If s = 0™, then there is a unique input x corresponding to each output f(z). Since f is one-to-one, the

probability that the measurement results in a string y is

2

122! ' L 2l |
3 2 (PN =g 20| =5

As s = 0", we have that y - s = 0 for all y. In this case, we eventually obtain a system of n equations which

are linearly independent.

In both cases, we have obtained a homogeneous system of n — 1 or n linearly independent equations. In
the first case, this system has two solutions: the trivial solution 0" and a non-trivial solution s’. We can
solve the system for s’, and then check whether f(s") = f(0™). If f(s") = f(0™), then s’ = s. If f(s") # f(0™)
or we arrive at a system of rank n (hence admitting only the trivial solution), then it follows that s = 0™.

Either way, the problem is solved.

4.4.3 Query Complexity

We have proved above that we can find the solution using Simon’s algorithm by obtaining a system of at
most n linearly independent equations. We can now ask ourselves how we can guarantee n — 1 randomly
generated equations of the form y - s = 0 are linearly independent. In order to prove this, we will find the

bounds of the probability that any n equations returned by the algorithm are linearly independent.

Suppose we have k linearly independent equations associated with the vectors y1,¥s, ..., yx. These vectors
span a subspace S C Zy of size 2% where S consists of all vectors in the form a1y, + asys + - - - + apyy for

ai,as, ... a; € {0,1}.

Now suppose we find a new equation associated with a vector yxii. This equation will be linearly

independent of all the previous equations as long as yi41 lies outside S.

There is a 1 — 2*~" probability that 3,4 lies outside S. So the probability that any n equations are linearly

independent is the product of those probabilities for every k. This can be expressed as
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Pr=(1-3) < (1o ) <o (1- ) < (5)
() fi(3)

2k
Therefore, we obtain the solution using n linearly independent y vectors with a probability of greater

1 .

1

than 7. With any fewer than n — 1 queries, there will not be a unique non-zero solution. The lower bound
for the number of queries required for Simon’s algorithm is Q(n) [27]
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4.4.4 Qiskit

Let’s see Simon’s algorithm in action using Qiskit. First, we will walk through creating a Simon circuit by
building our own oracle that we know works for our example. Then we will take a look at a Qiskit package

subsidiary that will automatically generate the appropriate oracle for a given bit string.

First, we need to include the necessary imports, then create a function to build the circuit used in Simon’s
algorithm. This function below will create a Simon circuit for a given bit string s with length n. We know

the oracle we created is appropriate for the given bit string s = 101 that we will use for this example.

# amport basic quantum circuits, stmulators, and plot tools
from qiskit import Aer, QuantumCircuit, QuantumRegister, ClassicalRegister
from qiskit.visualization import plot_histogram

def simon_circuit(n):
"""Construct a circuit to solwe Simon's problem for
a given dimension

:param n: The dimension of the domain of the oracle
:return: A qiskit QuantumCircuit object which when
run will solve the problem

nmnn

Create a circuit with two quantum registers of 'n'

register q and register r, and one classical register of 'n' bits
Building the registers individually, while not

required, witll make future steps clearer

= QuantumRegister(n, 'q')

= QuantumRegister(n, 'r')

ClassicalRegister(n)

circuit = QuantumCircuit(q, r, c)

qubits,

0O R QO H# H# # R

# Apply a Hadamard gate to all the qubits in the first register
circuit.h(q)
circuit.barrier()

# Apply Simon's oracle specific to our example
circuit.cx(q, r)

circuit.cx(ql0],r[0])

circuit.cx(q[0],r[2])

circuit.barrier()

# Apply a Hadamard gate to all the qubits in the first register again
circuit.h(q)

# Measure the qubits of first register and return the completed circutt
circuit.measure(q, c)

return circuit
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Now that we’ve written this function, let’s take a look at the circuit it generates when we input s = 101.

# Define the starting bitstring and construct the circuit
s = '101'

circuit = simon_circuit(len(s))
display(circuit.draw('mpl'))

This should output the circuit below.

= ——
o 8

B H
B

=

n— 0 o

n 3

g o—o

c0 3 v 0 1 y 2

Figure 4.5: The circuit generated for n = 3. The oracle is applied between the two barriers.

Now that we have our circuit, we can run some simulations and view the results. Afterwards, we can compare

the simulations to the numerical solution.

# Run the simulator 100 times and view the results
aer_sim = Aer.get_backend('aer_simulator')

results = aer_sim.run(circuit, shots=1024) .result()
plot_histogram(results.get_counts())
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Figure 4.6: Results from running Simon’s algorithm 1024 times with s = 101.
We can verify these results by calculating the dot product of s and z.

# Calculate the dot product of the results
def sdotz(s, z):
accum = 0
for i in range(len(s)):
accum += int(s[i]) * int(z[il)
return (accum 7% 2)

for z in results.get_counts():
print( '{} . {} = {} (mod 2)'.format(s, z, sdotz(s,z)) )

For this example, this snippet should produce the following output.

181 . 181 = @ (mod 2)
101 . 111 = @ (mod 2)
101 . 810 = @ (mod 2)
161 . 800 = @ (mod 2)

Figure 4.7: Output showing the dot product of the original bit string and the results from Simon’s algorithm.

From this calculation, we can verify that the dot products of s and all output values z are 0.

The oracle we used above won’t necessarily work for any other inputs. Luckily, the qiskit_textbook
package has a function which generates Simon’s oracle for a given s. In order to install qiskit_textbook,

activate your conda environment and run the command below.
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pip install git+https://github.com/qiskit-community/qiskit-textbook.git

#subdirectory=qiskit-textbook-src

Once you have installed qiskit_textbook, then you can add an additional import and change our simon_circuit

function.

# Import simon_oracle
from qgiskit_textbook.tools import simon_oracle

def qiskit_simon_circuit(s,n):
"""Construct a circutt to solve Simon's problem for a
gtven dimension using the (iskit simon_oracle function.

:param s: A hidden binary string

:param n: The dimenstion of the domain of the oracle
:return: A qiskit QuantumCircuit object which when run
will solve the problem

mnnn

# Create a circuit with two quantum registers of 'n'
# qubits, register q and register T, and one classical
# register of 'n' bits

circuit = QuantumCircuit(n*2, n)

# Apply a Hadamard gate to all the qubits wn the
# first register

circuit.h(range(n))

circuit.barrier()

# Apply Simon's oracle using iskit's simon_oracle
circuit += simon_oracle(s)
circuit.barrier()

# Apply a Hadamard gate to all the qubits in the
# first register

circuit.h(range(n))

# Measure the qubits of first register and return
# the completed circuit

circuit.measure(range(n), range(n))

return circuit

Now we can try inputting another bit string and see how the circuit changes. For example, we can use

s =111.
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# Define the starting bit string and construct the circutt
s = '111"

circuit = qiskit_simon_circuit(s,len(s))
display(circuit.draw('mpl'))

The resulting circuit below is different from the one above! The simon_oracle function built a different

oracle for the different input value.
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Figure 4.8: The circuit generated for s = 111. The oracle is applied between the two barriers.

Now we can run some simulations and view the results.

# Run the stmulator 100 times and view the results
aer_sim = Aer.get_backend('aer_simulator')

results = aer_sim.run(circuit, shots=1024) .result()
plot_histogram(results.get_counts())
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Figure 4.9: Results from running Simon’s algorithm 1024 times with s = 101.

If we compare the output with the output of our first example, we can see the results are different. We can
verify our algorithm worked by calculating the dot product of s and all possible z values using our sdotz(s,z)

function from before. Looping through all of our solutions will produce the following output.

111 . 116 = @ (mod 2)
111 . e9e = 0 (mod 2)
111 . @11 = 8 (mod 2)
111 . 101 = @ (mod 2)

Figure 4.10: Output showing the dot product of the original bit string and the results from Simon’s algorithm.

This gives evidence that our algorithm works. As an exercise, run the above code to verify you get the

correct results, then try the algorithm with different s values.
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Chapter 5

Shor’s Algorithm

Inspired by Simon’s algorithm, Peter Shor first developed an algorithm to find the prime factors of an
integer in 1994 [26]. Since then, many have offered improvements to Shor’s original algorithm (e.g. [28]),
but the core has remained largely unchanged. Shor’s algorithm is perhaps the most impactful quantum
algorithm yet discovered, not because it is immediately implementable or solves a problem of wide industrial
applicability, but because of its implied threat to cybersecurity and global commerce. Since the algorithm
could hypothetically be employed to break any key for the most widely used public-key encryption schemes—
RSA, elliptic curve, and ElGamal—governments worldwide have taken notice and this implication seems to
be a common one in justifying further research and investment. To be clear, the threat seems a long way
off based on our knowledge of the unclassified implementations. In Chapter 1, all the machines we listed
handled fewer than 200 qubits, while a less-than-clever implementation of the factoring algorithm would
require many millions of high-fidelity qubits. A recent study [29] by Gidney and Ekera, however, estimated
that one could break an RSA key of 2048 bits in just eight hours with 20 million noisy qubits. It is not out

of the question that further efficiencies can be found in the coming years.

5.1 The Problem

Suppose we wish to factor a large integer N into, say, N = M1 My with 1 < M; < My < N. A well-
established classical approach is to find non-trivial solutions a to a®> = 1 (mod N) (We will discuss this in
§5.5.1). This, in turn, becomes feasible if we can efliciently compute the order of an element in the group
Zy: if 2" =1in Zy and r happens to be even, then a = z"/? squares to one. We will show that a randomly
chosen element of Z}; has a reasonable chance of having even order. So the problem to attack is efficient

computation of the order of an element.

66



But this can be reduced to the Hidden Abelian Subgroup Problem (HASP) as follows. Suppose = € Zn
with ged(2z, N) = 1. Define I' : Zgny — Z} via F(s) = 2° mod N. Then F(s) = F(t) if and only if
F(t —s) =1 and, with G = Zg (), the subgroup we seek a generator for is

H={s | 2°=1mod N } = (r)

where r is order of z in the group Z%. The cosets of H in G are s + (r) = F~1(F(s)) so our function F

satisfies the conditions for the input to the HASP.

5.2 Discrete Fourier Transform

Before we get to Shor’s algorithm, we need to understand the discrete Fourier transform and the quantum
Fourier transform. The discrete Fourier transform (DFT) takes a vector x of length N—often N values

evenly spaced from 0 to 27—and maps it to a vector y, defined by

N-1
—k
Yk = § TnWpn "

n=0

27

where wy = e~ is a primitive complex N-th root of unity. The inverse discrete Fourier transform (IDFT)

is given by

1 N-1
_ kn
Ty = N YW -
k=0

Shor’s algorithm utilizes the quantum analogue of the inverse discrete Fourier transform.

5.3 Quantum Fourier Transform

The discrete Fourier transform (DFT) converts a finite sequence of evenly-spaced samples of a function
into a sequence of equally-spaced samples of another complex valued function, known as the discrete-time
Fourier transform (DTFT). The inverse discrete Fourier transform uses the DTFT samples as coefficients of
complex sinusoids at the corresponding frequencies. The quantum Fourier transform (QFT) is the quantum
application of the inverse discrete Fourier transform. It is applied as a linear transformation to quantum
bits.

The QFT takes a quantum state |r) = Ziv:_ol xr |k) and maps it to a state ZkN:_Ol Yk |k), where each yy,
is defined by

1 N-1
k
= —— Tpwh
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and wy = e2™/N

Notice that when |z) is a computational basis state, x,, = 1 only when n = x and x,, = 0 otherwise, so
the QFT can be expressed as

2

-1

Wi |K) -
0

QFTy |z) = ——

N

b
Il

Thus, the matrix representing this transformation can be expressed as a sum of N? rank-one matrices

—1N-1

QFT, _Vr_§:§:w

7=0 k=0

For simplicity, we take N = 2¢ and we look at how QFTy acts on a computational basis vector |j)

N-1
1
FT OJ 27rzyk:/N k}
1 1 1 1
R L X X A ) @l o )
k1=0 k2=0 =0

1 1
Z'-'Ze%”( LR )|k1>®\k2>

® - R |ke)

11 1
o 2 D e ) o e k)

..k
® - ® 2™ |ky)

1
% (|0> +esr |1>)
where we have written k = > kn2/T1=" so that k/N expands as given

Now we look at the t*" qubit in this register, 1 <t < ¢. We want it to be in the state

) = == (10 + <57 |1))

1 2mi (of—1: | ol—2; )
— (]0) + et @731 427 Tt je) |1>)
7l
J J2 Je
1 1 0 1 0 1 0 0 )
V2 i61 i02 i, (10 + 1))
0 e 0 e 0 e
where we have expanded j = jijo - jo = 267151 + -+

+ 2%, and the phase is rotated by angles:

0 = 7267t 0y = 7207 L 6, = 2!t
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Notice that we can ignore all rotations by integer multiples of 27, that is, ) when k < ¢ —¢ 4 1.

tth

We are almost finished. This evolution of the qubit, assuming initial state |0), is represented by a

Hadamard gate followed by a sequence of £ —t controlled phase rotation gates Ry, /or, abbreviated as Ry, for

1 0
k=2,3,...,0—t+1. Note that Ry, := N can be built from a single CNOT gate and single-qubit
0 e T

gates:

Figure 5.1: The first few gates of the QFT
At the end of the first part of our circuit, the qubit represented by the first wire is in the state
10) + 2B+ R+ 1) ),

and, continuing in this fashion, we reach state:

= (10 T R RS ) e (lo) 2t ) )@@ (jo)+ e ).
vou
This is almost what we need, except the qubits are in the wrong order. We need to swap the first and last
qubits, then the second and second-to-last, etc. which gives us
1
V2!

(|0> + 6271'@’(%1) |1>) ® (|0> + e2ﬂi(j£2—1 +%l) |1>) Q- ® (|0> +€27‘ri(%+%+%3+~--+;%) |1>) )

This is the result of applying the QFT as a linear transformation to a state |j).

5.4 Phase Estimation

The last piece we need for Shor’s algorithm is quantum phase estimation. Quantum phase estimation is a
way of estimating the eigenvalue corresponding to an eigenvector |1) of a unitary operator U. If we write
this eigenvalue as €™ then the parameter 6 is called the phase. We can write the eigenvalue in this form

because U is a unitary operator, so its eigenvalues must have an absolute value of 1.
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On a high level, phase estimation involves putting the first register in superposition using Hadamard gates,
applying controlled U gates to the second register, then applying the inverse quantum Fourier transform to

the first register and measuring the results. This can be represented by the following circuit:

Quantum Phase Estimation Circuit

QFT;!

0 —{H]

[v) 4/"’—{(7_ (]Z“H(j_Uzl }; C'—(,F‘
ORNO O, ® ©

Setup Create Controlled U Inverse Quantum  Measurement
Superposition Operations Fourier Transforms

Figure 5.2: Components of a quantum phase estimation circuit

Let U be a unitary operator which operates on m qubits. Let U have eigenvector |1} with corresponding

eigenvalue €27,

Our circuit uses two registers, the first with n qubits and the second with m qubits. The initial state is

|0™) |). We first apply a Hadamard gate to the first register, resulting in the state:

=
Noa ; ) [v) .
Now we apply controlled U gates to the second register with control qubits in the first register. We use
the k" qubit (counting the qubits from right to left starting with 0, as Qiskit does) in the first register as
the control for a U?" gate on the second register. The U?* gate maps |¢) — e2mizto |1)), so the controlled
gate maps
1 1 1
V2 V2 V2

This stores the phase 8 in the control qubit and leaves the second register unchanged. After applying all the

(10) + 1)) ® 1)) = <|o>w>+|1>\w>>ﬁ%<|o>w>+e2“2’“"|1>|¢>>= (10) + €20 1)) @ [¢).

controlled U2" gates, the first register is left in state:

2" —1

1 (|0> + e27ri2"—10 |1>) ® (|0> + e27ri2"—29 |1>) R (|0> + e2ﬂ-i209 |1>) _ \/% ;) e27m'x0 |£I?> |,¢> .

2n

5
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Now we apply the inverse quantum Fourier transform to the first register. The inverse QFT maps a

computational basis vector |x) to
2" -1

1 ; n
= Z e—27‘rzxk/2 |k’> ,
k=0

so our state becomes
1 an_:l p2mizt (L 2nz_:16—2m'wk/2” |k>) ) = 1 QnZ_:l an_:l (2RIE(2"0—R) /2" |1y |y
van =0 var k=0 i’ k=0 .
Finally, we perform a measurement on the first register. The probability of measuring a state |k) is

2" —1 2

1 o n
ﬁ Z e27rwc(2 6—k)/2
=0

Let 6 = (2"6 — k)/2™. If 6 = 0 then this probability is 1. Otherwise, this becomes

2 ' 2
1 62772'2"0 -1

22n e2m‘6 -1

2" —1
i § :62771':56
271

=0

1 sin®(2"n0)
- 227 gin?(nd)

This probability is higher the closer 4 is to an integer a € Z, that is, when § = 6 — k/2" ~ a. But 0 and

k/2™ are both non-negative and less than 1, so it must be that a = 0. Thus,
0—Fk/2"~0 = O=k/2".

This means that & is likely to be close to a n-bit approximation for 8. We can try to determine the phase 6

more precisely by using more qubits in the first register.

5.5 The Algorithm

Now that we have the building blocks necessary, we can construct the full algorithm. Phase estimation and
the quantum Fourier transform are utilized in the quantum period finding subroutine. Shor’s algorithm
differs from the previously covered algorithms in that is has fairly sizable classical pre- and post-processing

steps.
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Shor’s Algorithm for Factoring

Input: A non-prime number N

Output: Two factors of N

1 Repeat until factors found
2 Pick a number a, 1 <a < N
3 Compute g = ged(a, N)

4 if g # 1 then

5 return g, N/g
6 end
7

8 Find the order r of a € (Z/NZ)*
9  if 2|r and a”/? # —1 (mod N) then

10 p = ged(a™/? —1,N)
11 q=ged(a/?+1,N)
12 return p, q

13 end

5.5.1 Classical Component

The key classical concept behind Shor’s algorithm is finding a factor of N by looking at square roots of 1

modulo N. If ¢ is a square root of 1 modulo N, then we have

a>=1 (mod N)

a>~1=0 (mod N) (5.1)

(a—1)(a+1)=0 (mod N)

This implies that N divides (¢ —1)(a+ 1). If we can find a value for a, we can compute ged(a — 1, N) to
try to obtain a factor of N. There are only two cases in which this will not work: when ged(a —1,N) = N

and when ged(a — 1, N) = 1.
If ged(a — 1, N) = N, then N divides (a — 1), so

a—1=0 (mod N)

a=1 (mod N)

72



As long as we choose a Z 1 (mod N) we can avoid this case.

If ged(a — 1,N) = 1, a — 1 and N are coprime, so by the Extended Euclidean Algorithm there exist
u, v € Z such that
(a—1Du+ Nv=1.

Multiplying both sides by a + 1, we find that
(> - Du+(a+1)Nv=a+1.
We know that N divides a? — 1 from (5.1), so there exists m € Z such that
Nmu+ N(a+1)v=N(mu+ (a+1)v) =a+1.

Therefore, N divides a + 1, so

a+1=0 (mod N)

a=-1 (mod N).
Thus, we also have to avoid a = —1 (mod N).
If we avoid these values of a, we are guaranteed
1<ged(la—1,N) < N

and

1 <ged(a+1,N) < N.

So both are factors of V. By the Chinese Remainder Theorem, an odd integer N with s prime divisors yields

2¢ solutions to the equation 22 =1 (mod N).
We examine the multiplicative group of integers modulo N (often denoted (Z/NZ)*),
G=({n:ged(n,N)=1,0<n< N} x)

with modular multiplication as its operation and where every element g € G is coprime to N, that is,

ged(g, N) = 1. The order of this group is exactly ¢(N), where ¢ is Euler’s totient function.

Let a € G. The order of a is the smallest integer r such that a” = e where e is the identity of the group.
In (Z/NZ)*, this would be " =1 (mod N), as e = 1.

Using the square root of 1 expansion trick above:

T

S
Il
-

(mod N)

a"—1=0 (mod N)

(a™/? —1)(a"? +1)

0 (mod N)
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Does this order grant us the desired factors? By definition of 7, we cannot have ged(a™/? —1, N) = 1, since

that would imply that r is not the order of a, as /2 < . So we avoid the case where ged(a’/? — 1, N) = 1.

We must be able to divide r by 2, and we cannot have a”/? = —1 (mod N). This is why we have the

conditional at line 9 in Shor’s algorithm. As long as those conditions are met, we will be given two factors.

Example: Given the number N = 21, we have the group
G = ({1,2,4,5,8,10,11,13,16,17,19, 20}, *)
with the operation being multiplication modulo 21.

The order of each element in G can be found easily since G is small:

Would it be bad to draw a number not in G as the randomly selected number a? No, it would be great!
Each of these share a common factor with N, so computing the GCD in step 3 of the algorithm would

immediately give an answer.

With larger semiprimes, though, the number of coprime elements will greatly outnumber any numbers

with a common factor.

Looking at the numbers coprime to 21 and their orders again, we see that an order of 3 appears twice, 6
appears 4 times, and 2 appears 3 times. Since 3 is odd, we cannot take half of it, so it will not be usable in

Shor’s algorithm. We have to find an element with a different order.

Looking at a = 5 with r = 6, we have

52 =125=20 (mod 21)

—1 (mod 21)
Thus, 5 does not work.
Looking at a = 8 with r = 2, we have

8! =8=8 (mod 21)
ged(7,21) =7

ged(9,21) =3

Picking 8 would give us the desired answer. We can now calculate the rest of the possible a values:
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10° =13  (mod 21)
113 =8 (mod 21)
131 =13  (mod 21)
17 =-1  (mod 21)
19 =13 (mod 21)
201 =-1  (mod 21)

There are 5 elements which have a usable order out of 11 possible choices. But any of the elements not
coprime to 21 would also have sufficed, so the odds of choosing a random number that would lead to a factor
of 21 are 12/19 =~ 63%. The probability of not choosing a correct number by the fifth try is approximately
(1 —.63)5, less than 1%.

We use custom quantum circuits to find the period r of f(z) = ¢® mod N for integer N. The period
of f is the smallest non-zero integer r such that f(z 4+ r) = f(x). It follows that a” mod N = 1. Shor’s
solution is to use the quantum circuit below to estimate the resulting phase from the circuit shown below.

This period finding algorithm is an example of the hidden subgroup problem with G' = Zyny and H = (r).

5.5.2 Quantum Component

We choose @ such that @Q = 29 and N? < Q < 2N2. This implies that % > N, since 7 < N. Next we need
input and output registers. The input register needs to hold a superposition of values from 0 to @ — 1, and
therefore has ¢ qubits. This may seem like twice as many qubits as we need, but it guarantees that there
are at least N different values of = which map to the same f(z), even when r approaches % The output
register needs to hold values ranging from 0 to N — 1, so it has n qubits, where n is the smallest integer such

that N <27,

We first initialize each qubit in both registers to the state |0). We next apply a Hadamard transform to

the entire register to obtain the state :

1=
[B0) = —= > [a) 07).
P
Let there be a unitary transformation Uy such that
Urlz) ly) = |z) ly & f(2)) .

When applied to the register above, this results in the state

1

;! Q-1
Q) =Us|®) =Us | —= ) |0 | = — z) |f(x)).
|@1) = Uy [®o) = Uy \/@;'H >] m;lﬂ())

This is still a superposition of @) states, but we have now entangled the ¢ input qubits and n output qubits.
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Apply the Quantum Fourier Transform

To find the period r of f(x) = a® mod N, we need to apply the inverse quantum Fourier transform to the

input register. Recall that the quantum Fourier transform applied to a basis state |z) is defined by

QFTy |z) = \/_ Z k)

27

where w = e~ is a primitive IN-th root of unity. But here we increase precision from n qubits to ¢ ~ 2"

qubits.

Let’s instead choose the primitive Q-th root of unity w = ¢ and apply the QFT to the first register of

our state, |®4):
| Qore-l

(QFTo® 1) |21) = 5 Z > Wy |f(z

z=0 y=0

Reordering this sum, we obtain
N—-1Q-1

z=0 y:O <

Perform a Measurement

If we take a measurement, we obtain some outcome y in the input register and some z in the output register.

The probability of measuring a given state |y) |z) is

Let
e 1 be the period of f,
e 1o be the smallest value of « € {0,..,Q — 1} such that f(z) =
o m= LWJ + 1 be the number of distinct input values x such that f(z) = z,
e b index the values of 2 running from 0 to m — 1, so that 0 < zg + b < Q.

Then the sum above can be rewritten as

2

2 2

1 1 m—1 1 m—1

5 Z W = @ Z wlEwotrd)y| — |wwoy|2 Z WY
0<z<Q b=0 b=0
J(x)=2
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As w®Y is unit length, this simplifies to

2 2

1
e

1 e27rz'mry/Q -1

QQ

wm'r’y _ 1

wrY —1

eQwiry/Q —1

We use the fact that |2 — 1|2 = 4sin?(x) to further simplify this as

e27m'mry/Q -1
e2miry/Q _ 1

1

1 sin?(mmry/Q)
o — 2 IR

- Q? sin®(nry/Q)

‘ 2

This probability is higher the closer 72 is to an integer k € Z, and rearranging these terms gives us

Q|

y
- ~

Q

We know the values y and Q. Since Q > N2, we propose that there is at most one fraction % with s < N

e =l

satisfying
k

Y 1
Q s

< —.
=90

To prove this, we argue by contradiction. Suppose there are two fractions %L and £2 that both satisfy
1 52

the inequality. Then,

k k kiso — k 1 1
_1__2:|182 282|2 > -
S1 So 5182 5152 Q
But % and ]z—;f are both within % of %, so this is a contradiction. Therefore, there is only one fraction %
where s < N satisfying this inequality. Thus, we can use the continued fraction expansion of % to find the

unique fraction .

If % is irreducible, then s is very likely to be either the period r or a factor of it. To verify our answer,
we can check classically if a®* =1 (mod N). If so, r = s and we are done. If not, we can classically obtain
more candidates for r using either multiples of s or other s such that % is near % If no candidates satisfy

the equality, then we must run the phase estimation subroutine again.

5.5.3 Runtime Analysis

Now that we can find s, we can analyze the runtime of this subroutine. What is the probability that we find

a s value that allows us to recover r, and what is the expected number of iterations required to do so?

There are ¢(r) possible values of k relatively prime to r, where ¢ is Euler’s totient function. Each of

% — é < -L. There are also 7 possible values of z for a

= 32Q"
given y, since r is the period of f. Thus, there are r¢(r) states |y) |z) which would enable us to obtain 7.

these fractions é is close to one fraction % with

Each of these states occurs with probability at least 3%, so we obtain r with probability at least ﬂg:_)

7



To determine the number of iterations required to find r, we will use the geometric distribution. The

expected value of an event with success probability p is %. So the expected number of iterations is

5.6 Qiskit

Let’s see an example of Shor’s algorithm in action. For this example we’ll solve the period finding problem for
a =7 and N = 15. For simplicity we’ll define U |y) = Jay mod 15) without explanation. Just as with phase
estimation |y) — |a®y) can be achieved by applying a logarithmic number of oracles of the form |y) — |a2jy>.
Then to create UT, we’ll repeat the circuit x times. To start, we need to import some packages and define

some helper functions.
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# amport quantum circuits, simulators, mathematics, and plot tools
import matplotlib.pyplot as plt

import numpy as np

from qiskit import QuantumCircuit, Aer, transpile, assemble

from qgiskit.visualization import plot_histogram

from math import gcd

from numpy.random import randint

import pandas as pd

from fractions import Fraction

# Returns a controlled-U gate for a mod 15, repeated power times
def c_amodl5(a, power):
# Controlled multiplication by a mod 15
if a not in [2,4,7,8,11,13]:
raise ValueError("'a' must be 2,4,7,8,11 or 13")
U = QuantumCircuit(4)
for iteration in range(power) :
if a in [2,13]:
U.swap(0,1)
U.swap(1,2)
U.swap(2,3)
if a in [7,8]:
U.swap(2,3)
U.swap(1,2)
U.swap(0,1)
if a in [4,11]:
U.swap(1,3)
U.swap(0,2)
if a in [7,11,13]:
for q in range(4):

U.x(q)
U = U.to_gate()
U.name = "%i"%i mod 15" 7 (a, power)

c_U = U.control()
return c_U

# Apply the n—qubit QFTdagger (inverse quantum Fourier transform)
# to the first n qubits in the circuit
def qft_dagger(n):
gc = QuantumCircuit(n)
# Don't forget the Swaps!
for qubit in range(n//2):
qc.swap(qubit, n-qubit-1)
for j in range(n):
for m in range(j):
qc.cp(-np.pi/float(2**(j-m)), m, j)
qc.h(j)
gc.name = "QFT{"
return qc
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With these building blocks defined, we can write the following function to produce a circuit to implement

Shor’s algorithm.

def shor(m):
""Construct a circuit to solve Shor's problem with an n
qubit input register

:param n: The number of qubits in the input register
:return: A qiskit QuantumCircuit object which when run
will solve the problem

nmnn

# Create QuantumCircuit with an n qubit input register
# plus 4 qubits for U to act on
gc = QuantumCircuit(n + 4, n)

# Inittalize input register and output register
for q in range(n):

qgc.h(q)
qc.x(n)

# Apply controlled-U operations
for q in range(n):
qc.append (c_amod15(a, 2#**q),
[q] + [n+i for i in range(4)])

# Apply wnverse QFT
qc.append (qft_dagger(n), range(n))

# Measure and return circutt
qc.measure(range(n), range(n))
return qc

Now that we have built our function, let’s see it in action using our example.

# Specify wvariables
n =238
a=7

# Create and view Shor's Algorithm for our exzample
gc=shor (n)

display(qc.draw('mpl', fold=-1)) # fold=-1 keeps the circuit
# on one line

This should draw the following circuit.
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Figure 5.3: Circuit generated to solve the above example using Shor’s algorithm.
Now we can run some simulations using this example.

# Run the simulator 1024 times and view the results
aer_sim = Aer.get_backend('aer_simulator')

t_qc = transpile(qc, aer_sim)

gobj = assemble(t_qc)

results = aer_sim.run(qobj) .result()
plot_histogram(results.get_counts())

Running this snippet yields the following results.

0266

a8 0243 0242
0.24 1
0.16
0.08 1
0.00 - §
s

§ S §
k=] <o (=]
S

g & §

Probabilities

&
Figure 5.4: Circuit generated to run the quantum subroutine of Shor’s algorithm with the above parameters.
Now we can look at these results in terms of phases instead.
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rows, measured_phases = [], []
for output in results.get_counts():
decimal = int(output, 2) # Convert (base 2) string to
# decimal
phase = decimal/(2**n) # Find corresponding
# eigenvalue
measured_phases. append (phase)
# Add these wvalues to the rows in our table:
rows.append ([f"{output}(bin) = {decimal:>3}(dec)",
f"{decimal}/{2**n} = {phase:.2f}"])
# Print the rows in a table
headers=["Register Output", "Phase"]
df = pd.DataFrame(rows, columns=headers)
print (df)

Register Output Phase
@ 10000000(bin) = 128(dec) 128/256 = 0.50
1 11000000(bin) = 192(dec) 192/256 = 0.75
2 01000000(bin) = 64(dec) 64/256 = 0.25
3 @oeeeoed(bin) = o(dec) 0/256 = 0.00

Figure 5.5: Measured eigenvalues of the results of Shor’s Algorithm.

Now that we have our measured phases, we can solve for our final result using the continued fraction

expansion.

Phase Fraction Guess for r

8 ©.50 1/2 2
1 @.75 3/4 4
2 .25 1/4 4
3 .00 e/1 1

Figure 5.6: Possible r values from continued fraction expansion on the results of Shor’s Algorithm.

We can see that two of these produced the correct result, r = 4. This illustrates what we discussed above:
some iterations of Shor’s Algorithm do not produce the desired results. The way we choose to solve this
problem is to repeat the algorithm. As an exercise, repeat the algorithm multiple times and compare the

results. Then, try out the circuit for a = 2,4, 8,11, and 13 and observe the results.

5.7 The Discrete Logarithm Problem

The novelty of Shor’s algorithm comes from its ability to solve the hidden abelian subgroup problem (HASP).

Any problem reducible to the hidden abelian subgroup problem also can be solved with Shor’s algorithm
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when proper modifications are made. One such problem is the discrete logarithm problem (DLP).

Discrete Logarithm Problem

Let p be a prime number, and g a generator for Z;. Given a € Zj, find z such that g* = a (mod p).

Note that the input for this problem, (p, g, a), consists of 3 log, p bits. Since p is prime, Zy, is cyclic. Every
element in Zj is uniquely expressed by g to some power k. To reduce this to the HASP, we work with G =

Zp_1 X ZLyp_q (coordinatewise addition modulo p — 1) and consider
f:G—=2Z, via f:(a,f) = g% ".

Whenever ¢° = a and a = 23, we have ¢°%a=? = (¢°)%a=® = afa=? = 1. The hidden subgroup is
generated by (z,1), and any other pair that produces a matching coset to (x, 1) will retain the property of
«a = zf. Finding a generator («, ) for this hidden subgroup will give an answer to the discrete log problem

&

as T = R
5.7.1 Baby-Step Giant-Step

It’s worth noting that the discrete logarithm problem has an elementary exponential time classical solution
for finite abelian groups called the baby-step giant-step algorithm [30]. While exhaustive search requires
O(p) = O(2'°82P) steps, this approach cuts the work to O(/p) steps, a quadratic speedup but still exponential

in the size of the input.

We first compute many powers of g along the unit circle as a part of the giant step. To do this, we define

t:=[y/n], where n = p — 1 is the order of the group Z5. We compute gFt for integers 0 < k < t:

We check to see if a matches any of these values. If it does, we have found a value x such that ¢* = a

(mod p), and we are done:

83



glt=1t

Otherwise, we begin to compute the baby steps. The element a must fall in one of the gaps, so we shift the

values we check:

241 glt+l

WaVAE
g3t Qay
.. (t—1)t+1

g

However, instead of recomputing every power ¢g** along the unit circle, we can instead multiply a by g and

t
i ; gOt

g'
g(t—l)t

then check against the values we already have:

We repeat this process of multiplying our inner value by g until we have a match:

glt
i ; ot
37, g
g(

t—1)t

Suppose we find that g3a = ¢2¢, then a = g~ 3g% = ¢?*~3. So the value x is 2t — 3. Since n < t2, the Division

Algorithm gives x <nasx =tqg+r, with 0 <¢g<tand 0 <r <t

The running time and space complexity of this algorithm is O(y/n), where n is the order of the group.

There are two other algorithms of interest in specific cases. Pollard’s [31] rho algorithm for logarithms can
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reduce the space complexity for cyclic groups (which Z; is). If p is not prime, then the Pohlig-Hellman

algorithm [32] can reduce the running complexity. But all of these have worst-case exponential running time
O(v/p)-

It is a worthwhile question to ask why the discrete log problem is considered difficult enough to have a
cryptographic scheme designed around it when a polynomial time algorithm exists which solves it. ElGamal
encryption suggests key lengths of 1024 bits or larger, so to use the baby-step giant-step algorithm, 2512
numbers need to be precomputed and stored. This requirement alone is enough to guarantee security from
attacks from an average computer, whereas the key length may require 2048 bits in order to protect against
more powerful computing hardware. The baby-step giant-step algorithm halves the security of the length
of the key, but as long as it is computationally feasible to use larger length keys, the cryptographic scheme
is feasible. In general, cryptographic schemes gauge security by the bit length of their private keys. A key
of size n really has a search space of 27, so the baby-step giant-step algorithm finds solutions in 2*/2 time.

Shor’s algorithm runs in O (n2 log n loglog n), which is indeed polynomial in the size, 3n, of the input.

5.7.2 Overview of Shor’s Algorithm for Discrete Logs

Shor’s [33] algorithm for discrete logs follows a similar design paradigm to the factoring algorithm with usage
of the QFT for solving the hidden abelian subgroup problem, and then classically processing the reduction
steps. In 2016 [34] and in 2021 [35] Martin Ekera made some modifications which improve the success rate
to 99% depending on runtime tradeoffs in the quantum or classical step. The original algorithm for a general

case of discrete logarithms follows the steps below.
1. First, pick a power of two, () = 29, such that @ is close to p, i.e. p < Q < 2p.
2. Initialize three ¢-qubit registers to zero.
3. Apply Hadamard transformations to the first two registers.
4. Apply a unitary transformation Uy which maps |z1) [22) |y) to |z1) |z2) |y @ f(z1,22)).
5. Apply the inverse QFT to the first two registers.
6. Measure all registers.
7. Process the output classically.

5.7.3 Quantum Component

We begin with three zero registers, and a power of two, Q = 29, such that p < ¢ < 2p. @ will be used for

the dimension of the QFT later and should be a power of two to ensure accuracy with the QFT. Our initial
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state is

Do) =0...0)[0...0Y0...0).

Next, we apply Hadamard transformations to the first and second register. These registers go from 0 to
p— 2, not p — 1. Looking back at the formulation of the discrete log problem, we want to solve for x in the
equation ¢g* = a (mod p). Shor’s algorithm solves the hidden abelian subgroup problem, but we have a way
to reduce discrete logarithms to the hidden abelian subgroup problem. We used Z,_1 X Z,_1 as the additive

group modulo p, but each Z,_; set has p — 1 elements. Thus,

p—2 p—2

|@1) = HO*¥ o) = — Z > w1} fz2)[0...0).

131 0 2=0
We use the same unitary transformation trick from our earlier algorithms. We apply a unitary transformation
Uy which maps |z1) |z2) |y) to |z1) |z2) |y & f(x1,22)), where f(z1,22) = g a™ "2 in Z, as above. We see
something new here; the function now has two inputs. From our problem reduction, we have a function f
which can reduce the DLP to the HASP as f : (z1,x2) — ¢g®*a~*2. This is exactly the function we will use

for our unitary transformation. So,

p—2 p—2
[©2) = Up |®1) = —— — > > len) ) |97 a™ mod p).

1‘1 01‘2 0

Now that the problem has been reduced to the HASP, we apply the inverse quantum Fourier transform as

we did in the factoring algorithm. Therefore,

- -2 Q-1 Q-
[@3) = QF T |2) = Z Z Z Z G (@meata2a) 120) |2,) |¢% a2 mod p) .
1‘1 =0z : : :

There are four summations here, but luckily, we are done. All that is left is to measure. The quantum
Fourier transform solves the hidden abelian subgroup problem, which returns us a generator for the hidden

subgroup. We pass the results of the measurement to the classical portion.

5.7.4 Classical Component

Recall the reduction from the discrete log problem to the hidden abelian subgroup problem. To recover
an answer to the discrete log problem, we have a generator (o, 8) which has the property that o = z0.
Solving for x should be as simple as dividing o by f. Since (a, 8) should be a generator of subgroup H,
we expect ged(B,p — 1) = 1 and 3 is invertible in Z,_;. The tuple returned from measurement consists
of (z3, x4, g**a~*2), and empirically, we know that the quantum Fourier transform gives us exactly such a
generator (z3, x4). Unfortunately, it is not so simple. We must do some processing to the output, as the

analysis will show.
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We create a new pair («, 8) where

rounded to the nearest multiple of ﬁ and
-1)—7
ﬂ:—xg(p ) , £=ux3(p—1) mod Q.
Q
Now, we are likely to have a pair that will give x = % There is still a chance we do not get back x
though, so it is important to check that g®/# (mod p) does equal a. In some cases, 8 is not coprime with

p — 1 and therefore cannot be used as a divisor in Z,_;.

5.7.5 Analysis

When we measure |®3), we interest ourselves in the case where the third register has the form y = g*
(mod p) for some integer k. Here we consider all the states where the relation 1 — zzo =k (mod p — 1) is

true. So, our summation will reflect that:

1 211
_ 2 (ryx3+292)
op = |————— g e«
(p 1)q T1,T2

r1—xxo=k
This is not a summation of all possible states, only of states that we may consider desirable. It is now
up to us to determine what this probability value is. The relation can be reformulated so that x; is alone
on the left side and modular arithmetic is replaced by integer arithmetic:

k+ :L'J:QJ

—k (-1
T +zxo — (p ){p—l

Now that we have fully described x; with x5 and k, we can eliminate z; from the amplitude:

1 = @((lﬁ—axz —( —1)\_—“‘”2 )x +x )
o Z eQ / 2— (P p—1 3TT2T4

p—2
( 1‘1)@‘ S 8 (bt a5 an)
p P

iL‘2:0

We define a new constant £ = z3(p — 1) mod @ and use this in further equations. A factor of €2>7#%3/Q can

be removed from all terms because it has no effect on the probability amplitude:
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p—2 _ 2
$ T (e ) 25 (|5

ZEQZO

O —

1
(p—1)Q

By relating the variables x1, x5, 3, and x4 to another, we have reduced the number of summations with
which we concern ourselves with down to one. All that is left is to examine what happens as x5 goes from 0
to p—2. Ideally, we want all the values that occur in the summation to be positive. We know the amplitudes
rotate around the unit circle, so if we can show that the rotation is restricted to a maximum of half the unit

circle, we can show that all the complex values in the summation have positive real part.

Looking at the left exponential, zxs + x4 — ;Tél is a fixed value, and we want to say that it can be no

more than % If so, then as xo goes from 0 to p — 2, it never crosses over half of the unit circle and thus

remains positive.

Looking at the right exponential, if £ is less than @ /12, then the exponential falls within the range
[1 _ 671'2'/6’ 1+ eTfi/G:I.

Of all the possible states, the probability a random state satisfies both of these conditions is ﬂ% or
ﬁ since ) < 2p. Unfortunately, calculating this number is out of scope of this text, and interested parties

should instead refer to one of the modern versions of Shor’s algorithm.

So, one might have to run this algorithm around 480 times in order to receive a candidate for a pair
(a, B)! However, this number of runs is fixed for every discrete logarithm problem that is input. It does not
grow with the input, making this a constant value. It gets worse—the pair may be unusable. Once we get a

candidate, we have the relation

taken by dividing our conditions of success from the left exponential and dividing by Q. We have to
extract x out of this. We know the values p, @, x3, x4, and £. This is why we set a = % rounded to the
nearest multiple of Tﬁ and g8 = W. If B is not relatively prime to p — 1, then 8 is not invertible
in the ring Z,_; and we cannot solve o = z3 for = in general. The probability that a value § does is not
relatively prime to p — 1 is also out of scope of this text, but we can say that it is about %; similar to the
factoring algorithm for a suitable order value. Shor’s algorithm for discrete logs is therefore polynomial, but

it comes with a massive constant value cost. Modern versions both reduce this constant and increase the

chance of success.
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Appendix A

Glossary of Definitions

abelian group An abelian group is a group that has commutativity. That is, for a group (G,-), for all

elements u,v € G, u-v =v-u. 12, 89, 92

basis A basis B for a vector space V is a minimal spanning set of V that is linearly independent. Each

element of V' can be written as a unique linear combination of vectors in B. 12

binary dot product Given two bit strings a = ajas...a, and b = b1bs ... b, where
@1,a2,...,0n,b1,ba,..., by, are either 0 or 1, the binary dot product a-b is given by a1by + asbs + ...+
apb, mod 2. 27, 52

binary operation A binary operation is a function which takes two inputs—usually from the same set—
and gives an output in that set. It is not to be confused with binary numbers. Binary operations may
have an additional notational shorthand where the operands are on either side of the operator. For

example, given the function () : S x S — S, we can write (-)(a,b) =casa-b=c. 90

complex conjugate The conjugate of a complex number z = a + bi is Z = a — bi, the unique complex
number that has the same real part as z and imaginary part with the same magnitude but opposite

sign. 11

complex vector space A complex vector space is a set V' of vectors forming an abelian group under vector
addition which is closed under multiplication by complex scalars in such a way that the following

identities hold for all |¢),|¢) € V and all ¢,d € C:
o (c+d)|p) = clp) +dlp)
o c(lp) + 1) = clp) +cl)
o (cd)|p) = c(dlg))

e llp) =)
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. 12, 90, 92

computational basis The computational basis for the complex vector space C2" is defined by
B ={|b) | beZy}. This is the “standard basis” familiar to students of linear algebra, but with axes

labeled by binary n-tuples. 13, 14

continued fraction expansion Any number r can be expressed as a simple continued fraction

Lo
T =ay 1
a2 + as+...

where a1 € Z and as, as, ... are positive integers. We can also simplify the form of a continued fraction
and write it in coefficient vector notation, [aj, ag, ...]. Simple means that the fractions all have 1 as a
numerator. A continued fraction may be finite or infinite; particularly, the continued fraction expansion
is finite if and only if r is a rational number. To convert a rational number r into a continued fraction,
we take the floor of r; and this becomes the coefficient a;. Then, we subtract a; from r; and take the
reciprocal to get r;41. This process is repeated until it can be continued no more. The recurrence

relations that define this process are a; := |r;] and 41 := 1/(r; — a;). 77

coprime Two numbers are coprime if they share no common factors. This is equivalent to their greatest

common divisor being 1. 87, 92
dimension The dimension of a vector space is the cardinality of a basis of that vector space. 13

group A group (G, ) is a set G with a binary operation (-) which satisfies the following properties for all

a,b,ce G:
e a-be G (closure)
e (a-b)-c=a-(b-c) (associativity)
e There exists an element e € G such that a-e =e€-a =a for all a € G (identity)

e Given a, there exists an element a~! such that a-a™' =a~!-a = e (inverses)

A group (H,-) is called a subgroup if H C G and it still respects the properties of being a group under
the same operation as G. Notationally, the pair may be omitted when describing a group and it can be
referred to by its set. As an example: “Let G be a group and H be a subgroup H < G.” Also notice
that the symbol has changed for describing a subgroup. 44, 89

Hermitian inner product For a complex vector space V, a Hermitian inner product is a function (, ) :

V x V' — C which satisfies the following properties for all u,v,w € V and A € C:
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(u,v) = (v,u) (conjugate symmetry)

o (Au,v) = Au,v)

o (u+w,v) = {u,v)+ (w,v)

(u,u) >0

e (u,u) =0 if and only if u =0

On C™, this function has the form (z,w) = Y7 | z;w;. 13

Kronecker product The Kronecker product is an operation on two matrices, denoted by the symbol ®,
which returns a block matrix. If A is an m X n matrix and B is a p X ¢ matrix, then the Kronecker

product A ® B is a mp X ng block matrix where the (4, j) block is equal to a;; B :
allB ‘e alnB
A®B=

amiB ... amnB

Note that, unlike matrix multiplication, our dimensions need not agree. The following properties hold

for Kronecker products of matrices A, B, C, D, and scalar 7:

e (A® B)(C ® D) = (AC ® BD) (mized product property)

e (A® B)t = At @ BT (transposition is distributive)

¢ (A+B)(C=ARC+B®C, A®(B+C)=A® B+ A C (additivity of linearity)
o (rA)® B=A® (rB) =r(A® B) (homogeneity of linearity)

with the mixed product property requiring matrix dimensions to allow for matrix multiplication to be

defined. 14

linear combination A linear combination of a set of vectors is a finite sum of scalar multiples of vectors
in that set. Let [11),|v2),...,|¢n) be a set of vectors and ¢y, ca,...,c, be a set of scalars, then

e 1) + c2 |2) + ... 4 ¢n |tn) is a linear combination. 12, 91

linearly dependent A set of vectors is linearly dependent if it is not linearly independent. That is, there
exists a non-zero set of scalars ¢, ¢a,. .., ¢, such that the linear combination ¢ |[t1) + ¢o [th2) + ... +

e |n) = |0) is true. 12

linearly independent A set of vectors [¢)1), [t)2) ..., |1,) is linearly independent if the linear combination

c1|Un) + co ) + ... 4 ¢p |n) = |0) is true only when ¢; = co = ... =¢, = 0. 12, 58, 89, 91
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multiplicative group modulo n A finite abelian group under the operation multiplication modulo n.
The elements of this group consist only of elements coprime to n. The order of this group is then
exactly ¢(n) where ¢ is Euler’s totient function. The multiplicative group modulo n is denoted by

(Z/nZ)*. 45

oracle An oracle is a “black box” operation, often defined as a function f which takes an input and produces
some output without any regard for the process by which the output is obtained. In algorithm analysis,

and oracle call is one step. 46, 52, 56
order The order of a group G is the number of elements in G. It is denoted as |G|. 92

orthogonal Two vectors v1 and v are orthogonal if they are perpendicular to each other. More generally,
if the inner product of the vectors v; and vs is 0, then they are orthogonal with respect to that inner

product. 13

orthonormal basis An orthonormal basis is a basis in some complex vector space whose vectors are all

unit vectors which are orthogonal to one another. 13

superposition A qubit is in superposition if it can be expressed as a linear combination with non-zero
constants of two or more basis states. For example, if neither ¢; nor ¢y is zero, the following qubit is

in superposition with respect to the computational basis: [) = ¢1 |0) + ¢o [1). 13

unit vector A unit vector is a vector which has a magnitude of 1. 13

vector addition mod 2 Given two vectors a,b € Zj, vector addition mod 2 is elementwise addition with
modulo 2 applied, that is, a & b = [a; + by mod 2, as + by mod 2, ..., a,+ b, mod2]. This is
equivalent to the classical operation XOR on two binary strings. This can also be done with elements

of other vector spaces and is called addition over Fg, where Fy is any field modulo 2. 52
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Abstract

CryptKeeper intends to close the gap between theoretical cryptanalysis and current practices by providing a
toolkit of practical attacks on relatively modern cryptographic algorithms; all while remaining accessible to
novice analysts. We designed a publicly available Docker image which contains a set of tools with a written

introduction, along with step-by-step examples of breaking each cryptographic algorithm.
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Chapter 1

Background

Cryptography, the mathematics of secret communication, finds usage in all aspects of our modern tech-
nological life. HTTPS encrypts internet traffic (RFC2818, 2000), credit card chips store a private key to
authorize transactions (ISO/IEC 7816-4:2013, 2020), and hashing algorithms securely store our passwords
in databases (OWASP, n.d.). However, not all cryptographic algorithms are created equal. Triple DES
was proven insecure in 2016 but is still used in 1-2% of internet communications (Bhargaven & Laurent,
2016). LinkedIn stored passwords with SHA-1 hashes and no salts which allowed hacker Yevgeniy Nikulin to
compromise 100 million user passwords (US DoJ, 2020). Cryptographic algorithms are fallible, potentially

in their theoretical design and physical implementation.

Yet, most work by cryptanalysts hides behind mathematical papers or classified documents. This severely
limits the ability of interested individuals in approaching a topic critical to the function of our internet.
We believe that improving accessibility to cryptanalysis tools will provide educational benefits to those
without advanced degrees, generate more interest in an important subject, and contribute to more secure

cryptography as literacy improves.



Chapter 2

Methodology

CryptKeeper intends to close the gap between theoretical attacks and current practices by providing a
toolkit of practical attacks on relatively modern cryptographic algorithms; all while remaining accessible to
novice analysts. We designed a publicly available Docker image which contains a set of tools with a written

introduction, along with step-by-step examples of breaking each cryptographic algorithm.

The core of our project relies on the study of algorithms, vulnerabilities, and tools which are relevant to
current practical cryptanalysis. As researchers, this meant prioritizing cryptographic schemes which have
an existing, easily accomplished attack against them. Therefore, we can find tools that have a meaningful

impact on modern cryptography.

To get started, we surveyed 31 of the most popular stream ciphers, block ciphers, and hashing functions
with known vulnerabilities through a literature review. After studying the implementation of each, we
took note of the year they were broken/deprecated, statistics about their prevalence today, their technical
applications, known attacks, and open-source tools that execute these attacks. Appendix B summarizes our
research, stating if the algorithms are in-use/relevant, if practical attacks exist, and if there is a publicly

available tool to break them.

Leveraging these factors, we identified 2 stream ciphers(RC4, CSS), 2 block ciphers(DES, Double DES),
and 2 hash functions(SHA-1, MD5) that would make meaningful candidates. Some are genuine threats to
modern cryptography, while others are worthwhile to study as an educational exercise. With a shortlist now

identified, we then moved on to translating our research into an accessible toolkit.



Chapter 3

Our Contribution

Our toolkit is a Docker image built on Ubuntu 22.04 LTS with cryptanalysis tools installed along with
original tutorial examples. An update script is included which updates the packages and tools inside the
Docker image. Additionally, two tags of the image exist, latest and lightweight. Latest contains all the tools
already compiled, while lightweight contains only the examples and the install script which will compile

necessary binaries when run.

3.1 Tools

During our research phase, we found command line tools to crack different cryptographic schemes. The
following table associates a cryptographic scheme with the cracking tool we chose, along with a quick expla-

nation of how the tool works.

Algorithm | Tool Explanation Source

RC4 rcdcrack RC4’s key scheduler fails to make an output of the cipher ap- | github.com/
pear uniformly random. RC4ANOMORE is an aptly named | signifi3d/
attack which exploits those weaknesses, however the code is | rcdcrack
not available for public use. But, RC4 has another potential
flaw, variable length keys. A shortened key can be guessed
in a reasonable amount of time, with 40 bit keys crackable
in a day. This tool utilizes the likelihood of certain phrases

in the plaintext to increase the chances of breaking an RC4

cipher.




SHA-1
& MD5

John the
Ripper

A tool for the practical user to break a hash by undoing
it, rather than finding a collision. JtR utilizes wordlists of
common passwords and mangles them depending on a rule
set. JtR’s optimizations mean that hundreds of thousands
of hashes can be tried every second, enough to break even

long, 12-digit passwords.

github.com/
openwall/

john

DES

DES-

Bruteforce*

DES keys are 64 bits in length, but only 56 of those are used
as a part of the key scheduler. This makes the keyspace a
size of 2°6. Given a plaintext and ciphertext pair, a ma-
chine has to try, on average, 2°5 keys. To complete this in
a day would require 500 million encryptions a millisecond.
Difficult for one machine to achieve, but quite easy for a
group of them. In our example, we can assume a weak key

which significantly decreases the size of the keyspace.

github.com/
alexandretea
/des-brutefo

rce

Double
DES

DES-Mitm*

To bypass the safeguards of 2DES, and reduce the com-
plexity of 3DES, meet-in-the-middle compares outputs and
inputs. With a plaintext-ciphertext pair, you try a key to
decrypt the ciphertext and encrypt the plaintext. If the val-
ues match, you've found the correct key. This only doubles
the work required, so instead of 2DES requiring 215 aver-
age operations to brute force, 2°6 are needed. Effectively,
adding an extra day to the bruteforce attack we described

above.

github.com/
thomwigger
s/des-meet-in

-the-middle

CSS

CSS-auth*

CSS-auth breaks DVD encryption in just 18 seconds thanks
to a major weakness in the 40-bit key stream cipher. CSS
has a mangling subroutine which is reversible. By trying 28
combinations, 5 bytes of the initial state of the encryption
can be recovered. This allows the last few bytes of the
initial state to be easily guessed, and reveals the key used

to decrypt the data.

WWW.CS.cm
uw.edu/~dst/
DeCSS/css-a
uth/




RSA

RsaCtfTool

computations.

A faulty random number generator can cause two RSA num-
bers to share the same prime. Computing the GCD of the
two public keys gives a straightforward method to recover
the secret keys of both. If n; = p; * g1 and no = p;1 * qo,
then ged(ni,m2) = p1. Using that knowledge, the secret
key d can be computed for both. RsaCtfTool does these

github.com/
Ganapati/
RsaCtfTool

Table 3.1: *Indicates a tool we intended to install, but could not

due to time constraints.

We decided to include a tool to recover RSA keys; RSA was not one of the algorithms we originally

researched, given that it remains secure, but we felt that using this tool to show the danger of weak keys

was a worthwhile educational exercise and decided to include it.

3.2 Examples

For each tool, we created a simple example which mirrored the associated algorithm’s real world use case as

close as possible. A quick comparison of each algorithm’s typical use case and our example is shown in the

table below.

Algorithm| Real-World Use Case CryptKeeper Example
RC4 Commonly used in protocols and standards | Breaking given ciphertexts of TLS trans-
like WEP, WPA, SSL. and TLS (Cobb, | missions
2015)
CSs* Standard encryption method for DVDs | Copying an encrypted DVD
(CSS, n.d.)
DES* Encrypt early HTTPS connections (DES, | Decrypting example HTTPS traffic
2022)
Double Short-lived predecessor to Triple DES, | Decrypting example traffic for an EMV
DES* which is still used to verify EMV payment | transaction
transactions (Henry, n.d.)




SHA-1 Authenticate digital certificates, store pass- | Revealing user passwords given a password
words, verify checksums, etc. (Leurent, | file

2020)

MD5 Authenticate digital certificates, store pass- | Revealing user passwords given a password

words, verify checksums, etc. (Leurent, | file

2020)
RSA Transmit shared keys for symmetric-key | Demonstrating how users can find a private
cryptography (Lake, 2021) key when data is encrypted with a weak

public key

Table 3.2: *Indicates an algorithm we intended to include, but
could not due to time constraints.

To reiterate the comment at the end of section 3.1, we decided to include an example of recovering a

weak RSA key, even though RSA was not one of the algorithms we originally researched.

3.3 Limitations

Throughout this process, we discovered how difficult it is to first find appropriate tools, in addition to
building straightforward examples. Many designers of cryptanalysis tools refuse to publish them for a few
reasons: worries about misuse by ne’er-do-wells, concerns around government regulations, and proprietary
or copyright violations for patented algorithms. This causes published tools to suffer from setbacks such as
poor documentation or an inability to handle data that does not follow a specific format. Unfortunately, the
format tools accept can wildly differ from the format the algorithm uses in practice. These complications
prove the difficulty of finding practical tools and demonstrate that work in this area would fill in the gap
between theoretical and practical ability. Due to time constraints, we could not add as much depth to

CryptKeeper as we would have liked.

3.4 End Product

The docker image is downloadable online on DockerHub. Upon entering the /home folder, each example

folder contains a README.txt explaining a cryptographic algorithm and its associated cracking tool.



rc4example
README . txt
wordlist.lst

answers.txt

README. txt

hashexamples

wordlist.1lst

rsaexample
answers.txt

passwordfile Kz

README. txt answers.txt

README . txt

incomplete

-

\

cssexample |—

sampledvd
[

README. txt

-

desexample

‘answer.txt

README . txt ;2

Figure 3.1: The structure of the /home folder.

Figure 3.2: An image of one of the examples.

The attack tools are installed in the /opt folder along with the install script. The install script keeps

track of the necessary packages and dependencies and will place the tools in the right place to be used

system-wide. The install script can be called from any folder with cryptkeep.
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The .bashrc file in /root was modified to give the resulting prompt when opening CryptKeeper. A
copy of the original Ubuntu .bashrec is located in /opt/bash_edits titled bashrc_original. To restore the

original Ubuntu prompt, type
cp /opt/bash_edits/bashrc_original ~/.bashrc

For more information about how to access and use CryptKeeper see Appendix A.

11



Chapter 4

Further Work

Due to time constraints, we did not get to build out examples for all 6 algorithms and tools we originally
identified. The next immediate step would be to fill in those gaps by fleshing out examples for our chosen
tools. Additionally, there are more cryptographic schemes and tools than the ones we identified. Future
researchers could continue to build out CryptKeeper with more examples. Since CryptKeeper is publicly

available on Docker Hub, any users can pull the project and add their own content.

Furthermore, tools that assist with data management would greatly improve the ability of individuals to
conduct their own cryptanalysis. We identify two key pieces of functionality: storage of ciphertext-plaintext

pairs, and data conversion between formats and specifications.

Lastly, implementations of the latest theoretical attacks would allow for anyone to see the insecurities of
bad cryptography for themselves. It would encourage developers to work quicker to ensure strong crypto-

graphic protocols.

12
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Appendix A

Accessing CryptKeeper

CryptKeeper is a publicly available Docker image that anyone can download and use. However, it may help

to have some background in navigating the terminal.

A.1 Installation

1. To get started, first install Docker on your machine. Instructions to do so can be found on the Docker

website: https://docs.docker.com/get-docker/.

2. CryptKeeper is available in a public repository on Docker Hub. To access, open up a terminal and

copy and paste:
docker pull gormes/cryptkeeper:latest

3. Once installed, the image can be started from the command line, or the Docker Desktop app.

(a) To run from the Docker Desktop app, go to the Images tab on the sidebar, find gormes/cryptkeeper,
and click run at the far right. It is recommended you open the optional settings and type a short

name.

(b) To run from the terminal, use the following command where yourname is a name you give:

docker create --privileged --workdir=/home --name yourname gormes/cryptkeeper

4. Connect to the running docker image by typing the following command in a terminal, where name is

the name you gave the container in step 3:

docker exec -it yourname bash

15



5. To update or install the contents of the Docker image, call our script by entering:
cryptkeep
6. To stop a running container, hit the stop button in docker desktop, or type:

docker stop yourname

A.2 How to Use Cryptkeeper

1. When you connect to the image, you will be in the /home directory. This directory contains the folders
which have examples divided by algorithm along with a README. You can view the contents of the
directory by typing 1s and hitting enter. To read the contents of the README, type cat README.txt

and press enter.

2. Each of the 6 subfolders contain examples of different cryptographic algorithms. Choose one you would

like to explore and cd into the corresponding directory.

3. Read the contents of that folder’s README.txt. This document will explain a little bit about the
specific cryptographic scheme, then walk you through using a tool to break it. The folder also contains
the relevant files you may need, along with an answers.txt file which contains output which you should

expect to see when following the README.

4. One you walk through an example, get started playing around with the tool yourself! See if you can

generate your own data, or import it from somewhere else.

A.3 Use Cases

CryptKeeper can shine as a place to work on Capture the Flag (CtF) challenges related to cryptography. A
CtF challenge is a gamified way to teach cybersecurity. Participants demonstrate knowledge of a cybersecu-
rity concept and earn points by recovering a flag. CtF challenges often point a participant toward exploiting
a specific vulnerability. If the vulnerability relates to one covered in this Docker image, then CryptKeeper
will help the participant achieve their goal of learning the concept without having to deal with the overhead
of setting up an environment. Setting up an environment and installing tools does not contribute to the
educational goals of the CtF, so CryptKeeper handling this ensures that participants get the most out of

their time.

16



Additionally, by prioritizing ease of use, we eliminate the overhead that comes from unfamiliarity of
working with lesser documented systems. The cybersecurity and cryptography communities have high ex-
pectations of knowledge they deem trivial, despite the fact that they are often non-obvious. Beginners in the
field often struggle without the help of a more knowledgeable assistant, and as a consequence, underrepre-
sented groups can be unintentionally left behind. CryptKeeper combats this by ensuring that examples are

clear and that no base level of knowledge is assumed.
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Appendix B

Research Summary

This table below summarizes our literature review. Each row refers to a broken cryptographic scheme, its
type, then yes/no on select criterion. The bolded rows correspond to the 6 algorithms that we determined
were most appropriate to implement within CryptKeeper. The sources are listed in the far right column;

the number refers to the source number listed in Appendix C.

Algorithm Type In Use or Still | Practical | Tools? Sources
Relevant? Attack?

CAVE Authentication | No Yes No 1

DES Block Yes Yes Yes 2,3,4,5,6,7

Double DES Block Yes Yes Yes 2,3,4,5,6,7

Triple DES Block Yes Yes Yes 8,9, 10, 11

Blowfish Block Yes Yes Yes 9, 10, 12

Lucifer Block No Yes Yes 13

BassOmatic Block No Yes Yes 14

IDEA Block No No Yes 15

Churning Block No Yes Yes 16, 17

Magma Block No Yes Yes 18, 19

COCONUT98 Block No Yes Yes 20, 21

CMEA Block No Yes Yes 22, 23

Kasumi Block No Yes Yes 24, 25

MISTY1 Block No No Yes 26, 27

18



MISTY?2 Block No No Yes 28

MultiSwap Block No No Yes 29

CRAFT Block No No Yes 30

SKINNY Block No No Yes 30

Snefru Hash No Yes Yes 31, 32, 33

SHA-1 Hash Yes Yes Yes 34, 35, 36, 37,
38, 39

MAA Hash No Yes Yes 40, 41

MD5 Hash Yes Yes Yes 38, 39, 42

(MD4, MD2)

SOBER-128 Stream No Yes No 43, 44, 45

RC4 Stream Yes No Yes 46, 47, 48, 49

High- Stream Yes Yes Yes 50, 51, 52, 53,

bandwidth 54, 55

Digital

Content

Protection

(HDCP)

EO Cipher Stream Yes Yes Yes 56, 57, 58

Content Stream Yes Yes Yes 59, 60

Scramble

System(CSS)

A5/1 Stream Yes Yes Yes 61, 62, 63, 64,
65

A5/2 Stream No Yes Yes 66, 67, 68, 69

ORYX Stream No Yes Yes 70, 71

TDMA Stream No No No 72
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Appendix C

Literature Review Sources

1 | https://en.wikipedia.org/wiki/CAVE-based_authentication

2 | https://en.wikipedia.org/wiki/Data_Encryption_Standard

3 | https://en.wikipedia.org/wiki/Davies_attack

4 | https://github.com/mgrzeszczak/des-cuda

5 | https://github.com/alexandretea/des-bruteforce

6 | https://github.com/antgodard/des-cracker

7 | https://www.eit.1lth.se/index.php?id=260&uhpuid=dhs.pas&hpuid=584&L=1
8 | https://en.wikipedia.org/wiki/Triple_DES

9 | https://sweet32.info/

10 | https://nvd.nist.gov/vuln/detail/CVE-2016-2183#vulnCurrentDescriptionTitle
11 | https://github.com/azeemba/sourl6

12 | https://en.wikipedia.org/wiki/Blowfish_(cipher)

13 | https://en.wikipedia.org/wiki/Lucifer_(cipher)

14 | https://en.wikipedia.org/wiki/BassOmatic

15 | https://en.wikipedia.org/wiki/International_Data_Encryption_Algorithm
16 | https://en.wikipedia.org/wiki/Churning_(cipher)

17 | https://patents.google.com/patent/US7646870B2/en

18 | https://en.wikipedia.org/wiki/GOST_(block_cipher)

19 | https://www.iacr.org/archive/fse2011/67330297/67330297 . pdf

20 | https://en.wikipedia.org/wiki/COCONUT98

21 | https://en.wikipedia.org/wiki/Boomerang_attack

22 | https://en.wikipedia.org/wiki/Cellular_Message_Encryption_Algorithm
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23 | https://www.schneier.com/wp-content/uploads/2016/02/paper-cmea.pdf

24 | https://en.wikipedia.org/wiki/KASUMI

25 | https://eprint.iacr.org/2010/013.pdf

26 | https://en.wikipedia.org/wiki/MISTY1

27 | https://eprint.iacr.org/2015/746.pdf

28 | https://link.springer.com/content/pdf/10.1007%2FBFb0052334 . pdf

29 | https://en.wikipedia.org/wiki/MultiSwap

30 | https://github.com/hadipourh/Boomerang

31 | http://ftp.cerias.purdue.edu/pub/tools/unix/crypto/snefru/snefru.c

32 | https://en.wikipedia.org/wiki/Snefru

33 | https://sourceforge.net/projects/rhash/

34 | https://01faria-marcello.medium.com/how-sha-secure-hashing-algorithm-works-ac8de87db9ba

35 | https://en.wikipedia.org/wiki/SHA-1

36 | https://csrc.nist.gov/Projects/Hash-Functions/NIST-Policy-on-Hash-Functions#:
~:text=Federaly,20agencies’20should’,20stop%20using20SHA%,2D1%20for’%20digital%
20signatures, for,20these)20applications%20after?202010.;

37 | https://en.wikipedia.org/wiki/Birthday_attack

38 | https://hashtoolkit.com/decrypt-shal-hash/

39 | https://www.openwall.com/john/

40 | https://en.wikipedia.org/wiki/Message_Authenticator_Algorithm

41 | https://link.springer.com/referenceworkentry/10.1007%2F978-1-4419-5906-5_591

42 | https://en.wikipedia.org/wiki/MD5

43 | https://en.wikipedia.org/wiki/SOBER

44 | https://en.wikipedia.org/wiki/SOBER-128

45 | https://eprint.iacr.org/2003/081.pdf

46 | https://en.wikipedia.org/wiki/RC4

47 | https://en.wikipedia.org/wiki/Transport_Layer_Security#RC4_attacks

48 | https://www.techtarget.com/searchsecurity/answer/Should-the-RC4-cipher-still-be-used-in-
enterprises

49 | https://github.com/signifi3d/rc4crack

50 | https://en.wikipedia.org/wiki/High-bandwidth_Digital_Content_Protection

51 | https://www.digital-cp.com/sites/default/files/resources/HDCP_deciphered_

070808.pdf
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52 | https://web.archive.org/web/20160115002430/hhttp://www.hdfury.com/11159/

53 | https://torrentfreak.com/first-netflix-4k-content-leaks-to-torrent-sites-150828

54 | https://www.dvd-cloner.com/knowledge /how-to-bypass-or-strip-hdep-without-buying-an-
hdmi-splitter-to-remove-hdcp_451.html

55 | https://www.tweaking4all.com/home-theatre/remove-hdcp-hdmi-signal/#: ~:
text=The’,20way’20t0%20g0%20is, some20actually%20do’20exactly%20that.

56 | https://en.wikipedia.org/wiki/EO_(cipher)

57 | https://link.springer.com/referenceworkentry/10.1007/0-387-23483-7_117

58 | https://www.iacr.org/archive/crypto2005/36210097/36210097 . pdf

59 | https://en.wikipedia.org/wiki/Content_Scramble_System

60 | https://en.wikipedia.org/wiki/DVD-Video#Restrictions

61 | https://www.pcmag.com/news/cdma-vs-gsm-whats-the-difference

62 | https://en.wikipedia.org/wiki/GSM

63 | http://www.nop.at/gsm_a5/GSM_A5.pdf

64 | http://koclab.cs.ucsb.edu/teaching/cren/project/2017/jensent+andersen.pdf

65 | https://en.wikipedia.org/wiki/A5/1

66 | https://www.etsi.org/deliver/etsi_etr/200_299/278/01_60/etr_278e01p.pdf

67 | https://web.archive.org/web/20040712061808/

68 | http://www.ausmobile.com/downloads/technical/Security%20in?%20the’,20GSM/,
20system’2001052004 . pdf

69 | https://en.wikipedia.org/wiki/A5/2

70 | https://www.schneier.com/wp-content/uploads/2016/02/paper-oryx.pdf

71 | https://www.cs.sjsu.edu/~stamp/crypto/PowerPoint_PDF/6_ORYX.pdf

72 | https://en.wikipedia.org/wiki/Time-division_multiple_access
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Appendix D

CryptKeeper README.txt Files

Welcome to CryptKeeper!

By now you have figured out how to read a file by using:
cat README.txt

In this directory, there are 5 folders which contain examples in them (note: for our purposes,
directory and folder are interchangeable names). To swap to that directory, use the change
directory command:

cd example

From there, view the contents of the directory with the list command:
1s

and read the README in that folder to continue with the examples. The tools themselves are
located in /opt. A "/" is purposefully prepended to the front. This indicates the folder opt
is located in the "root" directory.

Go to root directory, see the folders located there, then go to opt

cd /
1s

23



cd opt

or go directly to opt
cd /opt

You may notice that in the root directory, there is a folder called root. To avoid confusion,
that folder is called "slash root". This is the folder that contains information for the "root
user", which is what you are.

cd /root

1s -a

Here we use the -a flag to output "all" items in the directory, including hidden files. Hidden
files are marked as hidden by prepending their name with a period. You’ll see ".bashrc" in the
slash root folder. This file gives directions to the bash terminal which is what you are
currently typing in. The bashrc file is what sets the prompt you see and allows the creation of
an "alias", a variable which contains a command.

It’s a good idea to keep the aliases in their own file for easy access and viewing
cat .bash_aliases

You’ll see the alias which sets the command for RsaCtfTool. You can add your own aliases by
modifying the following command:
echo "alias name=’command you want to call’" >> .bash_aliases

where name is the new name you want, and you fill in the command inside the single parenthesis.
The echo command simply outputs whatever string you supply it, so we pass it to a file by using
redirection. >> indicates to append a string to the end of a file. If you use just one >, then

that overwrites what was previously in the file.

Return to the home directory using:
cd /home

You’ve completed the tour of this container!

To update this container, call our update script
cryptkeep

Happy Hacking!

D.2 DES

R
Background
B g S s e s

Data Encryption Standard (DES) uses a 56 bit key to encrypt
blocks of 64 bits. A 16 byte block will undergo 16 rounds of

expansion, key mixing, substitution, and permutation.

Despite the fact that the key used is only 56 bits, DES still
requires key lengths to be 64 bits long. The 8th, 16th, 24th,
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32nd, 40th, 48th, 56th, and 64th bits are discarded when
Entering the key scheduler.

Let’s encrypt a message with DES:

echo -n ’l'attack at dawn!’ > message.in
openssl enc -des -K 0000000000000304 -iv 0000000000000000 \
-nosalt -in message.in -out cipher.out

Here, we are specifying openssl to use DES, giving the algorithm
the key to use in hex, the initial value in hex, the message we
created, and the cipher file to output it to.

Important Notes: DES operates in Cipher Block Chaining (CBC)
mode. This means the plaintext of the 2nd 16 byte block is XOR’d
with the ciphertext of the 1st 16 byte block. The first
plaintext is XOR’d with an initialization vector (by setting it
to 0, we do not affect the plaintext). OpenSSL also adds a

salt to the message which we can turn off with -nosalt.

Verify the encryption worked with:

openssl enc -des -K 0000000000000304 -iv 0000000000000000 \
-nosalt -d -in cipher.out

The best way to view our key is in hex. The -g command changes
the grouping so that there are no spaces when viewing bytes.

cat cipher.out | xxd -g 16

HHH
Brute Force
S S S S I S

DES’s insecurity comes from its key length. A key of 2756 bits
requires, on average, 2755 guesses to find the right key. That

is 3.6 * 10716 guesses. While a high number, that’s achievable
in one day under two conditions: the key is weaker than expected,
or a computer can run about 400 million encryptions a
millisecond. While that sounds like a high bar, the EFF’s DES
cracking tool was able to test 90 billion keys in just one
second. For our purposes, we use a weaker key.

Run the bash script included with a starting value and an ending
value:

./brute.sh 0 1000
The script will try every key from O to decimal 100, or hex

0x3e8. This will succeed because our key is in that range.
We can extend this by running multiple processes which have
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different ranges. However, we are limited by the number of
cores we have on our machine for efficiency. nproc will
output the number of processors for use.

nproc

Typically for Docker this number is 4. We can run 3-4 tasks
simultaneously, efficiently.

./brute.sh 0 999999 &

./brute.sh 1000000 9999999 &
./brute.sh 10000000 99999999 &
./brute.sh 100000000 999999999 &

Which will try every key up to 0x3b9ac9ff, almost up to half of
the keyspace. However, the brute force test was written in
bash, a scripting language. Scripting languages are slower
than compiled languages due to the intermediary of an
interpreter. OpenSSL has libraries for C, which would allow
for much faster DES attempts.

D.3 Hashes

I
Background
HHHHEEHEHEEHEEEEHEEREHEEREHEHEHEERRHHEERHERERHERERHEEEREEER

Hashing algorithms are a critical part of modern cybersecurity;
they verify digital certificates and encrypt stored passwords.
Since hashing protects sensitive information, it is very
dangerous when attackers can decrypt the data, whether someone
discovers an error in the method itself or the processing power
of computers becomes robust enough to decrypt the ciphertext by
brute force.

SHA-1 and MD5 are two of the largest examples of popular hashing
algorithms and are no longer considered secure. Both are used in
digital signatures, storing passwords, and as part of larger
encryption methods. Despite their deprecated status, many
applications still use these insecure hashing methods. For
example, Linux distributions, including this one, allow users to
hash their passwords using SHA-256, MD5, and more. despite how
dangerous it can be. In this section, we will demonstrate how
easily these hashing algorithms can be "cracked" and recover
users’ encrypted passwords.

HEHHHRFHHBHFHHBHHH B R R B HBH SR BB S H R H R R R R RS

John the Ripper
B g S s e s
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While many password crackers exist, John the Ripper is one of
the most popular. It has a wide variety of functions, including
cracking the hashes we discussed above.

At its most basic, John the Ripper is used as follows:
john passwordfile
or

john --option passwordfile

Once you have decrypted a password once, John the Ripper will no
longer show it when you run the command again. To show previously
cracked passwords, add the following flag:

john --show passwordfile

In the next few sections, we will walk through a few examples.
John the Ripper has a lot of different options, so there is lots
to explore if you are interested in learning more.

B R S
MD5
HEHHHHFHHBHFHHBHHH B R R B HBH SR BB H R B R R R R R R R S

MD5 was once the standard for hash functions, but by the end of
2008 it was considered to be '"cryptographically broken and
unsuitable for future use." Unfortunately, not everyone has
heeded that warning. It is still in widespread use, including
password hashing.

MD5 transforms a given plaintext into 128 bit ciphertext. The
input is first padded, so it can be split evenly into 448 bit
chucks. 64 bits is added to each chuck, resulting in 512 bit
blocks. The main algorithm consists of 4 rounds of 16 operationms.
It splits a 128 bit state, starting with the default state, into
4 32 bit words, then uses each 512 bit message to modify the
state. After the 4 rounds, we are left with a 128 bit hash value.

Discover the user who used MD5 and decrypt their password using:
john --format=mdScrypt passwordfile

By specifying a format, mdbcrypt, it will identify and decrypt
only the passwords encrypted using MD5.
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HHEHHHRFHHBHFHHBHHH B R R B HRH SR HERFH R H R R R RS
SHA
B R S s

SHA-1, and its predecessor SHA-0O, are known to be broken. Both
have been deprecated and are largely out of use.

SHA-1 transforms a given plaintext into a 160 bit hash value.

The plaintext is split into 448 bit chunks, then padded with 64
bits resulting in 512 bit blocks. The next component of the
algorithm consists of an 80 round compression function. Starting
with the default 160 bits, each round we break the 160 bit state
into 5 parts. Then we use the 512 bit message to modify the state.
After 80 rounds, we are left with a 160 bit hash.

Ubuntu has removed the ability to hash passwords using SHA-1,
leaving SHA-256 and SHA-512 as the only options. While both are
still considered cryptographically secure, we can still recover
passwords if the users made a poor choice of password.

Passwords like 123456, Password, and 1q2w3e are extremely common
and password crackers like John the Ripper exploit this. When
decrypting a hash, they look specifically for common messages.
John the Ripper has its own dictionary of words and common
passwords that it can draw off of in its decryption process.
This allows it to break passwords even if they are encrypted
with a secure hashing algorithm.

We can illustrate this using a password that has been hashed
using SHA-256:

john --format=sha256crypt passwordfile

B R S S
DES
HEHHHHFHHBHFHHBHHH B R BB HHHRH SR BB H R BB R R R R RS

The Data Encryption Standard (DES) is a symmetric key encryption
algorithm that was once the standard for secure block ciphers.

We discuss DES in more detail with its own example, but we can
use it as part of a hashing method called DEScrypt. The version
of Ubuntu we are using now offers an option to encrypt passwords
using DEScrypt. DEScrypt is considered a broken hashing algorithm,
but depending on the password, it can take a long time to decrypt.

Regardless of if a hashing algorithm has been broken, or broken

efficiently, social engineering can always play a role in an
attacker’s ability to recover passwords.
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As we discussed above, John the Ripper does have a wordlist
built-in used to specifically look out for common messages.
However, the list is fairly small, so people often use their own
wordlist instead. To use John the Ripper with a dictionary, we use
the ‘wordlist’ option. In this folder, we have included an
expanded wordlist.

john --format=descrypt --wordlist=wordlist.lst passwordfile

D.4 RC4

HHHHEEHEHEEHEEEEHEEREHEEREHEHEHEERRHHEERHERERHERRRHEEEREEE R
Background
A

Rivest Cipher 4(RC4) is a stream cipher used in protocols like
TLS, SSL, WEP, etc. It generates a pseudorandom stream of between
40-2048 bits, a keystream which it XOR’s with the input message.
Many other stream ciphers use linear-feedback shift registers
(LFSRs) as part of their implementation, which are efficient in
hardware but less so in software. RC4 is unique in that it avoids
the use of LSFRs instead requiring only byte manipulations, and
thus is ideal for implementation in software.

Therefore, the security of the algorithm is primarily built on
the effectiveness of keystream generation. The key-scheduling
algorithm needs to be able to generate each key with as much
randomness as possible so that there is no noticeable association
between ciphertext and the plaintext that can be exploited. When
keys have been chosen poorly, the encryption can be cracked.
While this is not RC4’s only vulnerability, it is what we are
going to focus on in this example.

HH S S
rc4crack
S S S S I S

Many different successful attacks have been made against RC4,
but no complete solutions have been made available publicly. The
rc4crack tool does not solve RC4 encryption, but can be used to
narrow down the possibilities. It attempts to decrypt a given
ciphertext using a bunch of different keys, so the user can
identify the plaintext.

Much like in password cracking, using common words/phrases as a
key is very dangerous. To exploit this, the rc4crack tool can
also be optimized with a wordlist. rcdcrack will use the words
in the file as possible keys instead of randomly generating
options.
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As an example, use rc4crack to decrypt a given ciphertext with
the wordlist:

rcdcrack -c 71236c4753f62c98247855b32b57£00c536199d5e5d5d2
-d -w wordlist.lst

D.5 RSA

I
Background
HHHHEEHEHEEHEEEEHEEREHEHREHEHBEHEHRRHHEERHERRRHERRRHEEER R

RSA uses key pairs to encrypt and decrypt data, public and
private keys respectively. The keys are kept in separate files.
Public keys are usually assigned a .pub filetype and private
keys a .priv filetype or no filetype.

A key pair would look like
key.pub key
where "key" is the name used.

A public key contains two values: n and e. To encrypt a message,
we convert it to a number, m, then raise it to the power e
modulo n.

c =me mod n

This ciphertext, c, can be decrypted by using the secret key
which contains the values n and d.

m = c"d mod n

n is composed of two large primes, p and q, n=p*q. e is chosen
as a small number coprime to the least common multiple of p-1
and q-1, then d is computed as the multiplicative inverse of e.
An attacker wants to decrypt messages by recovering d. This oft
proves to be computationally expensive, except in certain cases
as we’ll see below.

I
Encrypting and decrypting messages using RSA
HHHHEEHEHEEHEEEEHEEREHEHREHEHBRHEHRRHHEERHERERHERERHEHER R

First, we should be able to create some keys and encrypt some
data. To do so, we’ll use a combination of tools included with

this docker image.

RsaCtfTool allows us to create a public key with our own
values for n and e:
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rsatool --createpub -n 1011202388360052698097734169818826412
660112050655047447163044206512246301405942917621485184938542
390118800640574276587636830692449581093501522266797353760065
866321438217580915644801006517644090459989616231320325146705
824673085005156487108382631661840522213985463718628240485178
92570235255205892352512526053127 \

-e 655637 --private > keyl.pub

The -n flag indicates the value for n, and -e indicates the value
for e. —-private is used to prevent an error message from printing
when we write it to the file. Let’s make another public key:

rsatool --createpub -n 1179736119753394814447356531455297481
436797392430888688356884907597620684973600070558399382428299
455138600747336656018909635807857844609085109311263571639728
848547424411290237742502417468768187314723543116716761023426
164847561048164639224479265641388719233854587342825871497282
45026353146223181475899141794967 \

—-e 65537 --private > key2.pub

Now we want to encrypt a message. Lets create a message

echo "Attack at dawn" >> message.in

and encrypt it with OpenSSL

openssl rsautl -pubin -inkey keyl.pub -in message.in -encrypt \
-out cipher.out
-pubin indicates that we are using a public key
-inkey chooses the key we’re using
-in chooses the file contents to work with
-encrypt says to encrypt the given data

-out chooses where to place the data

If we try to read the data we put in, we’ll get unreadable
content.

cat cipher.out

Success? We’ll have to decrypt it to find out. But, we don’t
have a secret key. Otherwise we could use the command:

openssl rsautl -inkey key.priv -in cipher.out -decrypt \
-out message.out

We’ll use RsaCtfTool for cracking our message then.

rsatool --publickey "*.pub" --uncipherfile cipher.out \
--output message.out --attack common_factors
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Now let’s look at the contents of message.out:
cat message.out

There is a bunch of gibberish, but then we see the phrase
"Attack at dawn" like we expect. This is intentional. OpenSSL
adds padding to the input string when encrypting. If we hexdump
the message, we’ll see that the padding is surrounded by null
bytes (\x00):

cat message.out | xxd

If we don’t want to deal with those, we can instead grab the
private key and use it with openssl. Run the rsatool command
again, but this time, add the --private flag.

rsatool --publickey "*.pub" --uncipherfile cipher.out \
--output message.out --attack common_factors --private

Copy the resulting private key for keyl.pub and input it into
its own file called keyl.priv. Then run:

openssl rsautl -inkey keyl.priv -in cipher.out -decrypt \
-out message.out

We can then verify the results:
cat message.out

Notice the padding has been taken care of by OpenSSL. We’ve
done a common factor attack!

The two primes we created have a fatal flaw, the value for n
in both of them contains a shared factor. That is, nl = pl * ql
and n2 = pl * g2. We can recover the private keys of both by
taking the gcd nl and n2.

There is an unfortunate issue with RsaCtfTool where the second
key does not get printed in the common factor attack. A pull
request has been submitted to remedy this issue. These notes
will be edited when it has been accepted. The workaround is

to rename the keys temporarily (the number swap is on purpose):

cp keyl.pub tempkey2.pub
cp key2.pub tempkeyl.pub

rsatool --publickey "temp*.pub" --attack common_factors \
--private

Then save that private key to key2.priv.
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We can view the contents of the private keys to see the shared
factors using.

rsatool --dumpkey --key keyl.priv
rsatool --dumpkey --key key2.priv

The values for p and q were taken from this paper by Bernstein
et. al which discovered faulty random number generators
producing unsafe keys for smart IDs in Taiwan.
https://eprint.iacr.org/2013/599.pdf

R
Helpful Commands
B g S s e s g e

In order to come up with values useful for key creation,
OpenSSL can generate prime values. If the value is wanted in a
non-hex format, removing the hex flag will still give the
desired answer.

openssl prime -generate -bits 512 -hex
A word of warning, key files come in different formats depending
on the software using them. RsaCtfTool works with most formats.

A few examples for conversion are included below.

PEM format is used by the majority of RSA applications. To
convert an OpenSSH public key, "key.pub", to PEM format:

ssh-keygen -e -f key.pub -m pem

To convert an OpenSSH public key to PKCS8 format, a more generic
public key form:

ssh-keygen -e -f key.pub -m pkcs8
To convert an OpenSSH private key, "key", to PEM format, first
make a copy of the key you want to change, called "keypem".
Then run:

ssh-keygen -P ’’ -N ’’ -f keypem -m pem
keypem will now be in the desired format.
s s s s s s s s s s s s s

RsaCtfTool Examples
B g S s e s
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RsaCtfTool comes with its own set of examples that can be used
for specific attacks. These examples are symlinked for
convenience:

/home/rsaexample/RsaCtfExamples -> /opt/RsaCtfTool/examples

These public keys are known weak keys, primarily because they
are smaller than a typical RSA key. However, some have
additional mathematical weaknesses that allow them to fall
victim to certain attacks. They are named after the attack
that works against them. For example, one can run Daniel
Shanks’s Square Forms Factorization algorithm against the key
SQUFOF . pub

rsatool --publickey RsaCtfExamples/SQUFOF.pub \
--attack SQUFOF --private --timeout 10000

Or Pollard Rho’s factoring algorithm

rsatool --publickey RsaCtfExamples/pollard_rho.pub \
--attack pollard_rho --private --timeout 10000

Different algorithms have different runtimes and can be
tested by using the time command. Fermat attack method

tends to give good timing results, even for 1024 bit keys.

time rsatool --publickey RsaCtfExamples/fermat.pub \
--attack fermat --private --timeout 10000
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