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Abstract

Resources such as OpenML and HuggingFace have made large datasets and powerful pre-

trained models more accessible than ever for deep learning practitioners and researchers. How-

ever, the large-scale datasets typically used to train deep learning systems are often plagued by

noisy labels, where the label associated with some datapoint may be incorrect. Likewise, many

pretrained models exhibit biased outputs and lack the full range of functionalities desired by

the end users. In this dissertation, I study four topics related to data and model quality issues.

Extending the Capabilities of Learning in Positive-Unlabeled Noisy Label Settings: In the

first two tasks, I focus on the understudied Positive Unlabeled (PU) setting for noisy labels. In

a PU dataset some of the positive instances are labeled, while the remaining positives and the

negative instances are not distinguished form each other. This can be thought of as one-sided

label noise, where some positive instances have their label flipped to the negative class. This la-

bel quality issue is common across datasets for many tasks and domains, from computer vision

to biomedical data. For instance, computer vision datasets for object detection often provide

annotations in the form of a list of objects that are in a given image. Despite its importance,

there are limitations to the current work in the Positive Unlabeled setting. Specifically, existing

methods typically assume a binary classification setting and that there is no sample selection

bias in determining which instances are labeled. In my dissertation, I set out to addresses these

shortcomings.

Task 1: Extending Positive Unlabeled Learning To Multi-Label Data. In this task,

I extend methods for learning from Positive Unlabeled data, which typically are limited to only

binary classification, to also work with multi-label data and multi-label classifiers. To do this, I for-

malize a novel unbiased risk to train models that are unbiased on the distribution of clean data

given only noisy PU data. Experimental results on common multi-label datasets show that

our method is significantly more accurate in predicting the correct label-set than alternative

approaches, especially as the level of PU label noise is increased.

Task 2: Modeling Biased PU Sample Selection. Here, I study PU learning under the

more realistic scenario of a biased sampling strategy that leads to unrepresentative labels. In

contrast, previous PU works almost exclusively assumed unbiased labeling mechanisms. In

this task, I analyze when it is theoretically possible to perform identifiable PU learning. I then

propose two strategies to do so under a set of reasonable assumptions. The results indicate

that our approaches nearly always approximate the true labeling likelihood and significantly

outperform existing methods on a suite of common benchmark datasets.



Extending the Applicability of Pretrained Generative Models. The last two tasks focus on ex-

tending the usability of pretrained generative models. Specifically, I study the task of debiasing

generative models as well as adding the ability of conditional generation to unconditional pre-

trained models. Due to the prohibitive costs associated with finetuning or training generative

models along with access to clean unbiased data often being limited, I focus on finetuning-free

unsupervised solution strategies.

Task 3: Debiasing Pretrained Generative Models Without Retraining. In this task,

I focus on debiasing pretrained generative models. To do this, I formalize the concept of a seman-

tically uniform distribution: a data distribution which places an equal amount of mass on each

possible value of a semantic attribute, such as race or gender. I propose a principled approach for

re-sampling from the generator’s latent space in order to yield a semantically uniform output

distribution, which allows us to debias the generator without retraining the model. Experi-

mental analysis on multiple types of generative models (GANs, VAEs, and DDIMs) shows that

our approach reduces the bias of the generative model’s output significantly more than existing

approaches on a variety of common image datasets.

Task 4: Converting Unconditional Pretrained Generators into Conditional

Models Without Retraining Or Supervision. Lastly, I propose an approach for converting

unconditional generative model, which generate data distributions but do not allow the user to

choose which class to sample from, into conditional models that can be made to sample from

specific classes. I achieve this by identifying and removing regions of the latent space that cor-

respond to low-density regions in the output space, and then clustering the remaining regions.

Each cluster in the new latent space can be shown to correspond to a semantically meaningful

sub-manifold in the output space; e.g., each sub-manifold corresponds to a particular class. Us-

ing Gaussian Mixture models fit on each of these clusters, we can then selectively sample from

a given sub-manifold in the output space in order to generate a sample from a desired mode.

Experimental results indicate that the clusters found using our approach are significantly cor-

related with unique classes in the data space.
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1 Introduction

1.1 Motivation

There are now more easily accessible resources for building machine and deep learning

empowered systems than ever before, fueled by the proliferation of open source and eas-

ily accessible datasets and models [1, 2, 3, 4, 5, 6]. Researchers and practitioners can find

datasets fitting almost any task they may be interested in, from object detection [7] to

protein sequencing [8], that they can freely use to develop their own machine and deep

learning models [1, 2]. Likewise, resources like HuggingFace [3] and Open ML [5] provide

both pretrained deep learning models as well as model architectures that can be retrained

or fine-tuned on new data. The ability to leverage these pretrained models is highly valu-

able to many, as modern deep learning systems typically require computational resources

far beyond what is accessible to individuals in all but the largest organizations [9]. How-

ever, there are both ethical and practical limitations to using these available resources in

their current form [10, 11].

The datasets used to train models usually consist of pairs of data instances and labels;

e.g., a dataset may contain images as well as labels in the form of a list of the objects

that appear in the image. Machine and deep learning models are then trained to map

between data instances and labels. For example, a model can learn to classify the objects

in an image or to synthesize an image that matches a given label set [12]. Unfortunately,

it is known that many datasets - including common benchmark datasets [10, 13, 14, 15]

- often contain flaws such as missing or inaccurate labels and biased data [11, 16, 10, 17].

For example, the labels associated with a given image in a dataset may be an incomplete

description of the total objects in the image. Moreover, these labeling issues are known to

be pervasive in widely used, popular datasets are known to contain significant labeling

issues.
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Also, certain demographics may be more heavily effected by labeling issues than oth-

ers. The performance of models trained using flawed labels can be significantly nega-

tively impacted [17].

Likewise, pretrained machine learning and deep learning models frequently produce

biased outputs [10, 18, 19, 20, 21]. As modern deep learning systems typically require vast

amounts of data to train [22], hand crafting large scale datasets at the required scale be-

comes impractical. Thus the common approach for deep learning developers is to utilize

huge and mostly uncurated datasets rather than carefully crafted training sets [23]. Bias

and other data quality issues lead to biased and flawed models [23], such as healthcare

models under-performing on minority groups [24] or image generators over-representing

white males [21]. Aside from the issue of biased outputs, pretrained models may simply

not have every desired functionality. For instance, many publicly available generative

models (models that create synthetic data) are unconditional - e.g., they do not offer the

user control over what class the generated data belongs to - in spite of us often having the

need to generate instances belonging to some specific class [25]. For example, a pretrained

generative model may be able to synthesize pictures of people’s faces, but the user may

not be able to specify the race of the individual.

In this dissertation, I study four problems relating to the issues of dataset quality and

pretrained model limitations. Specifically, in the context of the former, I propose two

approaches for learning from a dataset with one-sided label noise (”Positive Unlabeled

Data” [26, 27, 28]). While in the context of the latter, I propose one approach for debiasing

pretrained generative models and another approach for converting unconditional gener-

ative models into conditional models.

The following two subsections provide a high level description of the two broad di-
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rections of this dissertation; namely, (1) learning from flawed datasets and (2) enhancing

imperfect pretrained models, respectively. They begin with a brief description of the ex-

isting literature which focuses on the broader topic, before narrowing the focus to the two

subfields that I focus on in particular: learning from Positive Unlabeled (PU) data, and

enhancing existing pretrained generative models.

1.2 Correcting Noisy Datasets

1.2.1 Background

In general, datasets can be flawed in many different ways. Datasets of multivariate or time

series data can have missing or incomplete observations in the sense of certain features or

timesteps missing from the available data [29, 30]. Datasets can be biased when they inad-

equately represent certain modes or data corresponding to different demographics (e.g.,

racial minorities are unfaithfully or under-represented) [31, 32]. Additionally, a dataset

can also be biased in a more abstract sense when the statistical distribution of the train-

ing set does not match the distribution of data that the model is to be applied to [33, 34].

Then we say that there is a distribution shift between the training data and the target data

[35, 36, 37]. A dataset may also contain noisy observations [38, 39, 40]; for instance, certain

data points may have incorrect or misleading feature values.

In datasets with label noise, class labels associated with certain instances are incorrect

[41, 42, 43]; e.g., a picture of a “dog” might be labeled as a picture of a “cat”. Positive

Unlabeled (PU) datasets are a special case of noisy datasets [26, 28], which I propose to

to investigate in this dissertation. In PU data, only a subset of the positive instances of a

class are labeled. A positive instance of a class is a datapoint that should be associated with

a class; e.g. for images if the class is “dog” than a positive instance of the class would

be a picture of a dog. If only a subset of the positive instances are labeled, then in our

example some images of dogs in the dataset would not be given a label of “dog”. Further,
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in PU no instances of the negative class are labeled. For example, there is no label explicitly

indicating that a dog is not in the image.

In cleanly labeled data, a lack of an explicit label for a class indicates that the instance

should not be associated with that task. In other words, no label for a given class indicates

that the class is negative for that instance. However, in PU data, an absence of a label for a

class could mean that the class is negative, or it could mean that the positive label is sim-

ply missing. PU data can thus be thought of as data with one-sided label noise: instances

of the positive class may have their label “flipped” from positive to negative (missing).

1.2.2 State-of-Art

While the issue of noisy labels is far from being a solved problem, there is a broad range

of literature on machine and deep learning methods to correct for or work around the

issues caused by label noise [42, 44, 43, 45, 46, 41]. Methods for training models given

noisy labels often aim to make models robust to label noise [41]. Alternatively, many

methods propose to learn the flip probabilities [42] - the likelihood of an instance being

labeled class i when it should belong to class j. Knowledge of these flip probabilities

can be utilized to construct losses that result in a risk that matches the risk on a “clean”

perfectly labeled data in expectation [43]. In other words, a model trained to minimize

a noisy-label-corrected loss will also minimize the average loss or error that the classifier

would have on clean data. Thus, a model that performs well on clean data can be trained

even with noisy training data.

Positive Unlabeled data remains relatively less studied compared to the other general

types of data issues, likely due to its more niche set of assumptions (e.g., one-sided la-

bel noise). However, correcting PU data is important for a wide range of domains: for

instance, the PU setting applies to datasets used for knowledge base completion [47],
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Labeling is 
unbiased 
(Majority of PU 
methods)

Labeling can
be biased

(Recent works)

Key PU idea: Model The Labeling Mechanism (Propensity Score)

• Propensity score e(x): Probability that a true positive is labeled 
• Knowledge of the propensity score lets us perform unbiased PN classification (Bekker 2019)

• Despite its importance, no prior work to determine when propensity score is identifiable
─ Identifiable: able to be uniquely recovered given sufficient data 

Our Goal

• Local Certainty/Separable Classes
─ Bayes Error of 0 between positive and negative distributions

• Positive Subdomain 
─ There is some region A of the feature space determined by 

partial attribute assignment such that the Bayes error is 0

• Positive Function 
─ There is some region A of the feature space determined by an 

arbitrary function for which the Bayes error is 0

• Irreducibility
─ The negative distribution is not a mixture containing the 

positive distribution
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• We show that in general the propensity score is not identifiable in the positive 
subdomain, positive function, and irreducibility scenarios

Identifiability Under Local Certainty 

There is a 100% probability 
of a “dog” in this picture

There is a 0% probability 
of a   “dog” in this picture

• Holds if the positive and negative 
distributions are separable

𝑒∗ 𝑥 =

𝑝 ℓ = 1 𝑝(𝑥|ℓ = 1)

𝑝(𝑥)

0

𝑒∗ 𝑥 ≠ 0

𝑒∗ 𝑥 = 0

• We show that this is equivalent to propensity score 
under Local Certainty 

• Easy to estimate from nonstandard classifier or 
density ratio estimation 

Identifiability Under Probabilistic Gap

Recent biased PU methods utilize positive function + invariance of order (IOO)
─ Invariance of order: 𝑝 𝑦 = 1 𝑥1 > 𝑝 𝑦 = 1 𝑥2 → 𝑝 ℓ = 1 𝑥1 > 𝑝(ℓ = 1|𝑥2)

• We show that in general the propensity score is not identifiable even with IOO

Scaled propensity: Strengthening IOO 
• 𝑒 𝑥 ∶= 𝑘 ∗ 𝑝 𝑦 = 1 𝑥
• “Probabilistic Gap”

𝑒∗ 𝑥 = 𝑆𝑢𝑝𝑥~𝜒 𝑝 ℓ = 1 𝑥 ∗ 𝑝(ℓ = 1|𝑥) • We show that this is equivalent to propensity score 
under Probabilistic Gap

Estimation approach: 
1. Train a probabilistic model 𝑓ℓ 𝑥 to predict labeling
2. Find k, maximum value of 𝑓ℓ, on PU dataset

3. Set e*(x) = 𝑘 ∗ 𝑓ℓ(𝑥)

• TiCE/Constant (Bekker 2018). Assumes propensity score is equal for all instances. Baseline.

• SAR-EM (Bekker 2019): Expectation-maximization algorithm for finding the propensity score

• Cluster (Jain 2020): Assumes that propensity score is constant within each cluster 

Recovering Propensity Score

• Our approaches almost always lead to more accurate classifiers

Using Recovered Propensity For Unbiased Classification

In this work, we:

─ Laid the groundwork for identifiability of the labeling mechanism for biased PU setting

─ Proved that the propensity score is not identifiable for most common PU settings

─ Identified two scenarios for which the propensity score is identifiable

▪ One with strong distribution assumptions but weak assumptions on propensity function

▪ One with weak distribution assumptions but strong assumptions on propensity function

─ Provided a methods to recover the propensity score in those two settings

Liu, B. et al. 2003. Building text classifiers using positive and unlabeled examples. ICDM.

Elkan, C. et al. 2008. Learning classifiers from only positive and unlabeled data. KDD. 

Kiryo, R. et al. 2017. Positive-unlabeled learning with non-negative risk estimator. NeurIPS.

Jain, S. et al. 2017. Recovering True Classifier Performance in Positive-Unlabeled Learning. AAAI.

Guo, T. et al. 2020. On positive-unlabeled classification in GAN. CVPR.

Bekker, J. et al. 2019. Beyond the Selected Completely at Random Assumption for Learning from Positive and Unlabeled Data. ECML PKDD.

Kato, M. et al. 2019. Learning from Positive and Unlabeled Data with a Selection Bias. ICLR.

Jain, S. et al. 2020. Class Prior Estimation with Biased Positives and Unlabeled Examples. AAAI.

Hammoudeh, Z. et al. 2020. Learning from Positive and Unlabeled Data with Arbitrary Positive Shift. NeurIPS. 

Figure 1: An example of PU data with a biased selection process.

bioinformatics [48], object detection [15], and on datasets consisting of self-reported ac-

tivity logs [49, 50]. Existing PU methods typically assume that the labels are binary and

the selection process for determining which (positive) instances are labeled and which go

unlabeled is unbiased: the distribution of labeled positives and unlabeled positives are the

same [26]. This is known as the Selected Completely At Random (SCAR) setting [26]. Under

this assumption, probabilistic classifiers trained to predict the PU labels can be converted

into classifiers that are accurate on the true class labels by only reweighting their out-

puts according to the proportion of unlabeled positives instances [27]. For instance, in the

SCAR setting p(y = 1|x) = p(y = 1|ℓ = 1)p(ℓ|x), where ℓ is a binary indicator variable cor-

responding to whether the instance is labeled. Thus, a probabilistic classifier that learns

to predict p(ℓ|x) - which requires only PU data - can be used to obtain a likelihood of the

true class p(y = 1|x) when reweighted by p(y = 1|ℓ = 1), which can also be approximated

using PU data [51, 52]. Likewise, many standard losses can be reweighted according to

p(y = 1|ℓ = 1) in order to train unbiased classifiers on PU data [53].
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Existing PU Methods Treat Each Label Separately 
1

x

Binary Approach
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Figure 2: Existing PU methods treat each class as a separate binary classification problem. How-
ever, multi-label approaches that learn class inter-dependencies can increase performance.

1.2.3 Challenges.

Issues arise when the labeling process is biased; i.e., when p(y = 1|ℓ = 1,x) ̸= p(y = 1|ℓ =

1) [26]. See Figure 1 for an example of this. In this case, referred to as the Selected At

Random (SAR) setting [54], the property that p(y = 1|x) = p(y = 1|ℓ = 1)p(ℓ|x) no longer

holds. In order to perform unbiased risk estimation and learn accurate class likelihoods

under SAR, the labeling probability e(x) = p(y = 1|ℓ = 1,x) - referred to as the propensity

score [54] - must be known [26]. While prior work has proposed estimating e(x) using

an expectation-maximization algorithm [54], there has been little work on investigating

when the propensity score is identifiable; i.e., when the score can be uniquely and exactly

recovered given only biased PU data.

These two fundamental assumptions typically made by PU methods - unbiased sam-

ple selection and binary labels - limit their applicability to many real-world settings. For
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Biased Positive Unlabeled Labeling

If the propensity score is known, we can train unbiased classifiers on biased PU data [1] : 

[1] Bekker, et al. “Beyond the Selected Completely At Random Assumption for Learning from Positive and Unlabeled Data”. ECML PKDD 2019. 

1

Labeled PositiveUnlabeled Positive

Unlabeled Negative

Labeled PositiveUnlabeled Positive

Unlabeled Negative

Propensity Score Unknown Biased Classifier Propensity Score Known Unbiased Classifier

It is not known when the propensity score is identifiable: 
When is it possible to build an accurate data-driven model of the propensity score? 

Task 2

Figure 3: Knowledge of the Propensity Score allows us to train unbiased classifier given biased
PU data. We thus study when it is possible to learn the Propensity Score in Task 2.

instance, tasks such as object detection [55] and diagnosing disease [56] are naturally

multi-label; e.g. multiple objects can be present in the same image, and a person can

suffer from multiple diseases simultaneously. Additionally, a biased sample selection

is present in many scenarios; for instance, there is the well-known “healthy user bias”

wherein healthy individuals are more likely to self-select for clinical trials than the gen-

eral population [57]. Thus, individuals “labeled” with a positive outcome will not be

representative of the distribution of positive outcomes amongst the general population.

This dissertation focuses on addressing these remaining challenges in Task 1 and Task 2

(for which an overview is given below in Section 1.4).

1.3 Reusing and Repairing Pretrained Models Without Retraining.

1.3.1 Background

It has become common for practitioners and researchers to reuse existing pretrained mod-

els [58]. This is due largely to resources such as HuggingFace [3] making it easy to access

pretrained deep learning models, as well as many modern deep learning systems being

too prohibitively expensive for most individuals and smaller organizations to train on

their own [9].

However, off-the-shelf models likely won’t be perfectly suited to an end user’s needs
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- e.g., the users’ data distribution will be different than the distribution that the model

was trained on, and the target classes won’t be exactly the ones that are needed. Addi-

tionally, as many pre-trained generative models are “foundation models” [59] that have

been trained on a self-supervised but not task-specific loss, they do not offer a full range

of control over their output. In particular, image-generating foundation models are often

trained to reproduce the distribution of their training images, but may be unconditional in

the sense that the user cannot easily choose which class or mode of data to sample from

[25]. Moreover, many existing machine and deep learning systems are known to produce

biased outputs that under-represent or yield worse performance for certain demograph-

ics such as racial and gender minorities [10, 18, 19, 20, 21].

1.3.2 State-of-Art

As model reuse has become more common, adapting and correcting pre-trained models

has likewise become an active area of research [60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70,

71]. Many works focus on fine-tuning pretrained models, which corresponds to updating

some of the learned weights of the model [60, 61, 72]. This allows users to update ex-

isting models to perform more accurately on the user’s desired target domain [63]. Fine-

tuning is also used to debias pretrained models [67, 66, 68], along with data augmentation

[73]. Transfer learning, wherein pretrained models are used to initialize or guide models

trained on a new target domain [74], is also a common approach for leveraging pretrained

models [75, 76, 77].

Methods for converting pretrained unconditional generative models into conditional

models - such that the user can specify the class for which the model should generate data

- typically utilize new, labeled training data as well as train new “helper” networks [25,

78, 79]. These “helper” networks take the form of Hyper-Networks [25] - models trained

to predict new weights for the generative model - or mapping networks that are trained to
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adaptively sample from parts of the pretrained model’s latent space [78, 79].
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Limitations of Existing Methods

Existing approaches typically need access to a cleanly-labeled data or require significant fine-tuning: 

[1] Patrini, et al. ““FairStyle: Debiasing StyleGAN2 with Style Channel Manipulations”. ECCV 2022. 
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Biased Generator Fair Generator Biased Generator 
(Different Architecture)

?

Many solutions are architecture-specific:

$
$
$

Unbiased data is often not readily available Resources for fine-tuning are often inaccessible 

PreliminariesFigure 4: Limitations of existing methods for reusing and repairing pretrained models.

1.3.3 Challenges

The requirement for fine-tuning [67, 66, 68] or human feedback [80] limits the applica-

bility of many existing techniques for debiasing pretrained models, as this often requires

significant investments in terms of time and computational resources that may be be-

yond the capabilities of many smaller organizations. Further, techniques designed only

for specific architectures [80] that do not generalize are not ideal, as new model types are

continuously developed.

Furthermore, many methods for converting unconditional generative models into con-

ditional models likewise require significant computational resources due to their need to

train new components [25, 78, 79]. The requirement for labeled training data [25] and

access to pretrained unbiased classifiers that already specialize on the classes of interest

[78, 79] likewise limit the applicability of existing approaches.

This dissertation thus focuses on addressing these challenges in Task 3 and Task 4,
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outlined below in Section 1.4.

1.4 Dissertation Tasks

In this dissertation, I tackle the following four tasks. The first two relate to learning from

noisy training data, and the second two relate to reusing pretrained generative models.

Task 1: Extending Positive Unlabeled Learning To Multi-Label Data. In general, Pos-

itive Unlabeled techniques assume that there are only two classes: the positive class for

which some instances are labeled and others are unlabeled, and the negative class that is

completely unlabeled. In this task, I extend Positive Unlabeled learning to the multi-label

setting, where multiple classes can apply to the same instance simultaneously. For exam-

ple, when multiple objects are present in the same image. In this new setting, each class

may be labeled for a particular instance if the class applies and is unlabeled otherwise.

First, I propose an unbiased risk minimization strategy that computes a loss equivalent

in expectation to the loss a classifier would obtain on clean data, given only multi-label

PU data. Next, I propose a system that leverages my proposed risk along with a model

that can explicitly learn and leverage the dependencies and correlations between classes.

This system is thus able to utilize knowledge of which classes co-occur, such as dogs and

Frisbee’s being correlated in images, in order to more accurately predict the full set of

true classes associated with each instance, given only partially annotated training data.

Further, we experimentally validate that our approach consistently outperforms existing

approaches for correcting for missing labels on a variety of common benchmark multi-

label datasets.

As many real-world multi-label datasets are naturally Positive Unlabeled while exist-

ing multi-label classifiers typically assume full and accurate label sets, this work provides
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a step forward on extending multi-label classifiers to more realistic data paradigms. This

work is published at CIKM 2022 [81].

Task 2: Modeling Biased PU Sample Selection. In this task, I study when it is possi-

ble to build a model of the sample selection process for biased PU data. In the biased

PU setting, some instances are more likely than others to be selected to be labeled. For

instance, a fraudulent credit card charge for a large and atypical purchase is more likely

to be “labeled” as fraud than a charge for a smaller amount at a location where the card

holder usually shops. In this setting it is desirable to have a model that can provide the

likelihood that a given positive instance is to be labeled, known as the propensity score. A

model of this propensity score would allow us to correct for the biased sampling proce-

dure, and train more accurate and robust classifiers on biased PU data.

However, it is not well-known when a propensity score model can be learned from

biased PU data, or how to learn it under settings where it is theoretically possible. I first

analyze data distribution assumptions that are commonly used by unbiased PU methods,

and determine under which of these settings the propensity score can possibly be learned.

I identify two sets of assumptions where the propensity score can be recovered, and pro-

pose methods for learning a model of the propensity score in these settings. In a series

of experiments on a range of datasets and different biased labeling functions, I determine

that our proposed approaches nearly always outperform PU methods that don’t account

for a biased sampling procedure. Additionally, we nearly always outperform the few bi-

ased PU methods recently proposed in the literature.

This work has practical importance as more accurate models of the labeling function,

such as the ones I propose here, allow practitioners to train more accurate and less bi-

ased models given only biased and incompletely labeled data. This work is published
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at AAAI 2022 [82].

Task 3: Debiasing Pretrained Generative Models Without Retraining. Existing pre-

trained generative models are known to produce biased outputs, such as image genera-

tors vastly over-representing white males. In this task I thus propose a method to debias

pretrained models belonging to a common broad family of generative models; namely,

models that map from a low-dimensional feature space to a higher-dimensional data

space. This includes the common classes of generative models such as GANs and VAEs.

More specifically, I formalize a definition of what it means for a generative model to be

unbiased by defining the concept of uniform semantic distributions. A generator with a uni-

form semantic distribution is one where the semantic attributes of its output have a uniform

distribution; e.g., a semantically uniform generator produces an equal number of images

of people from every race. I then propose strategies for reconditioning a generative model

to produce a semantically uniform output. This approach learns a new distribution for

the generator’s input (latent) space, debiasing the model without requiring fine-tuning.

We prove that our resampling approach is optimal under the constraints of the prob-

lem setting, producing a distribution with minimal divergence from a uniform distri-

bution over the semantic attribute space. Additionally, we outline the conditions for

which reaching a perfectly fair distribution (i.e. a distribution with 0 divergence from

the uniform distribution) is achievable. Through an experimental evaluation on a range

of datasets and pretrained generative models, we show that our approach consistently

produces a less biased output than existing methods for debiasing pretrained generative

models.

This work provides a step forward on inexpensively debiasing generative models,
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which is a crucial problem to solve as generators are increasingly being used in high-

stakes applications such as augmenting medical classifiers where it is imperative to have

minimal bias. This work was accepted to NeurIPS 2023 [83].

Task 4: Converting Unconditional Pretrained Generators into Conditional Models With-

out Retraining or Supervision. Many pretrained generative models are unconditional,

and do not allow the user to easily sample from particular classes or modes in the data

space. However, being able to perform conditional generation that can selectively sample

from different classes or modes is often an inherently desirable functionality. Thus, in

this last task I propose an inexpensive method to convert unconditional generators into

conditional models.

Existing approaches will typically require some combination of 1) additional model

training, 2) access to classifiers for each mode, and 3) labeled data. In contrast, our ap-

proach does not require fine-tuning the generative model, training data, nor any super-

vision or signal indicating which class any generated instance belongs to. I achieve this

by first leveraging the empirically observed property that for many high-dimensional

datasets, each class exists on a separate sub-manifold (e.g., distinct and disconnected re-

gions) of the data space, recently validated on image data by Brown et al. [84]. As gen-

erative models nearly always utilize continuous functions with a connected input space,

their output will likewise be connected - and thus the generator must place a few sam-

ples in-between these sub-manifolds in the output space. We thus identify which regions

in the generator’s input space are mapped to low-probability regions in the output space,

corresponding to the regions in-between the sub-manifolds. By removing these regions

from the input space, we break the input space into distinct subsets such that each of

these subsets corresponds to a different sub-manifold in the output space. We can then fit

simple Gaussian mixture models on each of these regions in the input space - a process
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that does not require significant computational resources - and use these mixture models

to selectively sample from the region corresponding to any desired output sub-manifold.

Our experimental evaluation indicates that these sub-manifolds are indeed strongly

correlated with distinct classes, validating that our unsupervised approach indeed con-

verts unconditional models into conditional generators. This approach can become in-

creasingly useful as pretrained generative models are leveraged more and more in mod-

ern deep learning systems.

1.5 Organization of this Dissertation

The rest of this dissertation document is structured as follows:

• Chapter 2: Extending Positive Unlabeled Learning To Multi-Label Data.

This chapter covers Task 1.

• Chapter 3: Modeling Biased PU Sample Selection.

This chapter covers Task 2.

• Chapter 4: Debiasing Pretrained Generative Models Without Retraining.

This chapter covers Task 3.

• Chapter 5: Converting Unconditional Pretrained Generators into Conditional Mod-

els Without Retraining Or Supervision.

This chapter covers Task 4.

• Chapter 6: Conclusion.

This chapter covers a summary of the contributions of this dissertation, along with

promising directions for future work.

• Chapter 7: List of Publications

A list of the papers I have completed, both as first author as well as co-authored
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papers.



PhD Dissertation: Walter Gerych 25

2 Extending Positive Unlabeled Learning To Multi-Label Data.

This work was published at CIKM 2022:

Walter Gerych, Thomas Hartvigsen, Luke Buquicchio, Kavin Chandrasekaran, Abdulaziz Alajaji,

Emmanuel Agu, Elke Rundensteiner. “Robust Recurrent Classifier Chains for Multi-Label Learn-

ing with Missing Labels”. CIKM 2022.

2.1 Motivation

Most multi-label classifiers make the strong assumption that all classes-of-interest of in-

terest for each datapoint are labeled. For instance, if an image’s labels are vehicle and

animal, but not person, during learning we assume a person is not present in the image. In

practice, however, an image’s labels are often only a subset of its true classes [85]. Such in-

complete labeling is caused by the high cost of labeling every possible class for each image

and by the propensity of human annotators to miss objects in images [86]. As annotators

typically only identify classes that do apply to an instance, and do not explicitly list every

of the potentially hundreds or thousands of objects that do not apply, an incompletely-

labeled dataset generally implies that unlabeled positives are not distinguished from true

negatives. Thus, for each class some positive instances will be labeled while the remaining

positives and all negatives go unlabeled. This exactly matches the the Positive Unlabeled

(PU) setting. Specifically, for each class some positive instances will be labeled while the

remaining positives and all negatives go unlabeled.

Unfortunately, PU methods generally assume a binary classification setting, and do

not model the relationships between classes [26]. In contrast, leading multi-label classifier

explicitly leverage label correlations yet assume completely labeled data [87, 88]. The

focus of this work is thus to extend PU to work with a leading approach for multi-label
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Figure 5: Goal: train a recurrent classifier chain to learn label dependencies on multi-label data
with missing labels.

classification. Specifically, we aim to make the Recurrent Classifier Chain model robust to

multi-label PU data. An example of this task is shown in Figure 5.

2.2 Related Work

Classifier Chains. Standard classifier chains (CCs) consist of a sequence of classifiers,

each of which is trained to predict a single class while taking in observed data features

as well as preceding class labels as input [88]. By conditioning each label prediction on

those previously predicted labels, classifier chains succeed to learn joint label dependen-

cies. While these classic methods use independent models for each predicted label [89],

most recent works use recurrent neural networks (RNN) [87, 90, 91, 92]. Such recurrent

classifier chains allow for parameter sharing between label predictions, often leading to
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better performance [87]. The most recent RCCs are order-free, meaning, they also learn

the best label orderings [90, 91], which we adopt in this work. However, as all RCC meth-

ods rely on the strict assumption that all training data are labeled perfectly [87, 90, 91],

they fail when trained on multi-label PU data.

Multi-Label Learning with Incomplete Labels. Multi-label classification from incompletely-

labeled data is an active area of research [93, 94, 95, 96, 97, 98, 99]. The broad category of

learning with incomplete labels encompasses several problem settings [100].

Semi-supervised multi-label learning (SS-ML) assumes that the training data comes in

the form of a fully-labeled subset and an unlabeled subset [101, 102, 103, 104, 105]. This

does not match our problem setting, where the set of labels applied to an instance may be

incomplete.

Explicit Multi-Label learning with Missing Labels (Explicit MLML) differ from SS-ML by

allowing each instance to be partially labeled [100]. They assume that for each class a

given instance is given either a positive, negative, or explicitly missing label [106, 107, 108,

109, 85]. This means that they assume that explicit negative labels are given in addition

to some missing labels. As we discussed in the introduction, assuming the availability of

negative labels is often unrealistic.

Implicit Multi-Label learning with Missing Labels (Implicit MLML) Multi-label PU can

be thought of as implicit MLML. Implicit MLML methods assume that for each class, an

instance is either given a positive label for that class or else receives no label for the class

[110, 111, 112, 99, 93, 113, 114]. In other words, no explicit negative labels are given and

unlabeled classes could be either positive or negative. Note that implicit MLML methods

can be applied to explicit MLML data by simply disregarding the negative labels. Al-

ternatively, explicit MLML methods generally can’t be applied to implicit MLML data as

these methods may require explicit negative labels.

Existing implicit MLML methods optimize for metrics such as hamming accuracy and

ranking loss [99], and are thus not suitable for training RCCs. This is because those met-
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rics can be optimized for without learning the joint conditional interdependencies [115],

in contrast to the motivation behind RCCs which is to learn such dependencies. Oth-

ers require specific architecture choices [104] that make them incompatible with RCCs.

To-date, no method has been proposed that extends RCCs into the multi-label PU setting.

Positive Unlabeled Learning. Positive Unlabeled (PU) learning is very closely related

to implicit MLML. Like MLML, PU learning assumes that some positive labels are given

while negative instances are not labeled [116]. Unlike MLML, PU methods are classically

binary classification problems [117, 118], not multi-label. In this sense, implicit MLML

can be seen as being synonymous with multi-label PU. PU learning is also an active area

of research [119, 120, 121, 122, 123], with recent works showing that unbiased positive-

negative risk minimization can be achieved in both the standard setting [124] and even

when the labels are applied with a selection bias [54]. However, due to focusing on binary

classification, classic PU methods are not applicable to RCCs. Methods such as RankPU

[99] optimize for ranking loss, which can be optimized for without learning label depen-

dencies [115] and is thus not appropriate for training RCCs.

2.3 Problem Definition

Formally, we define our problem as follows: Let D = {(xi,y
∗
i )}ni=1 be a dataset consisting

of n pairs of input features xi of an instance and its incomplete label sets y∗
i . For the

sake of readability, we drop the subscript i when referring to a particular instance, when

none-ambigious. Let y∗ be represented as a vector of labels, and [y∗]k be the kth element

of y∗. As y∗ is the vector representation of the incomplete label set, [y∗]k = 1 implies the

kth class applies to the instance, while [y∗]k = 0 implies that the kth class can be either

positive or negative—the true value is unknown. This implies that in our incompletely

label setting, we have no explicit negative labels for any class. We assume that the labels

are missing at random, as is standard [99]. This means that the probability that a true

positive instance of a class k is labeled is some constant value ck; i.e., p([y∗]k = 1 | [y]k =
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1) = ck, where y is the fully labeled ground truth vector such that [y]k is the true value of

the k-th class for this instance. Our goal is to train a classifier fθ : X → Y , where y ∈ Y

is the corresponding completely-labeled version of y∗, given only observations from X

and corresponding incomplete label vectors y∗. Table 1 lists the meaning of the most

important notation used in this work.

Symbol Meaning
Lowercase bold symbol A vector
Uppercase bold symbol A matrix

y Ground-truth full label vector
y∗ Incomplete label vector
ŷ Predicted full label set

[(·)]k kth entry in vector (·)
πk Class prior of kth class
x Input instance
L Number of possible classes

Table 1: Notation for commonly used symbols.

2.3.1 Background on Recurrent Classifier Chains

RCCs model the conditional joint probability of the labels [87]. More formally, they model

p(y|x) = p([y]1, [y]2, ..., [y]L|x). They accomplish this by factorizing the joint probability

as follows:

p([y]1, [y]2, ..., [y]L|x) = p([y]1|x)
L∏
i=2

p([y]i|[y]<i,x), (1)

where [y]<i = ([y]1, [y]2, ..., [y]i−1). RCCs model the above as a recurrent neural network.

The recurrent network reads in the feature attributes along with the observations of each

class sequentially; i.e., at the ith step it reads in the observation for the ith class. It thus

parameterizes [y]<i as hi−1, where hi−1 is the hidden state of the recurrent network at the

i − 1th step. Likewise, it gives p([y]i|[y]<i,x) as the output of a feed forward network

conditioned on hi−1.

As described, the RCC factorizes the classes in a predefined order; i.e., class 2 is pre-
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dicted after class 1. However, recent RCC methods [90, 91] can predict the classes in an

arbitrary order that differs instance-to-instance. Thus, they instead provide an alternative

factorize to Equation 1 as:

p([y]1, [y]2, ..., [y]L|x) =
L∏

i∈O(x)

p([y]i|[y]<i,x), (2)

where O(x) is an ordered list of class indices specific to instance x.

2.4 Challenges

We identify two core challenges in addressing the multi-label PU setting:

• No negative labels. The lack of negative labels and the ambiguity of unlabeled in-

stances (i.e., being either positive or negative) makes the PU setting classically diffi-

cult [116].

• Learnign class dependencies in the PU setting. It is particularly challenging to learn

label dependencies when labels can be missing. For instance, while class 1 and class

2 might be highly correlated, the label for class 2 might be missing from an instance

and thus the inferred correlations are weaker. Learning these dependencies is clearly

essential for multi-label learning.

2.5 Proposed Approach

2.5.1 Overview of Robust-RCC

In this work, we propose the Robust-RCC, the first RCC for multi-label PU data. The

Robust-RCC learns the true conditional label dependencies from incompletely labeled

data. Robust-RCC is composed of a featurization network and a recurrent network with

the later optimized using a novel reformulation of multi-label risk which we derive in

this work.
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First, the R-RCC Featurization Network transforms an input instance to a latent vector

representation. Second, the latent representation is then fed to a novel R-RCC Classifier (R-

RCC Backbone), which learns the conditional distribution of the ground truth label vector

given multi-label PU training data. We achieve this training the R-RCC Backbone using

a novel multi-incomplete-label risk function (MILR), which reformulates the multi-label

risk to be computable from incomplete labels. This is achieved using knowledge of the

class priors, estimated by the R-RCC Prior Estimator from incompletely labeled data.

We first describe the novel risk function. Then, we describe the architecture of Robust-

RCC in detail and show how the R-RCC Backbone can learn the order in which to predict

classes even when given incomplete labels.

2.5.2 Reformulating the Multi-Label Risk.

In the traditional fully labeled setting, RCCs are trained by minimizing the Binary Cross

Entropy (BCE) between the predicted label sets and the true label sets [87]. In other words,

they aim to find the parameters θ∗ of a model f () that minimizes:

θ∗ = argmin
θ

E
x,y∼PX,Y

BCE(fθ(x),y), (3)

where PX,Y is the joint probability of features and ground truth label vectors. However,

we observe that Equation 3 cannot be calculated in the multi-label PU setting due to re-

quiring the expectation over the completely-labeled instances y, to which we have no ac-

cess. Instead, we propose the following multi-incomplete-label risk that can be computed

given only implicit multi-label PU data while still being minimized by the ground-truth



PhD Dissertation: Walter Gerych 32

label vector:

MILR =
L∑
k

[
πk E

[y∗]+k

L+(fθ(x)[k])

+(πkck − πk) E
[y∗]+k

L−([fθ(x)]k)

+(1− πkck) E
[y∗]−k

L−([fθ(x)]k)
]
.

(4)

Here, πk refers to the k-th class prior, πk = p([y]k = 1), ck =
p([y∗]k=1)

πk
, and E[y∗]

+/−
k

refers to

Ex,[y∗]k∼(X,[Y ∗]k=1/0). L− and L+ refer to the components of the decomposed BCE loss, such

that L+/− for a given class is the loss incurred by BCE for that class assuming that the

ground truth is positive or negative, respectively. While Positive Unlabeled risk functions

have been proposed in the setting of binary classification [125], this is the first general PU

risk formulation for multi-label learning.

Equation 4 succeeds to optimize the multi-label BCE, requiring only expectations over

positive instances (E[y∗]+k
) and unlabeled instances (E[y∗]−k

) per individual class. It is im-

portant to note that we can approximate these expectations from multi-label PU data,

while expectations over negative instances would not be. However, Equation 4 is not

useful if it were to produce biased label sets. Fortunately, we can establish that this is not

the case, as stated in the theorem below.

Theorem 1. The expected value of the MILR risk function computed from incompletely labeled

data is equal in expectation to the expectation of multi-label binary cross entropy loss computed

from the ground-truth full label vectors.

Proof. Let fθ(x) be the estimate of y for instance x such that fθ is the output of a proba-

bilistic RCC parameterized by θ and [fθ(x)]k is the RCC’s estimate of p([y]k|x). To train a

standard RCC, we would minimize the BCE:

θ∗ = argmin
θ

E
x,y∈(X,Y )

BCE(fθ(x),y), (5)
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where BCE(fθ(x),y) is defined as

BCE(fθ(x),y) =
1

L

L∑
k

−[y]klog([fθ(x)]k)

− (1− [y]k)log(1− [fθ(x)]k).

(6)

Inspired by binary Positive Unlabeled (PU) methods [125], we reformulate the risk

in Equation 6 to be expressed in terms of only positive and unlabeled instances in the

multi-label setting.

Let L+([fθ(x)]k) = log([fθ(x)]k) and L−(]fθ(x)]k) = log(1 − [fθ(x)]k). Then, because the

expectation is a linear operator, Equation 5 can be rewritten as:

θ∗ = argmin
θ

L∑
k

E
x,[y]k∈(X,[Y ]k)

[
L+([fθ(x)]k)

+L−([fθ(x)]k)
]
.

(7)

Let E[y]
+/−
k

refer to Ex,[y]k∼(X,[Y ]k=1/0). Then, we split the expectation of the BCE into an

expectation of positive and negative instances for each class:

θ∗ = argmin
θ

L∑
k

[
πk E

[Y ]+k

L+([fθ(x)]k)

+(1− πk) E
[Y ]−k

L−([fθ(x)]k)
]
,

(8)

where πk refers to the k-th class prior, πk = p([y]k = 1). Next, note that the expectation of

L− over all instances of a given class can be rewritten as:

E
[Y ]k

L−([fθ(x)]k) =πk E
[Y ]+k

L−([fθ(x)]k)

+(1− πk) E
[Y ]−k

L−([fθ(x)]k)
(9)

For each class, let p(x) be the PDF of the features, and p+/−/ℓ/u(x) be the PDF of the

positive instance, negative instances, labeled positive instances, and unlabeled instances
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respectively. Then, for each class k, x ∼ πkp+(x)+(1−πk)p−(x) ∼ πkckpℓ(x)+(1−πkck)pu(x)

[116], where ck = p([y∗]k=1)
πk

(which can be explicitly calculated from the data given πk).

With that in mind, we can rewrite the expectation of L− over the negative instances in

terms of the expectation over all instances and the expectation over positive instances:

(1− πk) E
[Y ]−k

L−([fθ(x)]k) =− πk E
[Y ]+k

L−([fθ(x)]k)

+ E
[Y ]k

L−([fθ(x)]k).
(10)

And likewise the unconditioned expectation over all instances can be written in terms

of positive and unlabeled distributions as

E
[Y ]k

L−([fθ(x)]k) =πkck E
[Y ]+k

L−([fθ(x)]k)

+(1− πkck) E
[Y ]∗k

−
L−([fθ(x)]k),

(11)

where E[Y ]∗k
− = Ex,[y]k∈(X,[Y ∗]k=0).

We can replace the expectation over negative instances in Equation 8 with the right

hand side of Equation 10 and the expectation over unconditioned instances with Equation

11 to arrive at our reformulated BCE loss function:

θ∗ = argmin
θ

L∑
k

[
πk E

[Y ]+k

L+([fθ(x)]k)+

(πkck − πk) E
[Y ]+k

L−([fθ(x)]k)

+(1− πkck) E
[Y ]∗k

−
L−([fθ(x)]k)

]
.

(12)

Lastly, as we assume that there is no selection bias in which classes are labeled for each

instance, we can write the above expectation over positive instances of the true label set

with positively labeled instances of the incomplete label set:
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θ∗ = argmin
θ

L∑
k

[
πk E

[Y ∗]+k

L+([fθ(x)]k)+

(πkck − πk) E
[Y ∗]+k

L−([fθ(x)]k)

+(1− πkck) E
[Y ∗]−k

L−([fθ(x)]k)
]
.

(13)

Theorem 1 implies that we can replace the BCE risk with the MILR risk (Equation 4)

in order to train RCCs, without introducing bias into our predicted label sets.

Equation 4 requires us to compute the expectations of losses over feature-label pairs.

During the training, since we have finite training data, we thus can replace Equation 4

with the empirical MILR, MILR:

MILR(fθ) =
L∑
k

[πk

n

n∑
xi:[y∗

i ]k=1

L+([fθ(xi)]k)

+
(πkck − πk)

n′

n′∑
xj :[y∗

j ]k=1

L−([fθ(xj)]k)

+
(1− πkck)

n′′

n′′∑
xm:[y∗

m]k=0

L−([fθ(xm)]k)
]

(14)

Through Equation 14, we succeed to present the very first risk function that can be

used to train an RCC to model the true conditional class distribution even for multi-label

PU data. Most importantly, Equation 14 does not require negative labels, yet it minimizes

Equation 3.
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2.5.3 Robust-RCC Architecture.

We next discuss the Robust-RCC’s architecture. There are three main components of

the Robust-RCC’s architecture: the R-RCC Featurization Network, the R-RCC Backbone

model, and the R-RCC Prior Estimator. These components are trained together to mini-

mize Equation 14.

First, the R-RCC Featurization Network, F , produces a latent vector representations of

input instances x, namely, v′ = F(x). In this work, we use ResNet-18 [126] pre-trained on

ImageNet to produce a featurized representation, as we focus on image datasets. How-

ever, many alternate options could equally be plugged in for this component based on

the nature of the task at hand (i.e., a transformer for text data).

Worcester Polytechnic Institute

Minimize MILR

Annotated
Labels

R-RCC 
Featurization Network

R-RCC 
Classifier

0.1, 0.6, … 0.05

Unobserved Ground Truth

R-RCC
Prior 
Estimator

Class Priors

Robust Recurrent Classifier Chain

Predicted
Labels

Dog Rock Sky...

Dog Ocean

Dog Rock Sky...

Figure 6: Architecture of Robust-RCC.

Second, the R-RCC Backbone is a recurrent network that takes in this latent represen-

tation and produces one class probability per step. At step t, the R-RCC Backbone outputs

[fθ(x)]ct , such that [fθ(x)]ct = p([y]ct = 1|x) where ct is the class predicted at step t. At

each step, the input is v = v′ ⊕ [fθ(x)]ct−1 , the concatenation of the feature representation

v′ with the previous class probability.
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We use a gated recurrent unit (GRU) for the R-RCC Backbone, though in practice any

recurrent network could be used. Thus the predicted class probabilities [fθ(x)]ct are given

as:

rt = σ(Wrv +Urht−1 + br) (15)

zt = σ(Wzv +Uzht−1 + bz) (16)

st = Φ(Wav +Ua(rt ⊙ at − 1) + ba) (17)

at = zt ⊙ at−1 + (1− zt)⊙ st (18)

[fθ(x)]ct = σ(Wfat + bf ), (19)

where Wr,z,a and Ur,z,a are the weight matrices of the GRU and Wf ∈ R|ht|×1 is the weight

matrix of a feed-forward layer used to convert the hidden representation of the GRU into

a class probability. σ is the sigmoid function and Φ is the hyperbolic tangent function.

The final component of the Robust-RCC is the R-RCC Prior Estimator, which estimates

the frequency of each class: πk = p([y]k = 1) for k = 1, ..., L. This value is required by

our risk function, as discussed in Section 2.5.2. If the class priors are known, they may

be substituted here. Otherwise, we use TiCE [127], a leading prior estimation method,

to estimate the class prior of each class. TiCE utilizes top-down decision tree induction

to estimate the labeling frequency c = p([y∗]k = 1|[y]k = 1) in subdomains of the data.

Under the assumption that there is no bias in the labeling, subdomains with a higher

ratio of labeled to unlabeled instances provide a better estimate of the labeling frequency.

The class prior can be recovered form the labeling frequency by the simple conversion

πk = p([y∗]k = 1)/c [116].

Order-free Classification. The order in which classes are predicted should be learned

and not pre-determined, because p(y|x) can be factorized into any order of conditional

probabilities. However, most RCCs are forced to predict labels in a pre-defined order (of-

ten frequent-to-rare or rare-to-frequent [87, 88]) despite the large impact of such selection
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on performance [88]. To overcome this, recent work has shown that classification can be

improved with order-free approaches, where the RCC learns the order in which to predict

classes based on the input. In our work, we use such an order-free approach inspired by

[90]. We show experimentally that this choice is well justified. To predict a new class label

at step t, our model chooses from the set of previously not yet predicted labels C′
t:

ct = argmax
c′∈C′

t

[pt]c′ (20)

fθt = fθt−1 + [pt]ct (21)

C′
t = C′

t−1 − {ct}, (22)

where ct is the prediction of the class predicted at the t-th step, pt is the predicted distri-

bution over labels at step t, and [pt]ct is the marginal for that class.

2.6 Experiments

2.6.1 Datasets and Metrics.

We evaluate the Robust-RCC on the following three multi-label datasets using four met-

rics.

PASCAL VOC 20071[128]: This standard multi-label image dataset consists of 9,963 nat-

ural images.

Scene2[129]: This dataset contains 2407 scenery images, each with up to six labels:

beach, sunset, fall foliage, field, mountain and urban. Instead of using ResNet-18, these images

have already been featurized into 294-dimensional vectors corresponding to the spatial

color moments in the LUV space.

Corel 5k3[130]: This dataset is made up of 5,000 images taken from the Corel Photo

Gallery.
1http://host.robots.ox.ac.uk/pascal/VOC/voc2007/, https://www.flickr.com/help/terms
2http://www.uco.es/kdis/mllresources/#SceneDesc, license: PDDL
3https://github.com/corel-5k-pytorch/corel-5k, license: Non-comercial use only
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Metric Percent
Labeled

Approaches

R-RCC (ours) PU CC SMiLE RankPU CleanLab RCC CleanLab CC RCC

Subset
Accuracy

10% 0.395±0.012 0.000±0.000 0.068±0.022 0.089±0.082 0.000±0.000 0.000±0.000 0.000±0.000
20% 0.557±0.018 0.021±0.017 0.260±0.015 0.073±0.049 0.000±0.000 0.000±0.000 0.000±0.000
30% 0.563±0.056 0.154±0.035 0.347±0.012 0.041±0.026 0.000±0.000 0.000±0.000 0.000±0.000
40% 0.599±0.036 0.323±0.028 0.419±0.010 0.162±0.053 0.000±0.000 0.000±0.000 0.021±0.000
50% 0.575±0.028 0.465±0.036 0.468±0.008 0.103±0.073 0.010±0.008 0.007±0.010 0.170±0.000

Hamming
Loss

10% 0.084±0.003 0.127±0.000 0.118±0.003 0.181±0.029 0.127±0.000 0.127±0.000 0.127±0.000
20% 0.061±0.002 0.124±0.002 0.093±0.003 0.199±0.043 0.127±0.000 0.127±0.000 0.127±0.000
30% 0.059±0.006 0.106±0.005 0.081±0.001 0.207±0.033 0.127±0.000 0.127±0.000 0.127±0.000
40% 0.054±0.003 0.083±0.005 0.071±0.001 0.152±0.030 0.127±0.000 0.127±0.000 0.124±0.006
50% 0.058±0.002 0.065±0.004 0.065±0.001 0.177±0.028 0.125±0.001 0.126±0.001 0.106±0.010

Macro
F1

10% 0.401±0.024 0.000±0.000 0.034±0.008 0.589±0.050 0.000±0.000 0.000±0.000 0.000±0.000
20% 0.646±0.029 0.013±0.013 0.169±0.013 0.587±0.074 0.000±0.000 0.000±0.000 0.000±0.000
30% 0.670±0.046 0.087±0.025 0.283±0.013 0.585±0.061 0.000±0.000 0.000±0.000 0.000±0.000
40% 0.708±0.026 0.274±0.047 0.374±0.019 0.638±0.053 0.000±0.000 0.000±0.000 0.034±0.067
50% 0.678±0.018 0.489±0.046 0.446±0.015 0.619±0.048 0.006±0.006 0.006±0.006 0.243±0.161

Micro
F1

10% 0.626±0.016 0.000±0.000 0.122±0.045 0.551±0.042 0.000±0.000 0.000±0.000 0.000±0.000
20% 0.749±0.011 0.038±0.031 0.427±0.030 0.545±0.049 0.000±0.000 0.000±0.000 0.000±0.000
30% 0.765±0.019 0.284±0.056 0.535±0.013 0.536±0.035 0.000±0.000 0.000±0.000 0.000±0.000
40% 0.786±0.010 0.511±0.041 0.617±0.010 0.607±0.044 0.000±0.000 0.000±0.000 0.041±0.094
50% 0.771±0.008 0.659±0.032 0.665±0.007 0.576±0.039 0.023±0.010 0.025±0.010 0.293±0.142

Table 2: Performance of each method on the Pascal VOC 2007 benchmark dataset.

These three datasets were chosen as they are standard image datasets that are naturally

multi-label.

Feature Representations Each method used a feature representation of the images in

each dataset. For the Corel 5k[130] and the PASCAL VOC 2007[128] datasets, we used a

pretrained ResNet-18 [126] model to featurize the input images into 512-dimensional vec-

tors. Specifically, we used the pretrained ResNet-18 model available in PyTorch, and ex-

tracted the feature representations from the final average pooling layer. The Scene[129]

dataset was already featurized into 294-dimensional vectors corresponding to the spatial

color moments in the LUV space, so we did not use the ResNet-18 model on this dataset

and instead used these pre-computed features.

We use four standard multi-label metrics: subset accuracy, hamming loss, macro F1, and

micro F1. The subset accuracy is of particular interest to us, as optimizing for this metric

means that the model must learn the dependencies between labels [115]. We report on

the top 10 labels for each dataset.
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2.6.2 Compared Methods.

We compare Robust-RCC against the following state-of-the-art methods for learning with

incomplete labels:

Positive Unlabeled Classifier Chains (PU CC) [89, 117]. We train a classifier chain using

the standard PU method modification technique [117], as proposed in [113].

SMiLE [98]: This recently-proposed method for learning from incomplete labels uses

a graphical model to learn correlations between classes. It optimizes its predictions to

preserve the learned class correlations. Unlike our method, SMiLE learns the unconditional

class relations rather than the conditional relations.

RankPU [99]: Similar to Robust-RCC, RankPU extends Positive Unlabeled learning to

the multi-label setting. However, RankPU is designed to optimize for ranking algorithms

and is not applicable to RCCs.

CleanLab [131]: This identifies instances that are likely mislabeled and removes them

before training a classifier. As CleanLab is designed to work with any probabilistic classi-

fier, we compare against two versions: one using an RCC as classifier, and the other using

the ensemble-based classifier chain.

Recurrent Classifier Chain [87]: We compare against an RCC that treats all unlabeled

instances as true negatives. This is the standard approach for maximizing subset accuracy

in the fully-labeled setting. We expect other methods to outperform this approach as it

does not naturally account for the incompletely labeled nature of the data.

2.6.3 Implementation Details.

Base RCC Architecture. Robust-RCC, RankPU[99], the Positive Unlabeled Classifier Chain

(PUCC) [89, 117], and the Recurrent Classifier Chain (RCC) [87] were each implemented

in PyTorch [132]. The recurrent methods (Robust-RCC and RCC) consisted of a 1-layer

GRU with a hidden space size of 100. Additionally, each recurrent method had a 1-layer

feed forward network to map from the 100 dimensional latent space into prediction prob-
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Metric Percent
Labeled

Approaches

R-RCC (ours) PU CC SMiLE RankPU CleanLab RCC CleanLab CC RCC

Subset
Accuracy

10% 0.308±0.095 0.000±0.000 0.060±0.059 0.113±0.054 0.000±0.000 0.000±0.000 0.000±0.000
20% 0.424±0.116 0.000±0.000 0.068±0.062 0.181±0.125 0.000±0.000 0.000±0.000 0.000±0.000
30% 0.474±0.115 0.001±0.001 0.109±0.071 0.148±0.074 0.000±0.000 0.000±0.000 0.000±0.000
40% 0.509±0.087 0.010±0.005 0.078±0.066 0.123±0.027 0.000±0.000 0.000±0.000 0.048±0.078
50% 0.415 ±0.039 0.021±0.008 0.099±0.056 0.142±0.024 0.134±0.072 0.010±0.004 0.230±0.062

Hamming
Loss

10% 0.149±0.016 0.181±0.000 0.347±0.124 0.264±0.035 0.181±0.000 0.181±0.000 0.181±0.000
20% 0.140±0.008 0.181±0.000 0.347±0.083 0.226±0.057 0.181±0.000 0.181±0.000 0.181±0.000
30% 0.124±0.016 0.181±0.000 0.305±0.111 0.235±0.033 0.181±0.000 0.181±0.000 0.181±0.000
40% 0.128±0.013 0.180±0.002 0.374±0.115 0.249±0.023 0.181±0.000 0.181±0.000 0.173±0.013
50% 0.127±0.008 0.178±0.001 0.314±0.081 0.233±0.027 0.158±0.022 0.179±0.001 0.143±0.012

Macro
F1

10% 0.305±0.061 0.000±0.000 0.261±0.030 0.575±0.028 0.000±0.000 0.000±0.000 0.000±0.000
20% 0.605±0.056 0.000±0.000 0.274±0.016 0.606±0.046 0.000±0.000 0.000±0.000 0.000±0.000
30% 0.646±0.057 0.003±0.003 0.310±0.035 0.606±0.027 0.000±0.000 0.000±0.000 0.000±0.000
40% 0.698±0.017 0.009±0.017 0.308±0.029 0.600±0.020 0.000±0.000 0.000±0.000 0.079±0.128
50% 0.683±0.025 0.037±0.012 0.322±0.029 0.611±0.032 0.233±0.100 0.174±0.060 0.347±0.084

Micro
F1

10% 0.344±0.072 0.000±0.000 0.267±0.023 0.538±0.040 0.000±0.000 0.000±0.000 0.000±0.000
20% 0.635±0.033 0.000±0.000 0.278±0.015 0.585±0.053 0.000±0.000 0.000±0.000 0.000±0.000
30% 0.667±0.027 0.002±0.003 0.307±0.037 0.581±0.030 0.000±0.000 0.000±0.000 0.000±0.000
40% 0.702±0.009 0.009±0.017 0.305±0.024 0.573±0.021 0.000±0.000 0.000±0.000 0.086±0.141
50% 0.692±0.011 0.038±0.014 0.318±0.028 0.585±0.023 0.241±0.020 0.175±0.042 0.371±0.087

Table 3: Performance of each method on the Scene benchmark dataset.

abilities.

Base Feed Forward Network Architecture. The non-recurrent methods (PUCC and RankPU)

consisted of a feed-forward network that mapped from the feature space to a 100 dimen-

sional latent space, replacing the GRU of the recurrent methods. These methods likewise

had an additional feed-forward layer to map from the latent space into prediction proba-

bilities.

CleanLab Implementation. The CleanLab methods (CleanLab CC and CleanLab RCC) [131]

used the above feed-forward and GRU models respectively. We used the publicly avail-

able code for CleanLab in order to identify and remove the unlabeled positives prior to

training the classifier components.

SMiLE Implementation. We did not implement our own version of SMiLE [98], as the

authors had made the code for this method publicly available. We used their code4 and

the parameter settings used in their paper, although we modified the neighbor parameter
4https://github.com/Jopepato/SMiLE
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Metric Percent
Labeled

Approaches

R-RCC (ours) PU CC SMiLE RankPU CleanLab RCC CleanLab CC RCC

Subset
Accuracy

10% 0.139±0.042 0.000±0.000 0.005±0.005 0.021±0.018 0.000±0.000 0.000±0.000 0.000±0.000
20% 0.247±0.023 0.001±0.002 0.032±0.015 0.049±0.037 0.000±0.000 0.000±0.000 0.000±0.000
30% 0.293±0.046 0.020±0.019 0.077±0.012 0.045±0.013 0.000±0.000 0.000±0.000 0.000±0.000
40% 0.321±0.019 0.077±0.022 0.098±0.010 0.031±0.032 0.000±0.000 0.000±0.000 0.000±0.000
50% 0.304±0.048 0.158±0.036 0.133±0.016 0.031±0.037 0.003±0.004 0.006±0.011 0.014±0.022

Hamming
Loss

10% 0.137±0.008 0.156± 0.000 0.155±0.000 0.259±0.028 0.156±0.000 0.156±0.000 0.156±0.000
20% 0.122±0.005 0.156± 0.000 0.152±0.001 0.237±0.044 0.156±0.000 0.156±0.000 0.156±0.000
30% 0.119±0.009 0.152± 0.002 0.148±0.001 0.246±0.016 0.156±0.000 0.156±0.000 0.156±0.000
40% 0.118±0.005 0.140± 0.003 0.143±0.001 0.270±0.069 0.156±0.000 0.156±0.000 0.156±0.000
50% 0.120±0.009 0.124± 0.006 0.138±0.002 0.243±0.037 0.155±0.001 0.154±0.003 0.153±0.003

Macro
F1

10% 0.313±0.075 0.000±0.000 0.009±0.011 0.508±0.033 0.000±0.000 0.000±0.000 0.000±0.000
20% 0.0493±0.040 0.004±0.008 0.051±0.019 0.521±0.038 0.000±0.000 0.000±0.000 0.000±0.000
30% 0.542±0.044 0.035±0.016 0.109±0.017 0.520±0.029 0.000±0.000 0.000±0.000 0.000±0.000
40% 0.582±0.046 0.136±0.020 0.149±0.014 0.512±0.043 0.000±0.000 0.000±0.000 0.000±0.000
50% 0.585±0.012 0.274±0.040 0.199±0.015 0.536±0.044 0.030±0.016 0.035± 0.020 0.068±0.063

Micro
F1

10% 0.331±0.093 0.000±0.000 0.006±0.006 0.494±0.021 0.000±0.000 0.000±0.000 0.000±0.000
20% 0.493±0.030 0.002±0.004 0.044±0.016 0.526±0.049 0.000±0.000 0.000±0.000 0.000±0.000
30% 0.567±0.036 0.048±0.033 0.107±0.014 0.521±0.015 0.000±0.000 0.000±0.000 0.000±0.000
40% 0.596±0.037 0.187±0.035 0.155±0.015 0.505±0.049 0.000±0.000 0.000±0.000 0.000±0.000
50% 0.607±0.008 0.350±0.059 0.217±0.020 0.523±0.037 0.016±0.007 0.021±0.020 0.051±0.050

Table 4: Performance of each method on the Corel 5k benchmark dataset.

to 400. This is higher than the number used in their paper, and was modified as the

default value produced 0 subset accuracy for nearly all runs. We found the value of 400

for the neighbor hyperparameter to produce optimal results for this method.

Training Hyperparameters. For each method, we used a batch size of 128 and a learning

rate of 0.001. We used the Adam optimizer [133] and PyTorch’s exponential learning rate

scheduler with gamma set to 0.99. Each method was trained until convergence for 200

epochs.

Experiments were performed on a computing cluster, using a Intel(R) Xeon(R) Plat-

inum 263 8160 CPU @ 2.10GHz CPU, an NVIDIA Tesla V100 SXM2 GPU, and 128 GB of

RAM.

2.6.4 Classification with Incompletely Labeled Data.

We first demonstrate that the Robust-RCC classifies implicit MLML data more accurately

than the five state-of-the-art alternatives. To do this, inspired by the approach taken by
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Figure 7: Order-free compared to FTR and RTF Robust-RCC on the PASCAL VOC dataset. The
shaded region is the 95% confidence interval.

many other incomplete labeling experiments [134, 99, 98, 117, 127, 125], we remove vari-

ous amounts of labels such that for each dataset only 10% to 50% of the positive instances

are labeled. Positive instances from each class thus had the same labeling probability.

The results for the PASCAL VOC, Scene, and Corel 5k datasets are shown in Tables 2, 3,

and 4, respectively. Notably, the Robust-RCC routinely outperforms all other methods

for the important subset accuracy metric. This is expected, as recurrent classifier chains

are designed to learn the label dependencies required to optimize subset accuracy.

Interestingly, the Robust-RCC also nearly always outperforms the others on macro and

micro F1 metrics. Micro F1 is a measure of classification performance for each label indi-

vidually, and not the label set as a whole. However, if the subset accuracy is very high,

then it is expected to be high because a high number of exactly-right label sets implies a

high number of individually-correct class predictions. The macro F1 is a measure of how

well classification performed per-class and having a very high subset accuracy likewise

implies a good macro F1 score by a similar argument. Of note is that the performances
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of the Robust-RCC and the other PU methods do not monotonically increase as the per-

centage of labeled data increases. This looks surprising at first, but fits the observations

previously made about PU methods [135]. Namely, it has been shown they perform better

on incompletely-labeled data, as unlabeled points can act to regularize the model [135].

The next-best performing methods are SMiLE [98] and RankPU, depending on the

metric. SMiLE is perhaps the most similar method to the Robust-RCC in intent, as it aims

to enforce class correlations during training. However, SMiLE enforces the unconditioned

marginal class correlations rather than the joint probability of the labels conditioned on

the input. This difference gives the Robust-RCC an edge in classification performance.

RankPU is similar to the Robust-RCC in that it is a Positive-Unlabeled method, although

it does not explicitly encourage label correlations. RankPU outperforms the Robust-RCC

in macro and micro F1 score in a few cases and generally has a high score for these met-

rics. Despite this, RankPU has a low subset accuracy score. This fits with prior work that

shows that a high score on multi-label metrics such as the F-1 scores does not imply that

label correlations are being learned, as learning the label correlations would imply a high

subset accuracy [115]. Other than the baseline RCC model, the CleanLab classifiers are the

worst performing, likely because CleanLab drops instances from the training data that it

identifies as unlabeled positives. This significantly decreases the amount of training data

when a large proportion of class instances are unlabeled, as is the case in this experiment.

This indicates that merely dropping likely unlabeled positive instances is not a viable so-

lution in this setting due to the fact that nearly every instance will likely have some class

unlabeled.

2.6.5 Ablation Study: Order Free Component

To understand the effect of the order-free classification on the Robust-RCC’s performance,

we also perform an ablation study comparing the Robust-RCC with two common la-

bel prediction orders, frequent-to-rare (FTR) and rare-to-frequent (RTF), on PASCAL VOC
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2007. As expected, Figure 7 shows that order-free outperforms these preset orderings.

Second-best is frequent-to-rare, indicating that it may be better for the Robust-RCC to

predict the “easier” classes before the “harder” classes in most cases. Additionally, the

order-free predictions have lower variance than the ordered predictions. This implies

that allowing learnable orderings does indeed mitigate the challenge of error propaga-

tion during label prediction.

2.7 Chapter Summary

In this work, we introduce Robust-RCC, the first approach for training RCCs given multi-

label data with missing labels. To achieve this, we introduce the multi-incomplete-label

risk (MILR), a novel formulation of the multi-label risk that we prove can safely be com-

puted from incompletely labeled data. With MILR, we succeed to train a recurrent clas-

sifier chain to match the distribution of the true fully-labeled data, despite access to only

incomplete labels. Using three multi-label datasets, we conclusively demonstrate that

our approach outperforms all major state-of-the-art alternatives on four common met-

rics. Our approach takes a large step forward for multi-label classification by RCCs to be

applicable even in domains where fully labeled data is not available.
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3 Modeling Biased PU Sample Selection.

This work was accepted to AAAI 2022:

Walter Gerych, Thomas Hartvigsen, Luke Buquicchio, Emmanuel Agu, Elke Rundensteiner. “Re-

covering The Propensity Score From Biased Positive Unlabeled Data”. AAAI 2022.

3.1 Motivation

Standard Positive Unlabeled learning assumes that a typically-unknown and complex la-

beling mechanism decides which positive instances are labeled. This mechanism is usually

an imperfect human annotator with inherent and unobserved biases. The vast majority

of recent methods for learning from PU data model this labeling mechanism by assuming

that all positive instances are equally likely to be labeled [116]. This is overly simplistic

and disregards all biases in the labeling mechanism, which naturally lead to certain data

points being labeled. For instance, this assumption ignores the fact that individuals with

health insurance (who are more likely to visit doctors) are more likely to be be diagnosed

than individuals without health insurance. The biased labeling mechanism can also be

much more socially innocuous: objects in the foreground of an image are more likely to

be labeled than objects in the background.

The key idea of our work is to recover the true complex and biased labeling mechanism

by identifying the likelihood that a given positive instance is labeled. Recovering this

labeling mechanism is essential for biased PU learning, as success would allow us to train

a classifier that distinguish between the positive and negative classes given only biased

positive and unlabeled data [54]. Additionally, learning the biased labeling mechanism

- referred to as the propensity score - allows us to recover the posterior of the positive

class, which we can integrate over to obtain the class prior. This is important, as knowing
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the class prior allows us to compute performance metrics for standard positive-negative

classification even when the test set includes only positive and unlabeled instances [116].

Lastly, knowing the labeling mechanism gives insight into why certain instances were

labeled while others were not, which can be important for explainability tasks.

3.2 Related Work

Positive Unlabeled data has been researched for well over a decade [136]. The over-

whelming majority of PU works focus on the case where the positively labeled samples

are an unbiased sample of the true positive distribution [137, 138], and do not address

the biased PU setting that is the focus of our work. These works range from performing

classification [139, 140] to recovering the positive class prior [141, 142, 143].

Recent Positive Unlabeled work has begun to focus on the biased setting, where the

labeled positives are a biased sample of the true positives [119, 54, 144, 145]. Many make

the assumption that the probability of labeling a positive instances follows the order of

the class probabilities [146, 147, 148], which is similar to but slightly more general than

the assumption made by our Probabilistic Gap Scenario method. However, unlike our work

these methods can not and do not recover the labeling mechanism (propensity score), and

generally focus on making accurate binary classification decisions. A few other works

relax this label ordering assumption [144, 149], but likewise do not learn the labeling

mechanism and thus do not address the task that is the focus of this work.

The work that is most closely related to ours is the SAR-EM method of [54]. This paper

focuses on our goal of recovering the propensity score. SAR-EM employs an expectation-

maximization algorithm to jointly find the true class posterior and propensity score by

maximizing the probability of the observed data. However, as we show in the following

section, there are an infinite number of possible propensity scores over a wide range of

values that perfectly explain the observed data, but are far from the true propensity score.

The method proposed in [119] differs from the other biased PU methods, as it is de-
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Figure 8: (a) Local Certainty Scenario. Non-overlapping class distributions and arbitrary propen-
sity score. (b) Probabilistic Gap Scenario. Allows for non-overlapping classes, requires propensity
score to follow ordering of p(y = 1|x).

signed for recovering the class prior from biased PU data rather than performing classifi-

cation. This approach assumes that there exists clusters in the distribution of the positive

instances, such that the labeling probability is constant per cluster. Although not dis-

cussed in [119], as this method finds the prior of each cluster, it can be used to recover

this constant propensity score per cluster. This differs from our work by assuming that

the propensity score is constant per cluster, and thus the propensity score can only take

on a few discrete values over the whole data space (limited by the number of clusters).

3.3 Problem Definition

The goal of Positive-Unlabeled (PU) learning is to map features x ∈ X into classes Y =

{0, 1} given only positive and unlabeled examples. If for a given x the corresponding

y ∈ Y is 1 then the class is “positive”, otherwise the class is “negative”. We assume there

is a joint distribution p(x, y, ℓ), such that y ∈ {0, 1} is the class and ℓ ∈ {0, 1} is the label in-
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dicator. If ℓ = 1, then the instance is labeled (y = 1). If ℓ = 0, then the instance is unlabeled

(and either y = 1 or y = 0). The class y is unobserved; thus, it is not straightforward to es-

timate the class posterior p(y = 1|x), while the label posterior p(ℓ = 1|x) can be estimated by

training a non-traditional classifier [139] to predict the probability of ℓ (which is observed)

given x.

We assume the common single training set scenario (also known as the censoring sce-

nario), in which a sample of data is collected from the joint distribution p(x, y). When an

instance is from the positive class, it is labeled with probability p(ℓ = 1|x, y = 1), and is

unlabeled (ℓ = 0) otherwise. The alternative PU assumption is the case-control scenario, in

which the unlabeled data is drawn from the marginal p(x) and another sample of labeled

data is drawn from p(ℓ = 1|x, y = 1). We describe our method in the single training set

scenario as it more commonly used in PU learning [116]. However, like most other PU

techniques, it is straightforward to convert between the two.

Recently, a method for directly modeling p(ℓ = 1|x, y = 1), known as the propensity

score and referred to by the symbol e, has been proposed [54]. Theorem 2 shows the value

of modeling the propensity score.

Theorem 2. Let ŷ be the predicted posterior probability of y. Then, E[Rprop(Ŷ |E,L)] = R(Y |X),

where R is the standard empirical positive-negative risk of the predictions ŷ ∈ Ŷ and Rprop is the

propensity weighted risk defined as

Rprop(Ŷ |E,L) =
1

n

n∑
i=1

ℓi

(
1

ei
δ1(ŷ1) + (1− 1

ei
)δ0(ŷi)

)
+ (1− ℓi)δ0(ŷi),

(23)

such that δ1(ŷi) is the cost of predicting ŷ assuming that yi is a true positive, and δ0(ŷi) is the

cost assuming yi is a true negative, L is the set of class labels in the dataset and E is the set of

corresponding propensity scores.

This theorem, proven by [54], tells us that if the propensity score is known, we can



PhD Dissertation: Walter Gerych 50

train a classifier to predict the true class y using risk minimization, given only biased

positive and unlabeled data. Moreover, this allows us to train a probabilistic classifier to

model the class posterior p(y|x), which is useful for uncertainty analysis and for obtaining

an estimate for the class prior p(y), which is required to calculate several standard PU

classification evaluation metrics [138, 116]. Note that this is in contrast to most other

biased PU methods, which attempt to only make accurate binary predictions for y, rather

than modeling the class posterior [148, 147]. Furthermore, the propensity score is a model

of the complex labeling mechanism that decided which positive instances were labeled

and thus provides information on why certain instances were selected to be labeled while

others were not.

The focus of this work is thus to develop approaches that yield an identifiable propen-

sity score.

3.4 Challenges

It is thus crucial to identify scenarios in which the propensity score is identifiable, due

to its importance for biased PU learning. To yield identifiability, additional assumptions

must be made on either the data distribution (specifically, the likelihoods of the positive

and negative class) or on the propensity score itself. We thus propose two different es-

timation procedures: one that makes stronger assumptions on the positive and negative

likelihoods but allows for a flexible propensity score, and another that makes stronger

assumptions of the propensity score but allows for weaker likelihood assumptions.

3.5 Proposed Approach

3.5.1 Determining When The Propensity Score Is Identifiable

Developing approaches that yield an identifiable propensity score requires understand-

ing when it is even possible for the propensity score to be identifiable. A natural starting

place is to consider the four different standard data assumptions commonly in PU lit-
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erature [116]: Local Certainty/Separable Classes (Bayes Error of 0 between positive and

negative distributions), Positive Subdomain (there is some region A of the feature space

determined by partial attribute assignment such that the Bayes error is 0), Positive Func-

tion (there is some region A of the feature space determined by an arbitrary function

for which the Bayes error is 0), Irreducibility (the negative distribution is not a mixture

containing the positive distribution).

Theorem 3. Let propensity score e be an arbitrary function of x, e : X → (0, 1]. Let the PU

assumption hold (y is unobserved, ℓ and x are observed). Then, e is non-identifiable under the

Positive Subdomain, Positive Function, and Irreducibly scenarios.

Theorem 3, proven in the Appendix, shows that a general propensity score is not iden-

tifiable in any of the standard PU data assumptions other than the Probabilistic Gap sce-

nario. Thus, we provide an identifiable propensity score estimation procedure in this

setting in the following Local Certainty Propensity Estimation section.

Note that Theorem 3 only holds for a general propensity score. If we make stronger as-

sumptions on the propensity score, we can make less restrictive data assumptions. Thus,

we provide an estimation strategy for an identifiable propensity score in the Positive

Function assumption in the Probabilistic Gap Propensity Estimation section, in which

we assume a linear functional form for the propensity score.

An overview of the difference of assumptions of these two scenarios is shown in Figure

8.

3.5.2 Local Certainty Propensity Estimation

We first describe a method to recover the true propensity score in the Local Certainty

scenario. In this setting, we assume the relationship between the observed features and

the true class is a deterministic function f : X → Y , where X is the feature space and

Y = {0, 1} (where 1 is for the positive class and 0 is for the negative), while allowing the

propensity score to be an arbitrary function e : supp(p(x|y = 1)) → {q ∈ R|0 < q ≤ 1};
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i.e., an arbitrary function from the feature space of positive instances to a probability

between 0 and 1. Note that the propensity score is only defined for regions of the feature

space where x may be positive, as in PU learning negative instances are never labeled.

The deterministic f is a valid assumption when the observed features are sufficient for

uniquely determining the class of each instance. For instance, the features observed for

an image (i.e. the pixels) are sufficient for determining which objects are in the image.

The first step to identifying the propensity score under local certainty is to express it

in terms of the positive distribution and labeled distribution:

e =p(ℓ = 1|x, y = 1) (24)

=
p(ℓ = 1|x, y = 1)p(x, y = 1)

p(x, y = 1)
(25)

=
p(ℓ = 1, x, y = 1)

p(x, y = 1)
(26)

=
p(ℓ = 1, x)

p(x, y = 1)
(27)

=
p(ℓ = 1)p(x|ℓ = 1)

p(y = 1)p(x|y = 1)
(28)

While we can take samples from p(x|ℓ = 1), we cannot approximate the above density

ratio because we cannot sample from p(x|y = 1) and no existing prior estimation method

is applicable for estimating p(y = 1) in our biased PU data5. We thus propose to replace

the p(x|y = 1) in the denominator of the last line with p(x)/p(y = 1).

At a glance, this seems like an arbitrary and poor approximation of p(x|y = 1). How-

ever, note that p(x) = p(y = 1)p(x|y = 1)+(1−p(y = 1))p(x|y = 0). Further, under the local

certainty assumption there is no overlap between the positive and negative assumptions

so for a positive instance x, p(x|y = 0) = 0 as there is no ambiguity of class belongingness

for any observation. Thus, for positive instance x, p(x) = p(y = 1)p(x|y = 1) + 0 and so

p(x|y = 1) = p(y = 1)−1p(x). This means that making this substitution in the denominator
5More precisely, there is no previously proposed method for calculating this class prior from biased PU data under

the local certainty assumption.
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of Equation 28 will produce the exactly correct propensity score for all positive instances. Let e∗

then be the value when we swap into the denominator of Equation 28:

e∗ =
p(ℓ = 1)p(x|ℓ = 1)

p(x)
. (29)

Note that the true propensity score, given in Equation 28, is undefined for all negative

instances under the Local Certainty Scenario, as the denominator will equal 0 when x is

outside of the support of the positive class (which all negative instances will be under

the deterministic mapping assumption). However, e∗ will be 0 for all negative instances,

as p(x|ℓ = 1) = 0 when x is outside of the support of the positive class by the Positive

Unlabeled assumption (i.e., no negative instances are labeled). Additionally, note that e∗

will only equal 0 for negative instances because e is strictly greater than 0 for all positive

instances. Thus,

e =


e∗ e∗ ̸= 0

Undefined e∗ = 0

(30)

The candidate propensity score e∗ can be estimated from the observed PU data because

both p(ℓ = 1) and p(x|ℓ = 1)/p(x) can be calculated from the observed data. p(ℓ = 1) can

be easily calculated by simply calculating the ratio of labeled vs unlabeled data. The ratio

of p(x|ℓ = 1) to p(x) can be estimated using density ratio estimation [150, 151, 152] by taking

samples from biased positives for p(x|ℓ = 1) and samples from the unlabeled instances

for p(x). Alternatively, this ratio can be calculated as the posterior probability of the label

indicator. Thus, the output of a flexible probabilistic classifier trained to distinguish labeled

vs. unlabeled, rather than positive vs. negative, can be used to obtain an estimate for e∗.

Equation 30 is the theoretically accurate value of the propensity score. However, in

practice it is useful to have an estimate of e that is defined for all points when using e to

train a classifier to determine the true class y. In this case, we propose directly using e∗ as

the estimated value of the propensity score e for all points. This substitution introduces
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no bias when used to train such a classifier:

Theorem 4. Let ê be an estimate for propensity score e. Then,

bias(Rprop(Ŷ |E,L)) =
1

n

n∑
i=1

yi(1−
ei
êi
)(δ1(ŷ)− δ0(ŷ))

This is shown in [54]. Theorem 4 implies that estimated propensity scores of negative

instances do not introduce any bias when they are used to estimate p(y = 1|x). Therefore

defining the propensity score for negative instances to be 0 (or in fact any value) will not

affect the downstream posterior estimates.

Thus, Equation 29 is a good estimate of the propensity score e in the case where the

class of each instance is deterministic given the observed features. However, as discussed

in our Introduction, for certain tasks the true class can not be determined with 100%

certainty. In this scenario, the derivation that leads us to Equation 29 no longer applies,

and so e∗ may no longer be a good estimate of the propensity score. For this reason, we

propose an additional estimation method for e that applies to the probabilistic problem

setting, described below.

3.5.3 Probabilistic Gap Propensity Estimation

We now describe how we recover the true propensity score in the probabilistic setting,

which we refer to as the Probabilistic Gap Scenario. We assume that there is a probabilistic

function f : X → Y , such that f(x) = 1 with probability g(x), where g : X → {q ∈

R| s.t. 0 < q < 1}. Additionally, we assume that The first assumption we now make is

that there exists some region of the support of the positive class for which p(y = 1|x) = 1;

i.e., there is some region without overlap, even if in general there is uncertainty for the

class assignment. Informally, one can imagine this being the case for instances very far

away from the majority of the negative instances. We note that this corresponds to the

common Positive Function data assumption made in prior PU works [116] and described



PhD Dissertation: Walter Gerych 55

in our Preliminaries section. Unfortunately, as stated in Theorem 3, the propensity score

is unidentifiable in this scenario when there are no additional assumptions made on the

propensity score. Thus, we identify assumptions on the functional form of the propensity

score in order to yield identifiability.

To this end, we base our propensity score assumption of of the common invariance of

order assumption made by methods for biased PU learning [146, 147, 148]. This corre-

sponds to p(ℓ = 1|x) following the order of p(y = 1|x); i.e., if p(y = 1|x1) > p(y = 1|x2)

then p(ℓ = 1|x1) = p(ℓ = 1|x2). However, this ordering assumption is slightly too weak to

yield identifiability.

Lemma 1. Let the Positive Function scenario and invariance of order assumption hold. Then, the

propensity score is not identifiable

Proof. We show that e is non-identifiable by constructing multiple valid propensity score

and class posterior pairs (both of which are latent variables that determine each other, as

p(y = 1|x)·e = p(ℓ = 1|x)). Let the class posterior hypothesis be p(y = 1|x) = p(ℓ = 1|x)1/N ,

and let the corresponding propensity score p(ℓ = 1|y = 1, x) = p(ℓ = 1|x)(N−1)/N . In

this case, for any positive integer N greater than 1, p(ℓ = 1|x) will follow the order of

p(y = 1|x), and the propensity score/class posterior pair are valid. Thus, the propensity

score is not identifiable under the invariance of order assumption.

We thus modify the invariance of order assumption slightly by assuming that the

propensity score is a linear function of the class posterior; i.e., e = k · p(y = 1|x). In-

tuitively, this corresponds to assuming that positive instances that have less class ambi-

guity, or are more typical of the positive class, have a higher likelihood of being labeled.

This is a reasonable assumption for many real-world applications. For instance, consider

a human annotator who is tasked with labeling the objects in an image. Objects that are

obscured, blurred, in the background, or otherwise difficult to identify will be less likely

to be labeled than objects clearly in the foreground of the image. Alternatively, think of

the case where a credit card company is flagging charges as fraudulent or not fraudulent.
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Figure 9: An example of the Scaled Propensity setting.

The likelihood that a charge is flagged (labeled) is higher if the charge is more unusual

(higher likelihood of actually being fraud). An example of this is shown in Figure 9.

Let xi be an instance in the feature space where p(yi = 1|xi) = 1, as we assume exists

according to Positive Function. In this case, the corresponding ei would be equal to k,

as ei = k · p(y = 1|xi) = k · 1. This implies that p(ℓi = 1|xi) would likewise equal k, as

p(ℓi = 1|xi) = ei · p(yi = 1|xi) = k · 1.

Moreover, this implies that p(ℓi = 1|xi) = Supx∗∼X [p(ℓ = 1|x∗)]. Therefore, we can

obtain the value of k by modeling the posterior probability of the label indicator ℓ, and then

finding the value that maximizes this probability. Thus, if hℓ(x) is a model of p(ℓ = 1|x),

k = Supx∗∼X [hℓ(x)]. (31)

Next, using Equation 31 we can e from hℓ:

e · p(y = 1|x) =hℓ(x)

e2

k
=hℓ(x)

e =
√

k · hℓ(x)

e =
√

Supx∗∼X [hℓ(x)] · hℓ(x)

Therefore, we can obtain an estimate of the propensity score in this setting by first

training a model of the posterior of the label indicator, such that the propensity score is the
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Figure 10: Results for recovering the propensity score for the arbitrary propensity setting. Our
Local Certainty method significantly outperforms state-of-the-art on 4/6 datasets, and is never
itself outperformed.

root of this posterior probability scaled by a constant that is also obtained from the label

posterior.

3.6 Experiments

We study the effectiveness of our Local Certainty and Probabilistic Gap methods on sev-

eral benchmark datasets. We use a Gaussian Process Classifier [153] to model the label

indicator posterior necessary for each method. As implied, we calculate Equation 29 by

using the posterior of the label indicator rather than more-complex density ratio esti-

mates. Additional experiments are available in the supplementary materials.

3.6.1 Experimental Setup

Compared methods. We compare against a method that assumes constant labeling as

a baseline. Specifically, we employ the state-of-the-art class prior estimation TiCE [141]

to find an estimate of p(y = 1), and then obtain an estimate of the propensity score by

obtaining p(ℓ = 1|y = 1) from the estimated p(y = 1). We call this baseline Constant, as it

assumes that the propensity score is constant for all positive instances. We also compare

against the two existing PU methods that estimate the propensity score: SAR EM [54] and
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the method proposed in [119] which we refer to as Cluster. We use the publicly-available

code for TiCE6 and SAR EM7 and implement Cluster ourselves.

Datasets. We use several standard benchmark datasets from the UCI Machine Learn-

ing Repository [154]: Yeast [155], Bank [154], Wine [156], HTRU 2 [157], Occupancy [158],

and Adults [159].

We likewise use two real-world datasets: Yelp Reviews [160] and PASCAL VOC 2007

[161].

These datasets were chosen to have a wide variety in dataset domains, size, and cardi-

nality. Multi-class datasets were converted into binary classification problems when nec-

essary as was done by [119]. Random 70/30 train/test splits were used for each dataset.

Each experiment was repeated 10 times in order to obtain confidence intervals. Addi-

tional dataset details are available in the supplemental materials.

3.6.2 Recovering the Propensity Score

We evaluate the ability of each method to recover the propensity scores in two settings:

One in which the true propensity score is an arbitrary complex function and there is lit-

tle to no overlap between classes (the Local Certainty Scenario) and the setting where

the Probabilistic Gap assumptions are met (classes overlap and the propensity score is a

scaled version of the class posterior). We refer to these as Arbitrary Propensity and Scaled

Propensity, respectively.

Arbitrary Propensity. In this experiment, we decide which positives are labeled ac-

cording to an arbitrarily complex propensity score. Specifically, we cluster the distances of

the positive instances from the mean into 20 bins or clusters using k-means (such that the

clustering is on the distances, not the positions of the points in the feature space). Each bin

is assigned a random propensity score between 0.1 and 0.9. Ten trials are run per dataset

and bins are randomly assigned for each. This creates a very complex propensity function
6https://dtaid.cs.kuleuven.be/software/tice
7https://dtai.cs.kuleuven.be/drupal/software/sar

https://dtaid.cs.kuleuven.be/software/tice
https://dtai.cs.kuleuven.be/drupal/software/sar
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Figure 11: Results for recovering the propensity score for the scaled propensity setting. Our Prob-
abilistic Gap method always significantly outperforms the state-of-the-art.

to test the ability of the Local Certainty method to recover the propensity score without

assuming a specific functional form. Additional details on the experimental setup are

available in the supplemental materials. Results of these experiments on each dataset are

shown in Figure 10, which reports the MAE between the estimated propensity scores and

the true propensity score.

As Figure 10 shows, our Local Certainty method significantly outperforms all other

methods for all but one dataset where our method ties SAR EM. As expected, the Prob-

abilistic Gap method does not perform particularly well (usually in third place), as the

assumptions of this method are not met in this problem setting. SAR EM is generally in

second place, which is again expected as, unlike the other non-Local Certainty methods,

it does not require a particular functional form for the propensity score. However, SAR

EM is likely to converge to an incorrect estimate of the propensity score even when the

classes are separable. Our method corrects for this case and so consistently outperforms

SAR EM.

Note that these datasets were not modified to enforce the class separability assumption

of the Local Certainty scenario. However, previous work has shown that classifiers have

been able to achieve close to 100% accuracy on these datasets, indicating that there is

already naturally little or no class overlap.
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Dataset Prop. Func. LC (Ours) PG (Ours) Cluster SE Constant
PASCAL VOC Arbitrary 0.13+/-0.03 0.31+/-0.04 0.45+/-0.04 0.20+/-0.04 0.30+/-0.13
PASCAL VOC Scaled 0.10+/-0.05 0.09+/-0.05 0.84+/-0.08 0.12+/-0.08 0.74+/-0.08

Yelp Arbitrary 0.15+/-0.02 0.18+/-0.02 0.29+/-0.04 0.21+/-0.07 0.25+/-0.03
Yelp Scaled 0.08+/-0.04 0.04+/-0.02 0.28+/-0.03 0.09+/-0.03 0.12+/-0.06

Table 5: Mean absolute error between true and recovered propensity score for each method on
two real-world datasets.

Scaled Propensity. We next evaluate the performance of each method when the Prob-

abilistic Gap assumptions are met: the classes overlap and the propensity score is a con-

stant multiple of the class posterior (such that an instance more typical of the positive

class is more likely to be labeled). To this end, we introduce class overlap to these bench-

mark datasets. This is achieved by applying Borderline SMOTE [162] to generate samples

along the boundary of the positive and negative class, such that negative samples were

generated on the positive side and vice versa. We apply this and ensure a roughly 30%

class overlap for each dataset.

The ground truth propensity score in this setting is determined by first training a

probabilistic classifier logistic regression model) to find the posterior of the positive class.

Then, the propensity score was determined as the posterior model multiplied by a con-

stant k, where k was randomly sampled from 0.3 to 0.8. k was re-sampled for each run,

for ten runs per dataset.

Our findings are shown in Figure 11. Our Probabilistic Gap method significantly out-

performs all other methods on each dataset, indicating that this approach does indeed

more accurately recover the propensity score in this scenario.

Interestingly, we observe that our Local Certainty method is 2nd best, meaning that

the Local Certainty method is robust to its class separability assumption being broken.

Real-World Datasets. The previous experiments were conducted on benchmark datasets

that were modified to meet our assumptions. To show the robustness of our approach

and utility for real-world datasets, we perform experiments on two additional real-world
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Dataset HTRU 2 Adult Bank Wine Yeast Digits
LC (Ours) 0.04+/-0.00 0.35+/-0.02 0.06+/-0.01 0.24+/-0.02 0.44+/-0.00 0.21+/-0.01
PG (Ours) 0.10+/-0.00 0.40+/-0.00 0.22+/-0.01 0.36+/-0.02 0.47+/-0.00 0.33+/-0.01

Cluster 0.05+/-0.00 0.37+/-0.00 0.09+/-0.00 0.48+/-0.01 0.46+/-0.00 0.23+/-0.00
SE 0.10+/-0.05 0.37+/-0.01 0.09+/-0.01 0.47+/-0.05 0.46+/-0.01 0.33+/-0.03

Constant 0.43+/-0.00 0.70+/-0.01 0.17+/-0.01 0.34+/-0.02 0.46+/-0.00 0.29+/-0.01

Table 6: Classification error for arbitrary propensity score scenario

Dataset HTRU 2 Adult Bank Wine Yeast Digits
LC (Ours) 0.14+/-0.01 0.75+/-0.01 0.38+/-0.03 0.26+/-0.01 0.45+/-0.01 0.51+/-0.02
PG (Ours) 0.05+/-0.00 0.25+/-0.03 0.30+/-0.01 0.25+/-0.02 0.41+/-0.01 0.27+/-0.01

Cluster 0.04+/-0.00 0.27+/-0.00 0.33+/-0.00 0.78+/-0.01 0.45+/-0.00 0.51+/-0.01
SE 0.14+/-0.08 0.26+/-0.01 0.35+/-0.01 0.51+/-0.06 0.44+/-0.01 0.49+/-0.03

Constant 0.43+/-0.00 0.46+/-0.03 0.39+/-0.01 0.34+/-0.03 0.46+/-0.00 0.54+/-0.01

Table 7: Classification error for scaled propensity score scenario

datasets: PASCAL-VOC 2007 (featurized using a pre-trained Resnet-18 model [126]) and the

Yelp Reviews dataset. The data was not modified to meet our data assumptions (i.e.,we

did not ensure separable classes, or add new data using SMOTE). For each dataset, we

performed experiments with either the arbitrary propensity score or the linear propensity

score, as was done with the other datasets in our paper. Table 5 shows the results of these

experiments. Our Local Certainty method still outperforms all other methods on both

real-world datasets for the arbitrary propensity score experiment, and performs second

only to our other method (Probabilistic Gap) for the linear propensity score (as expected).

This shows that our methods still outperform the state-of-the-art even on complex, real-

world datasets.

3.6.3 Utility of Recovered Propensity Scores: Using Propensity Sores For Classification

As discussed in the Preliminaries section, the propensity score can be used for classifica-

tion. We thus illustrate the utility of our estimated propensity scores by comparing the

class posteriors obtained from our estimated propensity scores to those obtained form

the state-of-the-art propensity estimation methods. We achieve this by training a down-
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stream classifier for each dataset using the propensity-weighted risk (Equation 1). We

utilize the propensity scores obtained in the the “Recovering the Propensity Score” ex-

periments; thus, the dataset preparation and details for those experiments hold true for

this experiment as well.

The results, shown in Table 6 and Table 7, demonstrate that our Local Certainty method

produces a downstream classifier with the lowest (best) error for the Arbitrary Propensity

setting (Table 6 ), and our Probabilistic Gap method produces the best classifier in 5/6

of the datasets in the Scaled Propensity setting (Table 7). This shows that our methods

nearly always result in the training of a more accurate classifier than the state-of-the-art

propensity-recovering PU methods.

3.7 Chapter Summary

Building a model of the propensity score is a challenging task:

• No ground truth. It is generally unrealistic to assume access to a labeled target value

for the propensity score; we are typically given only a PU dataset, with no target

variable indicating how likely each instance was to be labeled. The propensity score

must thus be indirectly inferred.

• Non-identifiability. In general, there are an infinite number of potential propensity

score functions that would generate the PU data distribution. We must first under-

stand when it is even possible to recover the propensity score, before developing

approaches to approximate it.
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4 Debiasing Pretrained Generative Models Without Retraining.

This work was accepted to NeurIPS 2023:

Walter Gerych, Kevin Hickey, Luke Buquicchio, Kavin Chandrasekaran, Abdulaziz Alajaji, Elke

Rundensteiner, Emmanuel Agu. “Debiasing Pretrained Generative Models by Uniformly Sam-

pling Semantic Attributes”. NeurIPS 2023.

4.1 Motivation

Background. Generative models have become a cornerstone of modern machine learn-

ing, allowing for the synthesis of realistic data for many domains, including images

[163, 164], audio [165], and text [166, 167]. However, even leading generative models

often reproduce the biases present in their training data [19, 20], such as image gen-

eration models strongly over-representing white males [21]. As generative models are

increasingly used for data augmentation to train downstream models [168] in domains

from scientific to medical fields [169, 170], biased synthesized data could lead to results

that are skewed or inaccurate. This can exacerbate existing issues such as facial recogni-

tion models performing significantly worse on non-white individuals [171] or healthcare

models being much less accurate for certain minority groups [24]. Further, with the rapid

growth of generative models in commercial applications, the potential financial, legal and

ethical costs of biased outputs are significant. Thus, it is imperative to develop methods

that mitigate bias in generative models to ensure that their outputs are fair and equitable

by generating a roughly equal number of samples of each group. We call such outputs

semantically uniform, and the attribute that they are uniform over - such as gender or race

- the semantic attribute.
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Figure 12: A generator conditioned on a fair noise distribution yields outputs that are uniform
over a semantic attribute (i.e. race).

4.2 Related Work

Existing methods for addressing bias in generative models often train a new model from

scratch [172, 80, 173], though this is computationally expensive, requires significant la-

beled data, and wastes resources already previously spent training the existing (biased)

generative model. Latent attribute editing methods modify the samples in the latent

space of generative models to produce controlled changes in the output, and could poten-

tially be used to correct for bias [174]. However, this requires making limiting assump-

tions such as that semantic attributes correspond to linear directions in the latent space

[174, 175, 176, 177, 178, 179]. While some recent advances have been made in uniformly

sampling the output space of a pretrained model [180, 181], they can fail to yield uniform

samples over semantic attributes [180]. For example, they will make an image generator’s

output uniform over a manifold in the pixel space, but may still overproduce images of

white individuals as the output won’t be uniform over the semantic attribute of race.

4.3 Problem Definition

Assume we are given a pretrained generative model Gθ that maps a latent space Z to a

feature space X , and a pretrained classifier Cϕ that maps X to a semantic attribute space

Y , where Y is the set of group (class) labels. Thus, Y = {Y1, Y2, . . . , YN}, where Yi is the

label of the ith group. When not otherwise ambiguous, we will refer to group Yi as group
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i. Let y and ŷ be the random variables indicating the true semantic attribute label and

the predicted label from Cϕ respectively. Let E be the prediction-conditional error rates

of Cϕ, with E being a left stochastic matrix such that Ei,j = P (y = i|ŷ = j). Let Cϕ be a

better-than-random classifier, i.e., for N groups, P (y = i|ŷ = i) > 1
N

for all groups i. Thus,

E is by definition a diagonally dominant matrix. As it is typical for developers to report

the error rates of their classifiers, we assume that E is known. While these error rates

are typically reported for the classifier’s training distribution, we can correct E to apply

to the generated distribution under a label shift assumption [182]. See the Appendix for

details on this and for the proofs of the upcoming theorems. Lastly, let C ′ denote an ideal

perfect classifier that always correctly predicts y with zero error. C ′ is hypothetical and

unavailable to us.

Our goal here is to sample from a Fair Noise Distribution, defined as follows:

Definition 1 (Fair Noise Distribution). For a generative model Gθ : Z → X , a distribution

Q over Z is a Fair Noise Distribution with respect to Y if for z ∼ Q, C ′(Gθ(z)) ∼ Unif(Y),

where Unif(Y) is the uniform distribution over the groups in Y .

Intuitively, a distribution Q is a Fair Noise Distribution if Gθ produces samples that

are uniform over the semantic space Y when conditioned on Q. For example, if Gθ syn-

thesizes images of people and Y is the set of races, then Q is a Fair Noise Distribution if

conditioning on it makes Gθ produce a roughly equal number of images of people from

each race.

More realistically, we want to find a Q that is easy to sample from and produces rea-

sonable variance from the generator. That is, it does not yield only one unique example of

each group, which would otherwise make the problem trivial. Notably, we assume that

we do not have any real training data (i.e., no real samples from X ). Also, we do not aim

to retrain Gθ, i.e., not change the parameters θ of Gθ. Additionally, we do not make any

assumptions on the differentiability of Gθ or Cϕ.

See Figure 12 for an example of our desired output.
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4.4 Challenges

Our task of producing samples that are semantically uniform has three major hurdles:

1. Expensive retraining: It is often prohibitively expensive to retrain large generative mod-

els in terms of computational resources and time.

2. Inaccessible training data: The data used to train a released generator is typically un-

available; either due to being proprietary or simply too large of a volume for most

practitioners to utilize. Thus, we do not have adequate data available to tune the gen-

erator or classifier.

3. Inaccurate classifier: As we do not have any samples of real data available, we must rely

on the possibly imperfect semantic attribute classifier Cϕ to provide labels. However,

since classifiers may produce inaccurate predictions - especially on underrepresented

groups of Y , this can cause incorrect estimations of the number of instances for each

group.

4.5 Proposed Approach

Our approach for sampling from a Fair Noise Distribution Q hinges on training a distri-

bution mapping function Mω such that Mω(z) ∼ fQ, where z is a draw from the original

conditioning distribution of Gθ. The functional form of Mω has many options; for in-

stance, Mω can be a GAN generator [183], a VAE [184], a DDPM [185], or a normalizing

flow model [186, 187]. No matter which form is chosen, we will need a dataset of samples

drawn from Q to train Mω.

4.5.1 Collecting Fair Samples Using Imperfect Classifiers

A naive method for collecting a dataset of samples distributed according to a Fair Noise

Distribution Q is given in Algorithm 1. The basic approach is to continuously sample

z from the noise distribution, collect the generator’s output for each draw, and use the

classifier to determine the value of the semantic attribute corresponding to each noise
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Algorithm 1 Naively collect data from Q
1: procedure NAIVE Q DATASET(Gθ, Cϕ, S) ▷ Colect from Q by trusting Cϕ

2: Input: Pretrained generator Gθ and classifier Cϕ, number of samples S for each attribute
3: Output: Dataset with S samples for each y ∈ Y
4: Q dataset← dict() ▷ Initialize empty dictionary for the dataset
5: for group ∈ Y do
6: Q dataset[group] = [ ] ▷ Initialize every group as empty array
7: end for
8: while ∃ key ∈ Q dataset.keys s.t. length(Q dataset[key]) < S do
9: z ∼ Pnoise ▷ Sample noise

10: group = Cϕ(Gθ(z)) ▷ Get the predicted group of Gθ(z)
11: if length(Q dataset[class]) < S then
12: Q dataset[class].append(z) ▷ If ¡ S samples for that class, add z to the dataset
13: end if
14: end while
15: return Q dataset ▷ Return dataset with S samples for each group in Y
16: end procedure

draw. As a result, samples of z corresponding to each group are saved to dataset DQ until

DQ has S number of samples for each y ∈ Y . This procedure results in samples of noise

that once passed through Gθ will be uniform across the semantic attribute space according

to Cϕ; i.e., for z ∼ DQ, Cϕ(Gθ(z)) ∼ Unif(Y). However, this will only yield samples from

a Fair Noise Distribution in the case where Cϕ is a perfect classifier (such that E is the

identity matrix). If Cϕ is an imperfect classifier then the distribution may not be truly

fair. For instance, if Cϕ often incorrectly predicts group j as group i, then instances with

attributes matching group i may be more prevalent than those for group j.

Fortunately, we can utilize knowledge from the prediction-conditional error rates E to

sample a dataset of noise that will yield more semantically uniform generated instances

despite the noisy predictions of Cϕ. To achieve this, we use a weighted sample of dat-

apoints predicted for each group. Let Pz|Cϕ=i be a distribution over Z such that the im-

perfect classifier’s prediction of generated samples arising from this distribution are all

of group i; Cϕ(Gθ(z)) = i for z ∼ Pz|Cϕ=i. In addition, let Qλ =
∑|Y|

i=1 λiPz|Cϕ=i, such that

λi > 0 ∀ i and
∑|Y|

i=1 λi = 1.

We can in many instances find values of λ = {λ1, λ2, . . . , λ|Y|} such that Qλ is a Fair
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Noise Distribution, as stated in Lemma 2:

Lemma 2. Let 1|Y| be the vector of length |Y| such that every element is 1. Let cone(E) =

{
∑

aiE:,i|ai ∈ R≥0} be the finite convex cone generated by the columns of the prediction-conditional

error matrix. If 1|Y| ∈ cone(E), then ∃ λ such that Qλ is a Fair Noise Distribution.

Additionally, we can show that in the case where y is binary and Cϕ is better-than-

random, we can always find λ such that samples drawn from Qλ will definitely yield gen-

erated samples that are uniform over the semantic attributes, as shown by the following

lemma.

Lemma 3. Let |Y| = 2 and let Cϕ be better-than-random, such that the diagonal elements of E

are each greater than 1
2
. Then, ∃ λ such that Qλ is a Fair Noise Distribution.

The proof of Lemma 3 comes from showing that ⟨1, 1⟩ is always in the finite convex

cone generated by Cϕ’s prediction-conditional error matrix, with Lemma 2 implying that

this property guarantees that Qλ will yield samples that produce semantically uniform

generated instances.

Even in the cases where we cannot guarantee that there exists an ideal λ, we can still

find values for λ that will yield a distribution that is as close as possible to a uniform dis-

tribution over the semantic space, with the difference from uniformity measured by KL

divergence. For this, let us define a Minimally-Unfair Noise Distribution.

Definition 2 (Minimally-Unfair Noise Distribution). For a generative model Gθ : Z →

X , a distribution Qλ =
∑|Y|

i=1 λiPz|Cϕ=i, λ = {λ1, λ2, . . . , λ|Y|}, λi ∈ R≥0,
∑|Y|

i=1 λi = 1,

is a Minimally-Unfair Noise Distribution over Z with respect to Y if for z ∼ Qλ, λ =

argmin
λ

KL{C ′(Gθ(z))||Unif(Y)}.

Intuitively, Qλ is a Minimally-Unfair Noise Distribution if the values of λ yield gener-

ated samples with minimal divergence from a semantically uniform distribution, under

the constraint that Qλ is a convex combination of the Pz|Cϕ=i’s. This constraint is required
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so that we can sample from Qλ using a weighted sampling technique based off of our

imperfect classifier Cϕ.

Fortunately, we can easily find the values of λ that will yield a Minimally-Unfair Noise

Distribution. Before deriving the procedure for this, let us define the distribution Pλ
E as

the normalized weighted sum of the columns of E, where each column i is weighted

according to a corresponding λi:

Definition 3 (Pλ
E). Define Pλ

E =
∑|Y|

i=1 λiE:,i as a distribution over Y determined by prediction-

conditional error matrix E and λ = {λ1, λ2, . . . , λ|Y|}, λi ∈ R≥0,
∑|Y|

i=1 λi = 1.

Next, we note that finding the values for λ that maximize the entropy of Pλ
E is equiv-

alent to finding the λ for which the divergence between Pλ
E and Unif(Y) is minimized.

This is stated formally in the following Proposition.

Proposition 1. If λ∗ = argmax
λ

H(Pλ
E) where H is entropy, then for the same λ∗ it is true that

λ∗ = argmin
λ

KL{Pλ
E||Unif(Y)}.

Before stating the theorem that directly implies a strategy for learning λ for which Qλ

is Minimally-Unfair, all that is left to do is to link Pλ
E with the distribution of C ′(Gθ(z)):

Proposition 2. If z ∼ Qλ, then it is true that C ′(Gθ(z)) ∼ Pλ
E .

Proposition 2 states that for a given λ the distribution of the perfect classifier C ′ given

samples of the generator conditioned on draws from Qλ will be distributed according to

Pλ
E . Now, we state Theorem 5 which directly implies our sampling strategy.

Theorem 5. If λ∗ = argmax
λ

H(Pλ
E), then Qλ∗ is a Minimally-Unfair Noise Distribution. When

Cϕ = C ′ or 1|Y| ∈ cone(E), then Qλ∗ is also a Fair Noise Distribution.

Theorem 5 follows from the preceding Propositions. To see how Theorem 5 implies

a strategy for sampling from a Minimally-Unfair Noise Distribution, recall that Qλ is de-

fined as the mixture of distributions of each Pz|Cϕ=i for i from 1 → |Y| with λi as the ith

mixture weight, where Pz|Cϕ=i is the distribution of z’s that yield generated samples that
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Algorithm 2 Collecting a dataset of samples from Qλ

1: procedure WEIGHTED Q DATASET({Dz|Cϕ=i}
|Y|
i=1, S)

2: Input: Dz|Cϕ=i for i from 1 → |Y|: Dataset of noise samples that produce generated in-
stances which Cϕ classifies as group i; S: number of instances we wish to sample from Qλ

3: Output: Dataset with S samples from Qλ

4: λ← argmaxH(Pλ
E)

5: Q dataset = [] ▷ Initialize the Qλ as an empty array
6: for m← 1 to S do
7: r ← random int(λ) ▷ get random int (1 to |Y|) with probability proportional to λ
8: z ∼ Dz|Cϕ=r

9: Q dataset.append(z)
10: end for
11: return Q dataset ▷ Return dataset with S samples from Qλ

12: end procedure

the noisy classifier predicts as group i. The above theorem states that the mixture of these

distributions with mixture weights λ that produce maximum entropy for Pλ
E will yield

a mixture distribution Qλ that is worse-case Minimally-Unfair and, when possible, will

be a perfect Fair Noise Distribution. Thus, to sample from Qλ all that is needed is to 1)

construct datasets Dz|Cϕ=i for i from 1 → |Y| such that if z ∈ Dz|Cϕ=i then Cϕ(Gθ(z)) = i

(i.e., these datasets serve as proxies for Pz|Cϕ=i); 2) find λ such that H(Pλ
E) is maximized;

and 3) perform a weighted sampling from each Dz|Cϕ=i proportional to its corresponding

λi. Note that the datasets Dz|Cϕ=i can be formed by an approach similar to Algorithm

1. The algorithm returns a dictionary with keys being the elements of Y , and the values

of each key returned from that procedure form the corresponding required datasets (i.e.,

Dz|Cϕ=i). A pseudo-code implementation of our approach for constructing a dataset of

noise samples from a Minimally-Unfair Noise Distribution Qλ is given in Algorithm 2.

4.5.2 Training the Distribution Mapper

Let DQλ be a dataset of noise samples from the space Z distributed according to Qλ, such

that DQλ is obtained as described in the previous subsection (i.e., DQλ comes from Algo-

rithm 1 in the case where the error rates E are unknown or Cϕ can be assumed to be an
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ideal classifier, or from Algorithm 2 otherwise).

Now, we train a distribution mapper Mω : Z → Z such that if v ∼ Pnoise then Mω(v) ∼

Qλ, where Pnoise is an easy-to-sample-from noise distribution such as a multivariate Gaus-

sian, or whatever noise distribution was used as input when training Gθ. As previously

stated, the functional form of Mω and the procedure used to train it is flexible. There is a

wide class of generative models and training strategies that could be employed [188]. We

chose to model Mω as a GAN generator and find the parameters of Mω using adversarial

training. Thus, we train Mω as such:

max
ρ

min
ω

L(Mω, Fρ) = Ez∼DQλ

[
log
(
Fρ(z)

)]
− Ev∼Pnoise

[
log
(
1− Fρ(Mω(v))

)]
,

where Fρ is a discriminator network.

Note that z is a multivariate vector, where the ordering of the elements of the vector

are arbitrary (i.e., there is likely no spacial relationship in z). Thus, the inductive bias

of convolutional filters used in many leading GANs [189, 163, 190] is not appropriate in

this case. Rather, we suggest to train the distribution mapper using a GAN architecture

designed for tabular data; notably, CTGAN which has shown to perform well on data

where a sequential or spacial inductive bias is not appropriate [191].

After training Mω we can sample an arbitrary amount of samples from Q without

applying Algorithm 1 or Algorithm 2, as Mω(v) ∼ Qλ for v ∼ Pnoise. Importantly,

C ′(Gθ(Mω(v))) ∼ Unif(Y) when Qλ is a Fair Noise Distribution, and will otherwise have

minimum divergence from Unif(Y) under the constraints given in Definition 2. Notably,

we achieve this with no samples of real data, an imperfect classifier, and without fine-tuning Gθ.

Instead, the only training needed is for Mω, which in general should require much less

complexity (and thus much less cost) than Gθ. Figure 13 shows the Distribution Mapper

paired with the pretrained generator Gθ.
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Figure 13: Distribution Mapper Mω turns a standard noise distribution into a Fair Noise Distribu-
tion.

4.6 Experiments

We now experimentally evaluate our approach. Details such as hyperparameter choice

and architectures are available in the appendix. Code for our method is available in the

supplemental material.

4.6.1 Compared Methods

Latent Editing (2019). We apply the commonly used latent editing [174, 175, 176, 177, 178,

179] approach to the task of constructing a dataset with an equal number of instances

from each group in Y . While some work uses non-linear directions when editing [192],

using linear directions has been shown to work as well in practice [174, 179]. Thus, for

each group y ∈ Y , we fit a linear classifier Ky on noise samples from Pnoise, with the goal

of separating noise instances that are mapped to group y from those mapped to all other

groups. After training these classifiers, we can sample a noise instance belonging to a

group with the following procedure: First, sample z ∼ Pnoise; if Ky(z) = y then return z,

otherwise perform latent editing on z until Ky(znew) = y. The editing approach is given

by znew = zprevious + ϵ · ηy, where ηy is the normal vector to Ky’s decision boundary and ϵ

is a step size. We set ϵ = 0.1 in our experiments.

MaGNET (2022). This method was recently proposed to uniformly sample the mani-

fold of pretrained generative models [180], using a sampling strategy that leverages the

Jacobian of the generative model. The authors argue that while this does not guaran-

tee an equal distribution for each group, MaGNET should increase the frequency of dis-
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Figure 14: a) Effects of applying our bias correction when constructing Fair Noise dataset; b)
comparison of methods on the Shapes dataset.

advantaged groups by sampling more often from low-density regions of the generative

manifold.

Polarity Sampling (2022). An extension of MaGNET, Polarity Sampling allows for more

controlled sampling over the generative manifold [181]. Sampling is controlled by a pa-

rameter ρ where as ρ goes to −∞modes are sampled from increasingly often, antimodes

are sampled from more as ρ → ∞, and the original generative distribution is sampled

from for ρ = 0. We thus compare against two Polarity Sampling settings; Polarity Mode

Sampling where ρ = −2, and Polarity Antimode Sampling where ρ = 2. By a similar argu-

ment used for MaGNET, sampling from antimodes may result in minority groups being

more represented.

Standard Generator. We compare against unmodified pretrained generators used as

initially intended. This is a baseline which other methods should outperform.

4.6.2 Uniformly Sampling From Shapes Dataset

We first evaluate our approach on a dataset of synthetic images. Each image is of either

a circle or a square, where the shape has a random size, color, and position in the image.

We use the object’s shape as the semantic attribute; thus, Y = {‘Circle’, ‘Square’}. This

dataset was first used by Jing et al. [193]. We utilize the VAE Jing et al. compared against
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in the same work as our generator.

Testing Classifier Bias Correction Approach. We demonstrate the utility of correcting

for a biased classifier when constructing a dataset of Fair Noise samples. To that end, we

compare the distribution of each group when we trust the biased classifier Cϕ (Algorithm

1) to the distribution found when using our proposed biased correction approach (Algo-

rithm 2). We use a linear classifier trained to distinguish images of squares from circles

as our biased classifier Cϕ. This classifier is implemented using Scikit-learn’s LinearSVC

classifier [194]. As a ground truth, we utilize a deep convolutional network classifier

that achieves approximately perfect accuracy on the task of distinguishing squares from

circles. Thus, this network acts as C ′.

Figure 14 a) shows the distribution of shapes in the Fair Noise Dataset with error

correction (Algorithm 2) and without applying our bias correction approach (Algorithm

1). As |Y| = 2 for this experiment, the best case is when the density of each group is 0.5.

Clearly, our bias correction approach yields a dataset that is much closer to being uniform

over the semantic attribute. This implies the need to correct for inaccurate classifiers when

constructing Fair Noise Datasets.

Comparative Study on Shapes Dataset. We next test our proposed Distribution Map-

ping approach (Section 4.5.2) against the compared methods. For our approach, we train

Mω as a CTGAN [191] trained on the corrected Fair Noise Distribution obtained in the

previous experiment. As the compared Latent Editing method also requires a classifier

as a ground truth for training each of its linear models Ky, we compare against two ver-

sions of the method: 1) Latent Editing (Biased Classifier) using the biased Cθ as a ground

truth, and 2) Latent Editing (Perfect Classifier) which uses the ground-truth, effectively per-

fect convolutional network discussed above. Note that from our problem definition, this

perfect classifier would usually be unavailable to us.

As Figure 14 b) shows, our approach clearly results in the most uniform distribution

out of all compared methods. Additionally, the Latent Editing approach performs much
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worse when using the biased classifier. As expected, Polarity Antimode Sampling does in-

deed increase the frequency of the minority class (Circles). Interestingly, MaGNET also in-

creases the frequency of the minority class, but is roughly as far from uniform as is the dis-

tribution of the original generator; MaGNET flips the distribution and under-represents

what was previously the majority class.

4.6.3 Age Bias in Face Image Generator

In this next experiment, we evaluate our proposed method’s ability to debias a generative

model that produces images of people’s faces. Specifically, the generative model is a

DCGAN [190] that we pretrain on a grayscale version of the UTKFace dataset [195]. For

this experiment, the semantic attribute is Age. The age of each individual in UTKFace is

given as a label. As our approach assumes the semantic attribute Y is discrete, we bin the

ages in increments of 10 years such that Y = {‘ ≤ 9′, ‘10-19′, . . . , ‘90-99+′}. We train a

deep convolutional network as the ground truth classifier (used for evaluation), and use

a corresponding classifier with a quarter of the feature maps as the biased classifier.

Evaluating Bias Correction Approach With Large Number of Classes. We repeat

the bias correction experiment we performed on the Shapes data again for the UTKFace

Generator. While the previous experiment required only two classes, we now have ten

classes (one for each age bin). Despite this increase, Figure 15 a) shows that performing

the bias correction we propose in Algorithm 2 yields a much more uniform Fair Noise

training dataset than results from trusting the biased classifier.

Comparative Study on Reducing Age Bias. We evaluate all methods on the UTKFace

Generator, with the goal of making the output images uniform over Age (i.e., generate

an equal number of images of people belonging to each age group). Figure 15 b) clearly

shows that our approach (orange line) produces a much more uniform distribution over

ages than the compared method, though it does generate images for the 10-19 bin too in-

frequently. While approaches such as Polarity Antimode Sampling and MaGNET are some-



PhD Dissertation: Walter Gerych 76

9 10-19 20-29 30-39 40-49 50-59 60-69 70-79 80-89 90-99+
Age Group

0.0

0.1

0.2

0.3

0.4

0.5

0.6

D
en

si
ty

Sampling With And Without Error Correction
Naive  Sampling (No Error Correction)

 Sampling (With Error Correction)

(a) Effect of bias correction; 0.1 (dashed line) is
ideal.

9 10-19 20-29 30-39 40-49 50-59 60-69 70-79 80-89 90-99+
Age Group

0.0

0.1

0.2

0.3

0.4

0.5

0.6

D
en

si
ty

Distribution Of Ages Resulting From Compared Methods
Distribution
Mapping (Ours)
Latent Editing
MaGNET

Polarity Sampling (Antimodes)
Polarity Sampling (Modes)
Standard DCGAN

(b) Comparison of methods; 0.1 (dashed line) is
ideal.

Figure 15: a) Our biased correction approach yields better Fair Noise Distributions; b) comparison
of methods on correcting for age bias in the UTKFace DCGAN.
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what less biased away from generating images of young people, they fail to generate

many samples for older individuals. Note that for the Latent Editing approach the we fit

a linear regressor (guided by the ground truth) on the latent space rather than a classifier,

as age is more naturally a continuous attribute.

4.6.4 Uniformly Sampling Over Race in Progressive GAN

We apply our approach to debias a pretrained Progressive GAN [163]; specifically, the

PyTorch [196] version of the ‘celebAHQ-256’ model 8. We use the Race of the individual in

each image as the semantic attribute, and use the MTCNN classifier from the DeepFace

[197] package to classify race. Matching the classes available in DeepFace, our semantic

attribute space isY = {‘Asian’, ‘Indian’, ‘White’, ‘Middle Eastern’, ‘Latino Hispanic’, ‘Black’}.
8see https://pytorch.org/hub/facebookresearch pytorch-gan-zoo pgan/

https://pytorch.org/hub/facebookresearch_pytorch-gan-zoo_pgan/
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The Progressive GAN strongly favors generating white individuals, likely because its

training images were of predominantly white celebrities. Here, we consider the classifier

to be accurate.

Comparative Study of Debiasing Progressive GAN. For each method, we report the

KL divergence between a uniform distribution and the classifier’s output on the samples

generated from the method in Figure 16. Note that unlike in the previous experiments,

for this metric lower is better. Our approach has the lowest KL divergence, indicating it

produces a more equal number of images of people from each race than any compared

method. We note that despite this we still observe an over-representation of images of

white individuals in the samples produced by our (and all other) approaches (see Ap-

pendix). This indicates that most regions of the latent space are likely associated with

semantic attribute, and unless the distribution mapper very closely matches its Fair Noise

training distribution, white persons will still be over-represented. Still, our approach re-

sults in a distribution that is most fair out of all compared methods. As we observed

previously, sampling antimodes with Polarity Sampling produces next-best results; likely

because it explicitly draws from low-probability regions of the latent space, which corre-

spond to non-white individuals.

4.7 Chapter Summary

Impact. The goal of this work, reconditioning generative models to not reproduce the

biased distribution of their training set but rather produce one that treats each group

equitably, is driven by the desire to mitigate the effects that systemic biases have on gen-

erative models increasingly used in real world applications. This has the potential for

beneficial societal impact by counteracting the harmful effects of such systemic biases

that lead these models to be unfair to underrepresented groups. However, the potential

negative impacts of advancing generative modeling should not go unconsidered. Such

models have already been used for some harmful applications such as Deep Fakes [198].



PhD Dissertation: Walter Gerych 78

It is important to stress that while our approach aims to mitigate the effects of bias in

existing models, it is not a fix-all nor an excuse to train models on knowingly biased

data. When possible, it is essential to collect fair and equitable training datasets, and to

take measures to ensure that the models we train are fair without the need for post-hoc

corrections.

Limitations. Currently, our approach assumes that the semantic space Y is discrete.

We plan to extend this work to handle continuous attributes, such as skin tone, in future

work. Additionally, while the conditional distribution P (x|y) should be roughly equal

before and after applying our method if the classifier Cϕ is accurate, in the case of a biased

classifier the conditional distribution may change. Correcting for potential distribution

shift is likewise future work.

Conclusion. This is the first method to correct a pretrained biased generative model

(i.e., one that strongly favors generating images of white people over all other races) given

only the generator and a potentially-biased classifier. We propose a sampling strategy to

construct a fair training set using the biased classifier in a way that corrects for its bias,

and a Distribution Mapping module that uses this training set to learn how to sample

noise instances that produce fair outputs when used as input to the generative model.

Notably, we are able to debias the generative model without retraining the model or uti-

lizing any real data. Our results indicate that our approach produces outputs that are

much fairer than existing methods. This work may inspire more research on Distribution

Mapping techniques to recondition generative models by transforming their standard la-

tent distributions into distributions that yield more favorable behavior.
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5 Converting Unconditional Pretrained Generators into Conditional

Models Without Retraining Or Supervision.

This work is under review at ICLR 2023:

Walter Gerych, Luke Buquicchio, Kavin Chandrasekaran, Emmanuel Agu, Elke Rundensteiner.

“Latent Shattering: Turning Unconditional Pretrained Generators Into Conditional Models By

Imposing Latent Structure”. Under review.

5.1 Motivation

Motivation Generative models are increasingly being adopted in a wide range of do-

mains due to their impressive abilities to synthesize realistic data for many modalities

[188]. Many popular classes of generative models, such as Generative Adversarial Net-

works (GANs) [183] and Variational Auto-Encoders (VAEs) [184], utilize a generator9 that

maps from a lower-dimensional latent space Z to a higher-dimensional data space X. Though

some pretrained GAN and VAE models allow for conditional generation, many are un-

conditional [25]; the user does not have control over which class is sampled from. For

instance, a user can use an unconditional generator trained on a dataset of pictures on

animals to synthesize random images of animals, but can not specify that the image be

a picture of a “dog”. Due to the expense and difficulty associated with training these

generative models [199] it would be beneficial to have the ability to convert pretrained

unconditional models into conditional models without having to retrain the generator or

any other deep network. Likewise, as in general the specific modes or classes a generator

is capable of producing may be unknown, an unsupervised approach is also desirable. In

this work we thus develop a finetuning-free, unsupervised method for converting pre-
9In auto-encoder based models, the generator corresponds to the decoder network
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trained unconditional generators into conditional models.

The key idea of our work hinges on the fact that common generative models utilize

continuous functions with a connected latent space, and are thus unable to produce per-

fectly distinct sub-manifolds in their output space [200]. Assuming the true data genera-

tion is concentrated on a set of sub-manifolds, the generator should place most mass on

these sub-manifolds but must also place a small amount of mass between the manifolds

[201]. We posit that by separating out the low-probability regions from high-probability

regions, it will be possible to adaptively sample from the modes or classes the generator

is capable of producing.

5.2 Related Work

Existing work into performing class-specific generation given pretrained unconditional

models typically require 1) classifiers or similar energy functions that provide feedback

on which class each point in the latent space Z corresponds to when passed through the

generator [78, 79]; or 2) labeled data and training additional deep networks to guide the

generator’s output [25]. However, access to additional networks that can provide this

class-specific feedback as well as access to training data and sufficient compute resources

is not always a practical assumption.

Converting unconditional models to conditional models. Methods such as PromptGen [78]

assume the availability of energy functions - such as pretrained classifiers - that can be

utilized to learn a distribution of a certain class or attribute in the latent space. Latent

Constraints likewise requires an auxilary classifier or user-provided reword function,

and also requires training an additional GAN-like model on the latent space [79]. This

approach requires training additional invertable neural networks to sample from each of

these learned distributions. HyperGAN [25] converts unconditional generative models

into conditional models by training a Hyper Net on an auxiliary labeled training dataset
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containing instances of each class of interest.

Disjoint manifold learning. It is well known that typical generative models that are trained

to map a connected Z to a disjoint data manifold are incapable of producing a disjoint

distribution in their output space [201, 202, 200]. Approaches such as Partition-Guided

GANs [203], Disconnected Manifold Learning [201], and MG-GAN [204] address this is-

sue by training multiple generators. Another standard approach is to utilize an uncon-

nected latent space when training the generative model [205, 206, 207]. However, these

approaches are applicable when training new generative models and do not address the

problem of sampling from different modes given an existing generator. On the other hand,

truncation approaches [208, 200, 209] reject certain sampled latent codes, which can allow

a pretrained generative to sample from a disconnected latent space. Similarly, Latent

Reweighting [210] and Polarity Sampling [181] aim to reweight the latent distribution

to sample latent codes that correspond to modes in the output space. While these ap-

proaches can be applied to pretrained generators, they do not typically allow for control

over which mode is being sampled from at a given time.

5.3 Problem Definition

Let G : Z → RN , Z ⊂ RM with M < N , be a pretrained generative model such that

G is a smooth, continuous function. Let Z be a simply connected manifold. Let G(Z)

be a Riemannian manifold with intrinsic dimensionality M , and let qG be the “generated

distribution” defined as a pushforward distribution qG = G#pz, where pz is the prior

“noise” distribution over Z. pz is generally a Gaussian or uniform distribution [188], but

we do not require this to be the case.

Further, assume that G was trained to minimize a divergence between qG = G#px and

px, where px is the target distribution of real data. Let X ⊂ RN be a subset of RN where the

real data lies. Let X consist of k distinct, non-overlapping sub-manifolds:
⊔k

i=1 Mi = X,
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and Mi ∩Mj = ∅ ∀i ̸= j.

Our goal is to find a latent space Z∗ ⊂ Z and a corresponding distribution qv with

the following properties: 1) qv has minimal divergence from qz; 2) the latent space Z∗ =⊔k
i=1Vi, Vi ∩Vj = ∅ ∀i ̸= j consists of k distinct non-overlapping manifolds Vi; 3) if latent

code vi ∈ Vi then G(vi) ∈Mi.

To develop our method, we make use of a small set of assumptions that we outline in

detail below:

Assumption 1. G is a homeomorphism from Z to RN . Thus, the pullback distribution (G∗qG)(G(z))

is well-defined for all z ∈ Z and G(z) is unique for all z ∈ Z, and {G(z) | z ∈ Z}

Assumption 1 requires G to be a one-to-one mapping from the latent space to the data

space, such that each generated instance has a unique latent code. This assumption is

commonly used by other works [181]. Like them, we do not practically require that this

exactly holds for every instance and we do not need to explicitly define a left-inverse; in-

jectivity is required for theoretical analysis, and in practice our approach will be effective

so long as it holds for almost all of the input space.

Assumption 2. There exists a positive real valued number ρ such that pG(G(z)) > ρ if G(z) ∈

supp(px), and pG(G(z)) ≤ ρ if G(z) ̸∈ supp(px) otherwise.

In essence, Assumption 2 states that the density of the generated distribution is higher

when on-manifold with regards to the real data X, and lower when off-manifold. For

example, realistic synthetic data points have higher density than unrealistic synthetic

points.

Assumption 3. For each submanifold in the data space, Mi ∈ X, ∃ z ∈ Z such that G(z) ∈Mi.

Assumption 3 states that the generator places at least some mass on each mode or

submanifold of X. For example, if the real data consists of 10 distinct classes, the generator

G would be capable of producing some instances of each class.
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5.4 Challenges

Unsupervised and finetuning-free class-conditional generation is a difficult task:

• Unknown Classes and Modes. In general, it may be unknown what classes a gener-

ator is even capable of producing. While this should be a subset of the classes of

the data it was trained on, the training classes may be unknown. For instance, the

model could have been trained on an unlabeled data or the training data could be

proprietary.

• Uninformative Latent Space. A natural proxy for class labels is to identify the differ-

ent modes or sub-manifolds in the data space. This is motivated by recent work

which has provided evidence that high-dimensional data such as images often lay

on a union of disjoint sub-manifolds [84], where these sub-manifolds correspond to

semantically meaningful classes. For example, in MNIST each digit lies on a dif-

ferent sub-manifold in the image space [84]. Thus, a potential solution could in-

volve identifying which regions of the latent space Z correspond to each of these

sub-manifolds, and then adaptively sample from these regions. However, this is

challenging as the distribution over the latent space of leading generative models is

typically enforced as a prior and is not data-dependent [183, 184]; e.g. the distribu-

tion is Gaussian or uniform, and there is no reason for a fluctuation in density or

other variation that aligns with any of the sub-manifolds in the data space.

5.5 Proposed Approach

In this section, we describe our approach to transform the “unstructured” single-manifold

latent space into k distinct sub-manifolds, where each of the k submanifolds contains

latent codes that are mapped to only one single submanifold in the target data space X.

Section 5.5.1 describes this approach of finding these k submanifolds in Z. Thereafter, we

describe our proposed approach for selectively sampling from each of these submanifolds
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Figure 17: Latent Shattering. We remove latent codes that correspond to low-probability (off-
manifold) samples in the output space, and then cluster the higher-probability latent codes. This
results in a disjoint, structured latent space.

in Section 5.5.2.

5.5.1 Latent Shattering: Dividing Latent Space Into Meaningful Submanifolds

Note that as G is a continuous function and the latent space Z is simply connected, then

G = G(Z) will likewise be simple connected [200]. Thus, the generated data will by

default lie on a single generated manifold in RN . However, as G was trained to match the

distribution of real data (which lies on k submanifolds), qG should place more mass on

the submanifolds in X and lower mass between submanifolds (see Assumption 2). This

leads us to define the property of a generated manifold being k-ρ-disconnected:

Definition 4 (k-ρ-disconnected). For a generative model G : Z → Rn, let G be the support of

the generated distribution qG. Let G\ρ ⊂ G be a subset of the support such that G\ρ = {x ∈

G|qG(x) ≥ ρ}. Then, we say that G is k-ρ-disconnected if G\ρ consists of k disjoint submani-

folds; i.e., G\ρ =
⊔k

i=1 Si and Si ∩ Sj = ∅ ∀ i ̸= j.

Definition 4 means that we say the manifold of generated data is k-ρ-disconnected if

removing points where qG has a density less than ρ results in a set G\ρ that consists of k

disjoint submanifolds.
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Next, we define the density of the generated data after removing the regions with

density < ρ as the ρ-shattered density qG\ρ.

Definition 5 (ρ-shattered density qG\ρ). For a generative model G : Z → Rn, let G\ρ = {x ∈

G|qG(x) ≥ ρ}. The density of the ρ-shattered density qG\ρ is the density function defined over

G\ρ such that qG\ρ(x) =
(
1−

∫
G−G\ρ

qG(x
′)dx′)−1

qG(x).

Definition 5 simply defines a distribution over the disjoint generated space G\ρ as

equivalent to the original generated density qG with only a few slight modifications: 1)

the density is set to 0 where qG < ρ; and 2) the remaining non-zero density is scaled by a

constant factor to account for the mass that was “removed”.

We can begin to see where these two definitions are useful when we consider Lemma

4.

Lemma 4. If X consist of k disjoint submanifolds M1 to Mk, then ∃ρ such that G is k-ρ-

disconnected.

The above lemma follows from Assumptions 1 - 3. This means that if G was trained

to match a real-data distribution over k submanifolds, then there should exist a density

value for the generated distribution that distinguishes on-manifold instances from off-

manifold instances. Put differently, there is a value ρ such that the generated density is

greater than ρ for all generated data that lies on any of the real-data manifolds and is less

than ρ otherwise.

In effect, the preceding statements have lead up to the insight that we can remove

low-probability generated instances (where low-probability is defined in reference to a

scalar value ρ) such that the remaining generated data will lie on k distinct submanifolds.

However, this does not tell us anything about the struture of our latent space - which

was our initial goal. To that end, we now introduce the following important theorem

underlying our proposed method.

Theorem 6. Let G be k-ρ-disconnected by Definition 4. Then the support of the pullback distri-

bution (G∗qG\ρ)(G(z)), Z\ρ = {z ∈ Z | qG\ρ(G(z)) > 0} consists of k disjoint submanifolds.
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Theorem 6 states that if removing generated instances with a density less than ρ not

only makes the generated distribution lie on k disjoint submanifolds in the data space, but

also results in a latent space with k distinct submanifolds.

The following lemma and theorem now establish the relationship between the subman-

ifolds in Z to the submanifolds in the data space.

Lemma 5. For each submanifold Si ∈ G\ρ, ∃ Vj ∈ Z\ρ such that G(z) ∈ Si ∀ z ∈ Vj . Likewise,

for each submanifold Vj ∈ Z\ρ ∃ S ∈ G\ρ such that G(z) ∈ Si ∀ z ∈ Vj .

Theorem 7. Let ρ be a scalar such that qG(G(z)) > ρ ∀G(z) ∈ X and qG(G(z)) ≤ ρ ∀G(z) ̸∈ X.

Then, for each submanifold Mi ∈ X ∃Vj ∈ Z\ρ such that every point in Vj is mapped to a point in

Mi. Additionally, for every submanifold Vj ∈ Z\ρ, every point in Vj maps to the same submanifold

Mi ∈ X.

Theorem 7 follows directly from the preceding Theorem and Lemmas. In a nutshell,

the above analysis shows that by removing points from the latent space that map to low-

density points in the data space, we can split the latent space of our pretrained generator G

into k disjoint submanifolds (or clusters), where each submanifold in the latent space corresponds

to one of the submanifolds in the data space. In other words, we now have achieved our

important goal of introducing structure onto the prior latent space by removing data from

certain regions of Z.

The above findings refer to the concept of removing latent codes that are mapped

to low-probability regions in the data space. Of course, this requires us to be able to

identify which codes are mapped to low-probability regions. The following equation for

the density of G(z) allows us to do just that:

qG(z) =
pz(z)√

det(J⊤
G (z)JG(z))

, (32)

where JG(z) = ∂G
∂z

is the Jacobian of G evaluated at z. Equation 32 follows from the
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pushforward distribution between Riemannian manifolds and was is similarly utilized

by recent works [180]. Here, we utilize the expression in Equation 32 to identify points

with a generated density less than ρ.

It is known that for high-dimensional data, a Gaussian distribution is well approxi-

mated by a uniform distribution over a sphere [211]. Thus, for z ∼ N (µ,Σ), the generated

density is approximately proportional to the following for the majority of realizations of

z:

qG(z) ∝∼
1√

det(J⊤
G (z)JG(z))

. (33)

Equation 33 also holds for the case where z is from a uniform distribution.

Our above results imply a strategy for converting the original latent space Z of the

pretrained generator G into a structured latent space Z∗. In short, first, we collect a large

sample of D points {zi}i=1:D from pz. Second, we compute the density of each point

according to Equation 32. Lastly, we remove each zi where qG(zi) < ρ, where ρ is a

hyperparameter that we chose.

A pseudocode algorithm for this process is given in Algorithm 3.

Algorithm 3 Obtaining dataset from structured latent space Z∗

Require: Pretrained generator G, sample size D, hyperparameter ρ
Ensure: Dataset of samples Z∗ from structured latent space Z∗

1: Initialize empty set Z∗

2: Sample {zi}i=1:D from pz
3: for i = 1 to D do
4: Compute density qG(zi) using Equation 33
5: if qG(zi) ≥ ρ then
6: Add zi to Z∗

7: end if
8: end for
9: return Z∗
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5.5.2 Sampling From The Shattered Latent Space

We now need a strategy of performing online sampling from Z∗ or from some specific

submanifold Vi ⊂ Z∗, so as to perform controllable generation.

To that end, we first propose to cluster the new latent space Z∗ so that we can identify

the k submanifolds it consists of. This can be achieved using one of the existing clustering

algorithms. In our experiments we utilize k-means sampling due to its simplicity, and

find it is sufficient to achieve our goal. Though more sophisticated approaches could

equally be deployed, and they may yield even more robust clustering performance.

After clustering, the fitted clusterer C maps each point z ∈ Z∗ to a cluster label ℓ ∈

{1, 2, . . . , k}. Then, we propose to fit a mapper function K : {1, 2, . . . , k} × J → Z∗ that

allows us to sample from any of the k desired submanifolds in Z∗. Specifically, the mapper

K takes in the index i of the cluster we want to sample from along with a noise code j

and maps to a point z ∈ Z∗ such that z ∈ Vi.

As we do not want to modify the distribution of latent codes for each cluster, we pa-

rameterize K to encourage Ki #pj = pZ∗
C=i

for each cluster i. Specifically, we parameterize

K(i, ·) as a collection of Gaussian mixture models (GMM) fit to samples from Vi. We

utilizes GMMs as they are very computationally inexpensive. At the end, we can selec-

tively sample from the ith sub-manifold by sampling from the GMM that was fit to the

ith cluster in the latent space.

5.6 Experiments

We now experimentally evaluate our approach. Detailed settings of our experiments,

such as hyperparameter choice and architectures, are available in the appendix.

5.6.1 Compared Methods

Original Generator. We fit k-means clustering on samples from the generator’ original

latent distribution pz. This acts as a baseline; the clusters found here should not meaning-
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fully correspond to cluster or classes in the output space.

Polarity Sampling. This approach allows for sampling from modes or minima of the gen-

erated distribution through reweighting the original latent distribution [181]. Polarity

Sampling is determined using a parameter ρ where as ρ goes to −∞ modes are sam-

pled from increasingly often, and antimodes are sampled from more as ρ → ∞, with the

original generative distribution corresponding to ρ = 0. As we aim to sample from the

on-manifold region of the output space, we set ρ to a negative value such as to sample

from modes rather than low-probability regions. Specifically we set ρ = −0.1.

JBT Sampling. This approach, proposed in [200], reweights the latent distribution accord-

ing to the Frobenius norm of the generator’s jacobian. Whereas our method reweights

the latent distribution according to the volume change of the generator’s transformation,

JBT’s approach corresponds to rescaling proportional to the length of the diagonal of the

diagonal of the unit box after mapping through the generator. The diagonal provides less

meaningful feedback on the change in density induced by the generator than our ap-

proach, which directly models the volume change.

For each method, we evaluate the quality of the clusters found through applying k-

means on large samples from their induced latent distributions. We also fit a GMM on

each cluster for each method and report metrics for sampling from clusters in this manner,

reported as “{method} + GMM”.

5.6.2 Datasets.

We compare all methods on three datasets: MNIST, FashionMNIST, and Faces + Flowers.

The Faces + Flowers dataset is constructed by mixing together the CelebA and iNaturalist

Flowers datasets. We do this as the manifold of images of human faces and the manifold

of images of flowers should be disjoint.

For each dataset, we pretrain a DCGAN [190] to match the data distribution. We use a

latent dimension of 64 for each dataset. We likewise pretrain a convolutional classifier for
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Metric
Original

Generator
Polarity

Sampling
JBT

Sampling
LASH
(Ours)

MNIST

Homogeneity 0.0374 ± 0.0044 0.1657 ± 0.0069 0.3786 ± 0.0147 0.4105 ± 0.0118
Completeness 0.0375 ± 0.0044 0.1775 ± 0.0077 0.3793 ± 0.0147 0.4120 ± 0.0119

V Measure 0.0374 ± 0.0044 0.1714 ± 0.0073 0.3789 ± 0.0147 0.4113 ± 0.0118
Adjusted MI 0.0198 ± 0.0045 0.1555 ± 0.0074 0.3675 ± 0.0150 0.4004 ± 0.0121

Fashion

MNIST

Homogeneity 0.0336 ± 0.0051 0.1723 ± 0.0128 0.1965 ± 0.0090 0.2297 ± 0.0091
Completeness 0.0337 ± 0.0051 0.1761 ± 0.0127 0.1974 ± 0.0091 0.2312 ± 0.0092

V Measure 0.0336 ± 0.0051 0.1742 ± 0.0128 0.1970 ± 0.0091 0.2305 ± 0.0091
Adjusted MI 0.0159 ± 0.0052 0.1588 ± 0.0130 0.1822 ± 0.0092 0.2163 ± 0.0093

Face

+Flowers

Homogeneity 0.0020 ± 0.0016 0.1290 ± 0.0065 0.1027 ± 0.0074 0.1275 ± 0.0121
Completeness 0.0032 ± 0.0025 0.1804 ± 0.0087 0.1716 ± 0.0113 0.2211 ± 0.0170

V Measure 0.0025 ± 0.0019 0.1504 ± 0.0074 0.1285 ± 0.0089 0.1617 ± 0.0140
Adjusted MI 0.0020 ± 0.0019 0.1501 ± 0.0074 0.1281 ± 0.0089 0.1613 ± 0.0140

Table 8: Comparative study of the cluster quality found from each method. Higher numbers are
better for each metric. Best performance is bolded.

each dataset, to predict the classes in each. This classifier utilizes an architecture equiv-

alent to the discriminator in DCGAN, but with a final layer size equal to the number of

classes. This classifier is used only for evaluating the clusters found from each compared

method.

5.6.3 Comparing Clusters on Samples Directly From The Induced Latent Spaces

In this first experiment we analyze the quality of the clusters found when applying k-

means clustering to the latent space induced by each method. For each method, we sam-

ple 20,000 latent codes from their induced latent space. We then cluster the latent codes

using k-means clustering. Note that we do not fit a mapper function K to sample from

these clusters in this experiment; we instead perform our analysis directly on the latent

codes and their cluster assignment.

For each cluster, we generate the corresponding output samples by passing the in-

stances in each cluster through the pretrained generator. We then use the pretrained clas-

sifier to provide class labels for each instance in each cluster. Ideally, each cluster will be
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Metric
Original

Generator
+ GMM

Polarity
Sampling
+ GMM

JBT
Sampling
+ GMM

LASH
(Ours)

+ GMM

MNIST

Homogeneity 0.0364 ± 0.0049 0.1494 ± 0.0058 0.3507 ± 0.0142 0.3781 ± 0.0145
Completeness 0.0366 ± 0.0049 0.1584 ± 0.0061 0.3519 ± 0.0143 0.3801 ± 0.0146

V Measure 0.0365 ± 0.0049 0.1538 ± 0.0059 0.3513 ± 0.0142 0.3791 ± 0.0145
Adjusted MI 0.0188 ± 0.0050 0.1377 ± 0.0061 0.3394 ± 0.0145 0.3677 ± 0.0148

Fashion

MNIST

Homogeneity 0.0340 ± 0.0045 0.1649 ± 0.0089 0.1800 ± 0.0124 0.2107 ± 0.0082
Completeness 0.0341 ± 0.0045 0.1677 ± 0.0095 0.1810 ± 0.0125 0.2122 ± 0.0083

V Measure 0.0341 ± 0.0045 0.1663 ± 0.0092 0.1805 ± 0.0125 0.2115 ± 0.0083
Adjusted MI 0.0163 ± 0.0046 0.1509 ± 0.0094 0.1654 ± 0.0127 0.1970 ± 0.0084

Face

+Flowers

Homogeneity 0.0031 ± 0.0014 0.1196 ± 0.0073 0.0932 ± 0.0051 0.1268 ± 0.0096
Completeness 0.0048 ± 0.0021 0.1684 ± 0.0093 0.1533 ± 0.0091 0.2145 ± 0.0116

V Measure 0.0037 ± 0.0016 0.1398 ± 0.0081 0.1159 ± 0.0064 0.1593 ± 0.0107
Adjusted MI 0.0033 ± 0.0016 0.1395 ± 0.0082 0.1155 ± 0.0064 0.1589 ± 0.0107

Table 9: Comparative study of the sample quality from the mapper function K. Higher numbers
are better for each metric. Best performance is bolded.

strongly correlated with one and only one class - under the assumption that each class

lies on a distinct submanifold in the data space.

To measure the correlation between cluster assignments and class labels, we utilize

four metrics: Homogeneity, Completeness, V Measure [212], and Adjusted Mutual Information

(MI) [213].Homogeneity is maximized when each cluster contains instances from only a

single class, while Completeness is maximized if all instances of a given class are given the

same cluster assignment. V Measure is their harmonic mean, and is thus maximized when

there is a perfect correspondence between cluster assignment and class label. Adjusted MI

measures the mutual information between cluster assignments and class labels, normal-

ized to account for the MI generally increasing even for random assignments when the

number of clusters grows.

Results are shown in Table 8. First, we note that each method is an order of magnitude

higher than the baseless method of applying clusters to the Original Generator’s unstruc-

tured latent space. Importantly, our method routinely outperforms all other compared

methods across all metrics. The only case where our method is not the best performer
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(and is instead second best) is for the Homogeneity score on the Face + Flowers dataset,

for which Polarity Sampling slightly outperforms LASH. However, LASH significantly

outperforms Polarity Sampling on the Completeness metric for this setting. This indicates

that while each cluster found after applying Polarity Sampling contains mostly instances

from single classes, not every class is strongly correlated with some cluster. A likely expla-

nation for this is that polarity sampling over-samples the mode (the face manifold in this

case), and thus both clusters it finds mostly contain face images but the flower manifold

does not have a cluster it is as strongly associated with.

5.6.4 Comparing Quality of Mixture Models Fit On The Induced Latent Spaces

In this experiment, we evaluate our proposed approach of using a Gaussian Mixture

Model (GMM) to easily sample from the clusters found in our shattered latent space.

To this end, we take the clusters identified in the preceding experiment and fit a GMM

on each cluster. We utilize a two-component GMM for each cluster. We then sample in-

stances from each GMM, and compare the correlation between GMM samples and classes

in the output space. If the the clusters are correlated with classes or submanifolds in the

output space (which is our goal), then the GMM samples should likewise be correlated

with these classes if they well-model the clusters. To compare our approach with the

state-of-the-art, we likewise fit GMMs on the latent space induced by each compared

approach. We utilize the same metrics as in our previous experiment above. Results are

shown in Table 9. We see that LASH once again routinely outperforms all other compared

methods. Importantly, we note that the performance of each method using the GMM to

obtain samples is close to the corresponding performance in the last experiment, where

the analysis was performed directly on the latent space without using any mapper net-

work. This indicates that the GMMs are able to well-model the submanifolds in the latent

space of each method, implying that using a GMM to cheaply and quickly sample from

any desired latent cluster is a promising approach that has only minimal performance
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cost.

5.6.5 Parameter Study

We analysis the impact of our two important hyperparameters on LASH’s performance:

the choice of k for k-means clustering, and the amount of mass we chose to remove (anal-

ogous to our choice of ρ). We utilize MNIST for this experiment. Figure 18a shows the

average cluster entropy of LASH’s clusters over a range of choices for number of clusters

k. If each cluster is strongly associated with some class, the entropy should be low. We see

that this is the case so long as the number of clusters is not very significantly over or under

estimated. Figure 18b shows both the average cluster entropy, as well as the average total

entropy across clusters, as a function of the amount of mass removed. We see that the

average cluster entropy decreases significantly as more mass is removed, indicating each

cluster becomes more strongly correlated with a class. However, the average clas entropy

likewise decreases for the distribution of classes across clusters - indicating that as more

mass is removed, we start to lose more intances of certain classes causing an increase in

class imbalance. We see that removing around 20% of the mass results in minimal loss of

overall diversity, while having the desired property of a low average cluster entropy.
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Figure 18: Parameter study for LASH.
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5.7 Chapter Summary

In this work we have proposed LASH, a novel approach for converting pretrained uncon-

ditional generators into conditional generative models. Our approach is based on the idea

that by removing latent codes that are mapped to low-probability regions between sub-

manifolds in the data space shatters the latent space into disjoint submanifolds, which we

can then cluster and adaptively sample from by utilizing helper mapper functions. No-

tably, we do not require retrianing the generative model or any new deep network. LASH

can be easily applied to any pushforward generative model that maps from a lower di-

mensional latent space with a known distribution into a high-dimensional data space.

Our experimental analysis shows that the clusters found using LASH are highly corre-

lated with classes in the output space.
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6 Conclusion

6.1 Summary of Contributions

In this dissertation I studied two tasks relating to noisy datasets in the Positive Unlabeled

setting, as well as two tasks on repairing and extending pretrained generative models.

Task 1: I extended Positive Unlabeled learning to the multi-label setting. I proposed a prin-

cipled multi-label PU risk formalization and training strategy that can be applied to a

wide range of classifiers and data modalities, enabling practitioners and researchers to

perform multi-label learning on PU datasets. This has the potential to be useful to a wide

range of deep learning researchers and practitioners. The datasets commonly used to train

deep learning models often contain missing labels, and the approach proposed in Task

1 offers a plug-and-play optimization function to learn accurate and unbiased classifiers

given such partially labeled data.

Task 2: I developed methods to identify and correct for labeling bias in biased Positive Unla-

beled data. I performed a theoretical analysis to determine when identifiable biased PU

learning is possible, both in the case where no assumptions are made on the sampling

process and in the case where a specific functional form is assumed for the labeling pro-

cess. Additionally, I proposed methods for performing identifiable PU learning in these

settings. This work can allow practitioners to train less biased and more accurate classifiers, given

biased data. This applies to many domains, as the datasets utilized to build deep learning

models often exhibit labeling bias. This work also should be of interest to theoreticians

studying biased PU data, as it narrows down the requirements for when the labeling

mechanism can be accurately learned.

Task 3: I proposed an efficient approach for debiasing pretrained generative models. One
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contribution of this task is the formalization of semantically uniform distributions, which

are distributions that place an equal amount of mass on each demographic or semantic

attribute of interest. Further, we theoretically prove when it is possible to condition a

pretrained generative model to yield a semantically uniform distribution, given only the

pretrained generator and an auxiliary (even potentially biased) attribute classifier. This

method has broad applicability, as the leading generative models are known to be biased. Produc-

ing less biased, more representative data is important for both ethical and legal reasons.

Due to the low computational cost of our approach, this should be of particular interest to

smaller institutions and research groups that can not afford to fine-tune existing models.

Task 4: I develop a method to turn an unconditional generative model into a conditional model

in a completely unsupervised manner, without requiring any retraining. I propose a method to

impose structure on the generator’s latent space by identifying regions in this space that

are mapped to low-probability regions of the model’s output distribution. By removing

these regions from the latent space, the remaining data will fall on sub-manifolds that

each correspond to a semantically meaningful sub-manifold in the output space. Lastly, I

show that it is possible to adaptively sample from each of these sub-manifolds by utilizing

only a simple Gaussian Mixture Model. This work should aid researchers developers working

with generative models that are trained on unlabeled or partially labeled data. As our approach

requires no classifier feedback, it offers a method for discovering what classes a generative

model is even capable of producing.

6.2 Future Work

There are several fruitful directions for future work that build off of the ideas presented

in this dissertation.

• Biased Multi-Label PU Learning. In Task 1, I propose a method for performing PU

learning in the multi-labeled setting. However, this work assumes that the labeling
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mechanism that selects which instances of each class are labeled is unbiased. A

natural next step is to combine the work in Task 2, which deals with biased PU

learning in the binary setting, with the multi-label approach performed in Task 1.

• Debiasing Pretrained Model Given Knowledge Of the Biased Labeling Mecha-

nism. In Task 2, we propose methods for creating a model of the biased labeling

mechanism itself. One direction for future work is to investigate whether such a

model could be used to debias a model - either generative or discriminative - that was

trained on data labeled according to that biased mechanism. In effect, this would

combine ideas from Task 2 and Task 3.

• Debiasing Continuous Attributes of Generative Models. The work I did in Task 3

applies to debiasing binary attributes. A natural next step is to extend this work to

handle continuous semantic attributes.

• Converting Unconditional Diffusion Models Into Conditional Models. Task 4

proposes an approach for converting push forward generative models that map from

a lower dimensional space into a higher dimensional space, such as GANs and

VAEs, into conditional models. However, this does not apply to Diffusion mod-

els as they map from a space with an equal or higher intrinsic dimension as the data

space has. Reformulating this approach to work for models like Diffusion would

extend its practicality, as Diffusion models are becoming increasingly prevalent as

the state-of-the-art image generators.

• Debiasing Language Models. Task 3’s debiasing approach applies to methods that

utilize a single latent code of fixed dimensionality. While this is common for most

generative models that produce images or tabular data, it does not typically apply

to language models. A natural extension of this work is to study ways of debiasing

models with multiple, varying-dimension latent codes to make our work applicable

to language models.
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A Appendix

A.1 Appendix for Task 3

A.1.1 Calculating E for The Generated Distribution

The error rates reported for a classifier Cϕ are typically reported on the distribution on the

distribution of fit’s training data, Ptraining. However, the distribution PGθ
of the generative

model

Gθ may differ from the training distribution. Additionally, rather than reporting P (y|ŷ),

often times the error rates are given in a confusion matrix Cŷ|y where Cŷ|y[i, j] = P (ŷ|y).

Thankfully, we can construct the error rate matrix E for the generative distribution PGθ

under the simplifying assumption that the difference between PGθ
and Ptraining can be

explained as a label shift [214, 182].

By Bayes’ Theorem, we know that

P (y|ŷ) = P (ŷ|y)P (y)

P (ŷ)
.

Under the label shift assumption, P (ŷ|y) stays the same between Ptraining and PGθ
.

Additionally, P (y) can be calculated for PGθ
under label shift [214, 182]. Lastly, P (ŷ) can

be approximated for PGθ
by finding the proportion predicted for each class on a large

sample from the generative model. Thus, E can be calculated as:

E = Cŷ|y
PGθ

(y)

PGθ
(ŷ)

.

A.1.2 Distribution of Races Generated By Progressive GAN

We show the two best performing methods’ distributions on Progressive GAN, along

with the distribution of the unmodified ProgressiveGAN, over the Race attribute.
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Figure 19: Distribution of our approach, Polarity Antimode Sampling (next best), and the standard
generator.

A.1.3 Implementation Details

Ground Truth Shape Classifier

----------------------------------------------------------------

Layer (type) Output Shape

================================================================

Conv2d-1 [-1, 32, 16, 16]

ReLU-2 [-1, 32, 16, 16]

Conv2d-3 [-1, 64, 8, 8]

ReLU-4 [-1, 64, 8, 8]

Conv2d-5 [-1, 128, 4, 4]

ReLU-6 [-1, 128, 4, 4]

Conv2d-7 [-1, 256, 2, 2]

ReLU-8 [-1, 256, 2, 2]

Conv2d-9 [-1, 2, 1, 1]

================================================================
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Encoder for Shapes VAE

----------------------------------------------------------------

Layer (type) Output Shape

================================================================

Conv2d-1 [-1, 32, 16, 16]

ReLU-2 [-1, 32, 16, 16]

Conv2d-3 [-1, 64, 8, 8]

ReLU-4 [-1, 64, 8, 8]

Conv2d-5 [-1, 128, 4, 4]

ReLU-6 [-1, 128, 4, 4]

Conv2d-7 [-1, 256, 2, 2]

ReLU-8 [-1, 256, 2, 2]

Conv2d-9 [-1, code_dim, 1, 1]

================================================================

Decoder for Shapes VAE

----------------------------------------------------------------

Layer (type) Output Shape

================================================================

ConvTranspose2d-1 [-1, 256, 2, 2]

ReLU-2 [-1, 256, 2, 2]

ConvTranspose2d-3 [-1, 128, 8, 8]

ReLU-4 [-1, 128, 8, 8]

ConvTranspose2d-5 [-1, 64, 16, 16]

ReLU-6 [-1, 64, 16, 16]

ConvTranspose2d-7 [-1, 32, 32, 32]

ReLU-8 [-1, 32, 32, 32]

ConvTranspose2d-9 [-1, 3, 64, 64]

Sigmoid-10 [-1, 3, 64, 64]
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================================================================

Biased Age Classifier (Note: Target value was normalized age, made binary after)

----------------------------------------------------------------

Layer (type) Output Shape

================================================================

Conv2d-1 [-1, 2, 32, 32]

BatchNorm2d-2 [-1, 2, 32, 32]

LeakyReLU-3 [-1, 2, 32, 32]

Dropout-4 [-1, 2, 32, 32]

Conv2d-5 [-1, 4, 16, 16]

BatchNorm2d-6 [-1, 4, 16, 16]

LeakyReLU-7 [-1, 4, 16, 16]

Dropout-8 [-1, 4, 16, 16]

Conv2d-9 [-1, 8, 8, 8]

BatchNorm2d-10 [-1, 8, 8, 8]

LeakyReLU-11 [-1, 8, 8, 8]

Dropout-12 [-1, 8, 8, 8]

Flatten-13 [-1, 512]

Linear-14 [-1, 64]

LeakyReLU-15 [-1, 64]

Linear-16 [-1, 1]

Sigmoid-17 [-1, 1]

================================================================

Ground Truth Age Classifier (Note: Target value was normalized age; made binary

after)

----------------------------------------------------------------

Layer (type) Output Shape

================================================================
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Conv2d-1 [-1, 8, 32, 32]

BatchNorm2d-2 [-1, 8, 32, 32]

LeakyReLU-3 [-1, 8, 32, 32]

Dropout-4 [-1, 8, 32, 32]

Conv2d-5 [-1, 16, 16, 16]

BatchNorm2d-6 [-1, 16, 16, 16]

LeakyReLU-7 [-1, 16, 16, 16]

Dropout-8 [-1, 16, 16, 16]

Conv2d-9 [-1, 32, 8, 8]

BatchNorm2d-10 [-1, 32, 8, 8]

LeakyReLU-11 [-1, 32, 8, 8]

Dropout-12 [-1, 32, 8, 8]

Flatten-13 [-1, 2048]

Linear-14 [-1, 64]

LeakyReLU-15 [-1, 64]

Linear-16 [-1, 1]

Sigmoid-17 [-1, 1]

================================================================

The distribution mapper used default architecture of SDV’s CTGAN 10 version 0.6.0,

except for in the ProgressiveGAN experiment where embedding dim =512, generator dim

=(512,512) were passed as arguments.

For the networks we trained, we utilized the Adam optimizer [215] with learning rate

between 0.002 and 0.0001.

The linear classifier utilized Scikit-Learn’s LinearSVC (for latent editing) and Ridge-

Classifier for the biased Shapes classifier.
10https://sdv.dev/SDV/user guides/single table/ctgan.html#how-to-modify-the-ctgan-hyperparameters

https://sdv.dev/SDV/user_guides/single_table/ctgan.html#how-to-modify-the-ctgan-hyperparameters
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A.1.4 Proof of Lemma 1

Proof. First, note that if 1|Y| ∈ Cone(E), then likewise 1
Y 1

|Y| ∈ Cone(E).

Let z′ ∼ Pz|Cϕ=i; i.e., z is a draw from the distribution of noise such that the classifiers

prediction of the generated sample corresponding to z′ is group i.

Let (C ′ ◦ Gθ)∗Pz|Cϕ=i be the pushforward distribution of the perfect classifier C ′’s out-

put when conditioned on the generator’s output of draws from Pz|Cϕ=i. Then, (C ′ ◦

Gθ)∗Pz|Cϕ=i = [Pr(y = 1|Cθ = i), P r(y = 2|Cθ = i), . . . , P r(y = N |Cθ = i)] = E:,i.

Thus, Cone({(C ′ ◦ Gθ)∗Pz|Cϕ=i, . . . , (C
′ ◦ Gθ)∗Pz|Cϕ=|Y|}) = Cone(E). Therefor, following

from above, 1
Y 1

|Y| ∈ Cone({(C ′ ◦ Gθ)∗Pz|Cϕ=i, . . . , (C
′ ◦ Gθ)∗Pz|Cϕ=|Y|}). This means that

∃λ1, λ2, . . . , λ|Y s.t. λ1(C
′◦Gθ)∗Pz|Cϕ=i+ · · ·+λ|Y|(C

′◦Gθ)∗Pz|Cϕ=|Y| = [ 1
|Y| , . . . ,

1
|Y| ] = UnifY .

This is equivalent to saying that C ′(Gθ(z)) ∼ Unif(Y) for z ∼
∑|Y|

i=1 λiPz|Cϕ=i = Qλ. Thus,

by definition Qλ is a Fair Noise Distribution.

A.1.5 Proof of Lemma 2

Proof. Note that the sign of the coefficient of the cross product E:,1 × E:,2 is P (y = 1|ŷ =

1)P (y = 2|ŷ = 2) − P (y = 1|ŷ = 2)P (y = 2|ŷ = 1). Also note that E:,1 × [0.5, 0.5] is

0.5P (y = 1|ŷ = 1)− 0.5P (y = 2|ŷ = 1).

Additionally, P (y = 1|ŷ = 1)P (y = 2|ŷ = 2) > P (y = 1|ŷ = 1)0.5 > 0, and 0 < P (y =

1|ŷ = 2)P (y = 2|ŷ = 1) < 0.5P (y = 2|ŷ = 1). Thus, the coefficient of E:,1 × E:,2 is greater

than E:,1 × [0.5, 0.5], while there signs are equal. This implies that [0.5, 0.5] is in between

E:,1 and E:,2. Thus, [0.5, 0.5] ∈ cone(E). The rest of the proof follows directly from Lemma

1.

A.1.6 Proof of Proposition 1

Proof. Note that Pλ
E has density [

∑
i λiPr(y = 1|ŷ = i), . . . ,

∑
i λiPr(y = N |ŷ = i)]. For

ease of notation let us refer to
∑

i λiPr(y = m|ŷ = i) as rλm.

Then,
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KL{Pλ
E||Unif(Y)} =

∑
m

rλm log
(rλm
u

)
=
∑
m

(
rλm log(rλm)− rλm log(

1

|Y|
)
)

=
∑
m

rλm log(rλm)−
∑
m

rλm log(
1

|Y|
)

Note that log
(

1
N

)
is constant for each term in the second summation. Thus,

=
∑
m

rλm log(rλm)− log
( 1
N

)∑
rλm

=
∑
m

rλm log(rλm)− log
( 1
N

)
,

As log
(

1
N

)
does not depend on rλm,

argmin
λ

KL{Pλ
E||Unif(Y)} = argmin

λ

∑
m

rλm log(rλm)

= argmin
λ
−H(Pλ

E)

= argmax
λ

H(Pλ
E)
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A.1.7 Proof of Proposition 2

Proof.

(C ′ ◦Gθ)∗Pz|Cϕ=i =[Pr(y = 1|Cθ = i), P r(y = 2|Cθ = i), . . . , P r(y = N |Cθ = i)]

=⇒
∑
i

λi(C
′ ◦Gθ)∗Pz|Cϕ=i =[

∑
i

λPr(y = 1|Cθ = i),
∑
i

Pr(y = 2|Cθ = i),

. . .,
∑
i

λPr(y = N |Cθ = i)]

=⇒ PE = Qλ

A.1.8 Proof of Theorem 1

The first statement follows directly from Proposition 1 and Proposition 2.

If Cϕ = C ′ , then { E:,1

|E:,1| , . . . ,
E:,|Y|
|E:,|Y||

} forms a standard basis of R|Y|, and therefor 1|Y| is is

in Cone(E). Thus, Qλ∗ is a Fair Noise Distribution by Lemma 1.

A.2 Appendix For Task 4

A.2.1 Hyperparameters

Polarity Sampling. Polarity Sampling is determined using a parameter ρ where as ρ goes to

−∞ modes are sampled from increasingly often, and antimodes are sampled from more

as ρ → ∞, with the original generative distribution corresponding to ρ = 0. As we aim

to sample from the on-manifold region of the output space, we set ρ to a negative value

such as to sample from modes rather than low-probability regions. Specifically, we set

ρ = −0.1.

Training Details. For MNIST and Fashion MNIST, we trained each network for 50 epoch

with a batch size of 64. For Celeba + Flowers we trained for 50 epochs with a batch size

of 16. For all datasets and models, we used the Adam optimizer [215] with learning rate
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set to 0.001 and betas=(0.5, 0.999). All models were implemented in PyTorch [196].

A.2.2 Network Structures

For MNIST and FashionMNIST, we utilized the following network structures:

Generator

----------------------------------------------------------------

Layer (type) Output Shape

================================================================

ConvTranspose2d-1 [-1, 256, 4, 4]

BatchNorm2d-2 [-1, 256, 4, 4]

ReLU-3 [-1, 256, 4, 4]

ConvTranspose2d-4 [-1, 128, 8, 8]

BatchNorm2d-5 [-1, 128, 8, 8]

ReLU-6 [-1, 128, 8, 8]

ConvTranspose2d-7 [-1, 64, 16, 16]

BatchNorm2d-8 [-1, 64, 16, 16]

ReLU-9 [-1, 64, 16, 16]

ConvTranspose2d-10 [-1, 1, 32, 32]

Tanh-11 [-1, 1, 32, 32]

================================================================

Discriminator

----------------------------------------------------------------

Layer (type) Output Shape

================================================================

Conv2d-1 [-1, 64, 16, 16]

LeakyReLU-2 [-1, 64, 16, 16]
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Conv2d-3 [-1, 128, 8, 8]

BatchNorm2d-4 [-1, 128, 8, 8]

LeakyReLU-5 [-1, 128, 8, 8]

Conv2d-6 [-1, 256, 4, 4]

BatchNorm2d-7 [-1, 256, 4, 4]

LeakyReLU-8 [-1, 256, 4, 4]

Conv2d-9 [-1, 1, 1, 1]

Sigmoid-10 [-1, 1, 1, 1]

================================================================

Classifier (For Evaluation)

----------------------------------------------------------------

Layer (type) Output Shape

================================================================

Conv2d-1 [-1, 16, 28, 28]

ReLU-2 [-1, 16, 28, 28]

MaxPool2d-3 [-1, 16, 14, 14]

Conv2d-4 [-1, 32, 14, 14]

ReLU-5 [-1, 32, 14, 14]

MaxPool2d-6 [-1, 32, 7, 7]

Linear-7 [-1, 10]

================================================================

For CelebA + Flowers we utilized the following networks:

Generator

----------------------------------------------------------------

Layer (type) Output Shape
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================================================================

ConvTranspose2d-1 [-1, 512, 4, 4]

BatchNorm2d-2 [-1, 512, 4, 4]

ReLU-3 [-1, 512, 4, 4]

ConvTranspose2d-4 [-1, 256, 8, 8]

BatchNorm2d-5 [-1, 256, 8, 8]

ReLU-6 [-1, 256, 8, 8]

ConvTranspose2d-7 [-1, 128, 16, 16]

BatchNorm2d-8 [-1, 128, 16, 16]

ReLU-9 [-1, 128, 16, 16]

ConvTranspose2d-10 [-1, 64, 32, 32]

BatchNorm2d-11 [-1, 64, 32, 32]

ReLU-12 [-1, 64, 32, 32]

ConvTranspose2d-13 [-1, 3, 64, 64]

Tanh-14 [-1, 3, 64, 64]

================================================================

Discriminator

----------------------------------------------------------------

Layer (type) Output Shape

================================================================

Conv2d-1 [-1, 64, 32, 32]

LeakyReLU-2 [-1, 64, 32, 32]

Conv2d-3 [-1, 128, 16, 16]

LeakyReLU-4 [-1, 128, 16, 16]

BatchNorm2d-5 [-1, 128, 16, 16]

Conv2d-6 [-1, 256, 8, 8]

LeakyReLU-7 [-1, 256, 8, 8]

BatchNorm2d-8 [-1, 256, 8, 8]



PhD Dissertation: Walter Gerych 145

Conv2d-9 [-1, 512, 4, 4]

LeakyReLU-10 [-1, 512, 4, 4]

BatchNorm2d-11 [-1, 512, 4, 4]

Conv2d-12 [-1, 1, 1, 1]

Sigmoid-13 [-1, 1, 1, 1]

================================================================

Classifier (For Evaluation)

----------------------------------------------------------------

Layer (type) Output Shape

================================================================

Conv2d-1 [-1, 64, 32, 32]

LeakyReLU-2 [-1, 64, 32, 32]

Conv2d-3 [-1, 128, 16, 16]

LeakyReLU-4 [-1, 128, 16, 16]

BatchNorm2d-5 [-1, 128, 16, 16]

Conv2d-6 [-1, 256, 8, 8]

LeakyReLU-7 [-1, 256, 8, 8]

BatchNorm2d-8 [-1, 256, 8, 8]

Conv2d-9 [-1, 512, 4, 4]

LeakyReLU-10 [-1, 512, 4, 4]

BatchNorm2d-11 [-1, 512, 4, 4]

Conv2d-12 [-1, 1, 1, 1]

Sigmoid-13 [-1, 1, 1, 1]

================================================================

A.2.3 Proof of Lemma 4

Proof. Assume that G is not k-ρ-disconnected; then, G\ρ consists of h distinct sub-manifolds,

where h < k or h > k. If h < k, then there was a sub-manifold in the data space with
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region for which G did not place a density of at least ρ. However, this is not possible as

it breaks the combination of Assumption 2 and Assumption 3. If h > k, then there is a

subset outside of the support of px where G’s density is greater than ρ. This also breaks

Assumption 2. Thus, Lemma 4 is proven by contradiction.

A.2.4 Proof of Theorem 6

Proof. By Lemma 1 we know that G\ρ consists of k distinct sub-manifolds. Since by As-

sumption 1 G is a continuous injective function, it’s domain must also consist of k distinct

sub-manifolds.

A.2.5 Proof of Lemma 5

Proof. Due to G being a continuous function, each Vi must be mapped to a single sub-

manifold in the output space. Further, each of the k output sub-manifolds requires there

to be at least one sub-manifold in the latent space that is mapped to it. Since there are k

sub-manifolds in each space, there must be a one-to-one correspondence between them.
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