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Abstract

Deep neural networks are being used to build autonomous systems that will perceive,

learn, decide, and act on their own. However, state-of-the-art deep learning models

lack transparency in how they make their predictions. Explainable classification is

essential to high-impact settings where practitioners require evidence to support their

decisions. Various saliency methods have been developed to summarize where the

deep neural networks "look" in the provided input as evidence for the predictions.

One increasingly popular solution is attribution-based explainability, which finds

the impact of input features on the model’s predictions. While these methods are

designed for images, while very little has been done to explain deep time series

classifiers. Unlike images, where a pixel has a predefined scale and representation i.e,

0 (black) - 255 (white) and the same is followed across all the image datasets, the

distribution of timeseries vary vastly amongst datasets. Also, during classification,

short contiguous subsequences often contain much of the discriminative information.

However, existing explainability methods treat all input features independently,

ignoring correlations and possibly disrupting discriminative subsequences.

In this work, we study this problem and propose PERT, a novel perturbation-

based explainability method designed to explain deep classifiers’ decisions on time

series. PERT extends beyond recent perturbation methods to generate a saliency

map that assigns importance values to the timesteps of the instance-of-interest.

First, PERT uses Prioritized Replacement Selector to learn to sample a replace-

ment time series from a large dataset, to perform meaningful perturbations and avoid

creating network artifacts Second, PERT mixes the instance with the replacements

using a Guided Perturbation Strategy, which learns to what degree each timestep



can be perturbed without altering the classifier’s final prediction. These two steps

jointly learn to identify the fewest and most impactful timesteps that explain the

classifier’s prediction.

We evaluate PERT using three metrics on nine popular datasets with two black-

box models - Fully Connected Network and Recurrent Neural Network. The chosen

datasets varies from instances having sequence length of 96 to 720. We find that

PERT consistently outperforms all five state-of-the-art methods by a margin of 26%.

Using case studies, we also demonstrate that PERT succeeds in finding the relevant

regions of the input time series.
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Chapter 1

Introduction

1.1 Background

Deep neural networks are the state-of-the-art solution to many time series classifi-

cation problems across important domains such as healthcare [26, 48] and finance

[22, 45]. In such high-risk domains, errors in the predictions by deep neural network

models can be catastrophic. However, when developing these deep solutions, it is

rarely considered that users rarely trust predictions from “black box” that they do

not understand [39].

Meanwhile, model complexity has recently skyrocketed, making these models and

their predictions challenging to comprehend. To address this problem, recent works

have shown that users are more likely to trust a model’s predictions if they are shown

what evidence the model used the most [9]. Attribution-based explainability methods

thus aim to discover to what degree a classifier used each of its input features.
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1.2 Motivating Example

Figure 1.1: Example of Time Series Saliency Map highlighting input time steps
contributing to classification result.

Consider a black-box deep time series classifier that detects abnormal heartbeats,

or arrhythmia, in ECG data [13, 31]. Without knowing whether or not the model

looked at the proper region of the heartbeat, a doctor will not trust its prediction.

As shown in Figure 1.1, one solution is to attribute the prediction to the evidence

that the model used the most to make its decision. In this example, wave-like shapes

are shown in the input ECG time series, one of which is labeled as abnormal. These

shapes are all part of a single cardiac cycle. The classifier accurately predicted the

ECG is part of a Heart attack due to the presence of unexpected spike in the middle

of the cycle. Shown in orange, the explainability method finds that the black-box

classifier indeed found the unexpected spike as the evidence for this classification, as

shown in red. The expected shapes are reported as green bars.
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1.3 State-of-the-Art

Recently, attribution-based explainable AI (XAI) has rapidly become popular in

the literature [32, 25, 7, 44, 14, 34, 33, 45, 41, 16, 38]. However, most of these XAI

methods are designed for images [19, 9, 32, 29, 8, 47, 40, 43] and text [20, 37, 1, 18].

while very little has been done for time series. Time series values are unidirectionally

correlated. Also, during classification, short contiguous subsequences often contain

much of the discriminative information [46]. However, existing explainability methods

treat all input features independently, ignoring correlations and possibly disrupting

discriminative subsequences.

Some of the most recent and promising explainability methods have begun to

derive attribution-based explanations by perturbing inputs and then observing the

effects on the black-box model’s predictions. However, current perturbation strategies

are developed specifically for computer vision where images are transformed into the

same space (meaning, values ranging from [0 to 255]). By darkening pixels of an

image or altering their hues, different qualities of a black-box model can be tested.

Unfortunately, these approaches do not have clear analogies for time series where

the range of a series’ values depends entirely on its domain. Some very recent works

[12, 25, 3, 15, 10] have only just begun to fill this gap by adapting image and text

approaches for time series.

1.4 Problem Definition

In this work, we study the problem of Learning Perturbations to produce attribution-

based explanations for a black-box classifier’s prediction for a given time series

instance. Our goal is to generate a saliency map, or one value per time step of an

input time series, where higher values indicate stronger dependence of the model on
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the time step. A good explanation method must adapt to the specific input instance.

This is a multi-objective optimization problem. Namely, a good saliency map must

accurately highlight the most relevant time steps while remaining intuitive to the

end-user by finding the fewest possible time steps.

1.5 Challenges

Despite the importance of explaining deep time series classifiers, three open challenges

remain:

• Heterogeneous series: Time series within the same dataset can be highly

variable, even within the same class. To best explain a classifier’s prediction

for a given series, a perturbation strategy must be adaptive across both time

series and classes.

• Perturbing long series: Perturbation methods rely on generating perturbed

versions of input time series. As the series length increases, the range of possible

perturbations grows high. It makes finding perturbations computationally long.

• Conflicting objectives : Meaningful explanations are often made at the expense

of their accuracy. An explanation highlighting only a few key inputs is intuitive

but might fail to explain the model if the black-box actually distributes its

focus across many inputs.

1.6 Proposed Solution

To derive attribution-based explanations I propose a model-agnostic, perturbation-

based time series explainer - PErturbation by Prioritized ReplacemenT (PERT).

PERT uses a gradient-based search algorithm to discover the impact of perturbing
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each time step on the black-box model’s predictions, producing a learned saliency map.

It jointly learns to sample a replacement time-series from an available background

dataset containing many time series using a prioritized replacement selector. It

regularizes the perturbations to ensure perturbations remain similar to other series

the model has seen before. As a result, it this way adapts to the given dataset and

better yet to each time step of the instance-of-interest.

1.7 Contributions

Our main contributions are as follows:

• Identify and characterize the open problem of Learning Perturbations for deep

time series classifiers.

• Propose the first Learning Perturbations solution to this open problem which

integrates two novel components, jointly learning to solve two tasks: gathering

the appropriate time series to aid in perturbation of a specific interest, and

how to perturb each timestep to best tease out its impact on the model’s

predictions.

• Using nine popular real-world publicly-available datasets, we conclusively

demonstrate that our proposed method performs better on all three proposed

metrics compared to five state-of-the-art explainability methods for different

types of black-box time series classifiers, for multiple key metrics.
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Chapter 2

Related Works

2.1 Randomized Input Sampling (RISE)

In RISE[29], the authors estimate the importance of pixels by dimming the pixels

in random combinations and reducing their intensities down to zero. The method

uses a binary mask [0,1] to perturb the instance. Using Monte-Carlo sampling,

the importance maps are generate empirically by estimating the sum in equation

2.1. A sample set of masks M1, ....,MN are used to probe the model by running

it on the masked images I �Mi, i = 1, ...., N . The weighted average of the masks

are considered where the weights represents the normalized confidence scores of

f(I �Mi).

SI,f (λ)
MC
≈ 1

E[M ].N

N∑
i=1

f(I �M) ·Mi(λ) (2.1)

The approach faces several challenges when operating on time series data. The

number of perturbations is directly proportional to the length of the time-series,

due to the use of Monte-Carlo sampling and hence does not scale well. The use of

binary mask limits the method to work with coarse-grained perturbations which

in-turn fails to constrain the search space and the perturbations are created using
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zero replacement, hence the method is prone to having network artifacts.

2.2 Local and Surrogate Models

To generate a location explanation, the model-agnostic approaches make use of

perturbations to understand the learning function in the vicinity of the input to

be reasoned. The input is called a specimen and newly generated nearby samples

are known as perturbations. For perturbations based on an algorithm, one needs to

define a mapping function describing the ways to perturb the specimen. In LIME[32]

introduced mappings for images, text, and tabular data. The timeExplain[26] authors

develop domain mappings for SHAP[21] specific to its model-agnostic explanation

tool - Kernel SHAP.

Figure 2.1: The intuition behind SHAP. The original model f is probed in the vicinity
of the specimen, resulting in a linear explanation model g[26]

Kernel SHAP the black-box model is a function that maps input space to the

classification space, function f : I → R disables portions of specimen resulting in

perturbed instances and then compute the marginal contributions f(z). On multiple

iterations with different perturbation allows the method to explore the behavior of the

prediction function f in the vicinity of the specimen. With the newfound knowledge,

an interpretable linear model is used to approximate the original model near x.

The coefficients for each of the timesteps can be extracted from the interpretable

linear models which describe the impact of each time step of x has on the prediction
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f(x). However, the approach fails to scale to lengthy time-series instances due to an

exponential increase in the number of perturbations required. It simply does not

make use of the state of the previous perturbation and the network’s response to

create a new perturbation.

2.3 Learning to Perturb

Simonyan et.al pioneered saliency maps [39] for visualizing image classification models.

The method computes the gradient of the class score concerning the input image.

Many approaches have utilized saliency maps to enhance visual explanations. These

methods examine the correlation between the inputs and the outputs by perturbing

the input instance x and observing the changes in the classifier’s sensitivity f(x).

They are gradient-based methods, which back-propagates the gradient for a class

label to the input layer. Some are not model-agnostic [50, 36, 49] with the exception

of [39, 9, 2], many requires network architectural modification [50, 42, 48] and in

some cases access to intermediate layers [2, 50, 36, 49].

Meaningful Perturbations The authors of MP[9] has developed a framework

to find the part of an image most responsible for a classifier’s decision. The image

specific method aptly named as deletion game, is model-agnostic and works by

deleting regions of input image that are maximally informative in order to explain

the behaviour of the blackbox. The goal is to find the smallest deletion mask m that

cause the prediction f(x) to drop significantly. The process is formulated as,

m∗ = argmin
m∈[0,1]

λ ‖1−m‖+ fc(φ(x;m)) (2.2)

where λ incentivizes the objective function to turn of most of the mask i.e, to delete
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a small subset of the input image x. The deletion game removes enough evidence to

prevent the network from recognizing the object in the image. Figures 6.1 and 6.2

showcases the stark contrasts between random perturbations (LIME[32]) and learning

to perturb (MP [9]). Each of the figures is the visual representation of perturbations

across iterations. LIME perturbs the data 5000 times to derive the explanation

whereas MP derives the reason in under 500 perturbations. Each n dimensional

perturbated input is mapped to corresponding two-dimensional representation using

TSNE[22], a pair-wise distance ranking metric. In MP, the perturbations trace a

concise path initially and show variations during the last few iterations denoting

the learning capabilities. On the other-hand LIME is agnostic to the progress of

iteration indicating the random nature of the perturbations. However, the method

uses an image-specific deletion process i.e, replace the deleted part with zeros which

do not fare well in the time-series domain. Also, it suffers from explanation bias as a

human-centric evaluation metric is used to measure the quality of the explanations.

Figure 2.2: TSNE visualization of in-
stance perturbations in LIME[32]

Figure 2.3: TSNE visualization of in-
stance perturbations in MP[9]

9



Chapter 3

Methodology

3.1 Problem Definition

Assume we are given a set of N time series D = {X1, . . . , XN} and a black-box

classifier fc : X→ Y , where X ∈ RT is the T -dimensional feature space and Y is the

label space. Let us consider one instance-of-interest X ∈ D where X = [x1, . . . , xT ]

along with a class-of-interest C, the prediction for which we would like an explanation.

Our goal is to learn a saliency map θ = [θ1, . . . , θT ] where θt ∈ [−1, 1] indicates

the importance of time step t based on their influence on the predicted probability

P (C|X) of class C by black-box fc. The scale of the real-valued θt reflects the

importance of the corresponding time step xt.

While the notion of importance is challenging to quantify, we follow the lead of

recent work on perturbation-based explainability [9, 8] and assume that the aim of

saliency is to identify which timesteps of a time series instance X are used by the

black box fc to produce the output value P (C|X). We can do so by observing how

the value of P (C|X) changes as X is perturbed. Naturally, the perturbation-based

explanation problem is thus to derive a perturbation function fp(X) that can be used

to discover the impact of perturbing each time step xt on the predicted probability
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of class C. Using this perturbation function, a saliency map θ may be derived. A

successfully learned saliency map θ will assign high values to the most-impactful

time steps, effectively ranking them by their impact on P (C|X). Intuitively, an

explanation that is simpler is often easier to understand, and so we also prefer that∑T
t=1 |θt| be small so as to encourage unimportant timesteps to go to zero.

3.2 Proposed Method: PERT

To derive an explanation for the class prediction made by a black-box model fc, we

propose a model-agnostic, perturbation-based method specific to time series that

uncovers the importance of each timestep to the model’s final prediction. We refer

to our method as PErturbation by Prioritized ReplacemenT (PERT). Perturbation

involves modifying the time steps from X. As illustrated in Figure 3.1, PERT

adaptively employs the dataset D, learning to sample a replacement time series

R which is used to mix each time step of the instance-of-interest X̂ with the

corresponding time step from R to create in-distribution perturbations. Furthermore,

by querying the black-box model’s predictions for a perturbed version of the instance-

of-interest X, PERT discovers how sensitive predictions are to perturbations in each

times step. To encode these ideas, PERT contains two components: (1) A Prioritized

Replacement Selector that learns to perform weighted sampling of the time series

in D, finding the best replacement time series R specific to instance X and (2) A

Guided Perturbation Function that learns θt to perturb X and discover the impact

of each timestep on the black-box model’s final prediction. These two steps jointly

learn to generate a saliency map with the fewest and most impactful timesteps that

explain the classifier’s prediction.

11



Figure 3.1: PERT Architecture

3.3 Prioritized Replacement Selector

To perturb the values of a time series, we must choose new values to replace them

with. However, this choice is highly impactful in time series since the shapes and

trends of the signals may be altered dramatically as we show in our Experiments

in Section 4.5.2. To avoid such massive changes, which might lead to time series

unlike any the classifier has seen before, we instead opt to replace values with those

of other time series in dataset D. Thus the task of the first component of PERT,

the Prioritized Replacement Selector, is to choose which time series is appropriate

to use from the background dataset for replacement of the timesteps of instance X.

Intuitively, the choice of best replacement time series may vary by timestep and so

we achieve this on a timestep-by-timestep basis, choosing different replacement series

and corresponding values for each timestep of X. In practice, to provide evidence

both for and against class C, the Prioritized Replacement Selector chooses two time

12



series representatives RC and RO from D where RC is a series from class C and RO

is a series not from class C. As discussed in Section 3.4, these series will be used

together to generate one final perturbation X̃.

To acquire RC and RO, we split D into two subsets: DC contains all samples

from the class-of-interest C, and DO = D −DC contains all remaining, or opposing,

instances. All instances in each set are assigned individual weights w to serve as

their priorities, similar to Prioritized Experience Replay [35]. We then sample one

replacement time series R from each set by using the softmax of the set’s respective

weights wO and wC to parameterize two independent categorical distributions:

P(Ri
C) = wiC

P(Ri
O) = wiO

where Ri
C is the i-th instance of dataset DC and wiC is its corresponding weight.

Intuitively, instances with higher weights w will have a higher likelihood of being

selected. Since w will eventually be learned (Section 3.5), the chosen representatives

will differ according to the instance X, resulting in adaptive explanations.

As proposed, values of w that are large early in training may be exploited.

Therefore, we follow the literature [23] and employ the standard ε-greedy approach

to balancing exploration and exploitation while PERT is being trained:

RC =


RC (itself) with probability 1− ε

random RC ∈ DC with probability ε
(3.1)

Thus when ε is large, replacement series are picked randomly and when ε is small,

weights w are used to select the replacement series. Selection of RO is performed the

same way. To encourage early exploration and later exploitation, ε is exponentially

13



decayed during training.

3.4 Guided Perturbation Function

Next, we compute the perturbation X̃, which is a modified version of instance X

using our Guided Perturbation Function and replacement series RC and RO. X̃ will

subsequently be fed to the black-box model fc to observe how this perturbation has

affected its prediction. To achieve this, we learn a perturbation function fp : X→ X.

The key component of fp is a vector of learnable weights θ ∈ [−1, 1]T , which will

serve as the final saliency map and be the explanation of the model’s prediction.

Higher values of θ indicate stronger evidence for class C while lower values are

evidence against class C

To take into account both evidence for and against class C, our perturbation

function fp chooses between replacing values at each timestep with those from RC and

RO adaptively. To make it so that θt < 0 indicates that its corresponding time step

Xt is evidence against class C, we replace the time step with RC , the representative

of class C. Similarly, when θt ≥ 0, Xt is replaced with the corresponding timestep of

RO. This way, PERT learns the degree of sensitivity of each time step. The function

fp generates its final perturbation X̃ by performing timestep-specific interpolation:

X̃ = θ �X + (1− θ)� (1θ<0 �RC + 1θ≥0 �RO) + g (3.2)

where 1θ<0 is a vector-wise indicator function that returns 1 for elements of θ that

are less than 0 and 1θ≥0 returns 1 for elements of θ greater than or equal to 0. �

is the Hadamard product. For readability, we refer to this operation as function

fp(X; θ). In practice, we also add a small amount of Gaussian noise g to avoid

overfitting θ to extremely specific values, similar to [9]. Using Equation 3.4, the
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final values of X̃ are thus interpolations between the original timesteps of X and the

replacement series RC or RO according to the scale of the corresponding value in θ.

Once perturbation X̂∗ is obtained, we can compare the original prediction,

the black-box model fc’s prediction on X̂, to P (C|X̂∗), the prediction given the

perturbation as input. The intuition behind adaptive time step specific interpolation

is given by the three possible relationships between P (C|X̂∗) and P (C|X̂),

• P (C|X̂∗) < P (C|X̂). By perturbing X̂, the model’s confidence in class C

decreases. We intentionally insert authentic opposing information, different

from that of X̂ avoiding the creation of out-of-distribution perturbations (i.e,

replace the value of t with the corresponding value of time step from an instance

of opposing class RO(t)). If the original values of t were crucial to the prediction

P (C|X̂), replacing it with RO(t) must result in a drop in P (C|X̂).

• P (C|X̂∗) = P (C|X̂). Perturbing X̂ has no impact on P (C|X̂), indicating

independence between the input features and the output prediction accord-

ing to fc. Finding these two predictions to be exactly equal is expected to

be exceedingly rare, depending on computation precision, but as these two

quantities approach one another, the intuition holds.

• P (C|X̂∗) > P (C|X̂). Perturbing X̂ causes the predicted likelihood of class

C to increase. This indicates that the original values of X̂ are negatively

correlated to the prediction of class C. We purposefully replace the value of

t with the corresponding value of sampled timeseries instance from the same

class RC(t). This is done to ensure that the P (C|X̂) is preserved in order to

derive a local explanation for X̂, as inserting authentic opposing information

leads to an increase in P (C|X̂), thereby failing to explain X̂ for the given

P (C|X̂).
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We initialize the values of θ uniformly between −1e−2 and 1e−2 to encode no prior

assumptions on which time steps are most important and are iteratively updated

throughout the training. We start with small values for θ and thus perform forward

selection, steadily inserting only the most crucial timesteps to the prediction P (C|X̂).

This way, we encourage the system to provide simpler explanations, as the default

sum of θ is small. Alternatively, θ can be initialized to be close to 1 and followed by

backward selection. However, we show in our experiments 4.2 that this approach is

inferior.

3.5 Optimizing PERT

A major benefit of learning to perturb for explainability is that many behaviors of

good explanations can be encouraged during optimization via a loss function. In this

work, we learn the saliency values θ iteratively with respect to a novel loss function

(Equation 3.6) that contains three key components, each of which works together

to provide accurate and simple explanations for a black-box time series classifier.

There are three components in our loss function: Lpreservation , Lbudget , and LTV.

The first component, Lpreservation encourages the perturbation function fp to produce

perturbations for which the black-box classifier makes the same prediction as it did

for the instance-of-interest X̂:

Lpreservation = λ1

 1∥∥∥X̂∥∥∥
T∑
t=0

(fc(X̂)− fc(fp(X̂; θ)))2

 (3.3)

where fc(X̂) is black-box classifier’s predicted probability for the instance-of-

interest X̂ and fc(X̂∗) is black-box classifier’s prediction for the perturbed instance

X∗. By minimizing the squared difference between these terms, we encourage fp
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to preserve the prediction made on X̂. To balance the goal of explainability and

simplicity, we incorporate a Lbudget on the saliency values, it encourages the final

saliency values θ to be small with fewest possible timesteps:

Lbudget = λ2

(
1

‖θ‖

T∑
t=0

|θt|

)
(3.4)

Third, we add the intuition that neighboring timesteps and short contiguous

subsequences should be roughly equal in importance. We achieve this through Total

Variance Normalization [9], minimizing the squared difference between neighboring

saliency values:

LTV = λ3

(
1

‖θ‖

T−1∑
t=0

(θt − θt+1)
2

)
(3.5)

Finally, the loss terms are summed and each is associated with a coefficient to

allow for re-scaling depending on task-specific preferences in explanation behavior.

We scale the final loss function according to the sampling weights wO and wC .

The final loss for PERT is shown in Equation 3.6.

L(P (X̂); θ) = (Lpreservation + Lbudget + LTV) ∗
1

2
(wO + wC) (3.6)

We jointly optimize θ and w by minimizing L(P (X̂); θ). To prioritize the replacement

time series RC and RO which help minimize L(P (X̂); θ), we use L(P (X̂); θ)−1 to

update the corresponding replacement sample weights wO and wC .
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Algorithm 1 PERT
Input: X̂, fc, D

Result: Saliency map Ŝ

θ ← random_uniform(low = −1e− 2, high = 1e− 2)

for epoch in range(epochs); do

RO, RC , wO, wC ← Prioritized Replacement Selector(X̂,D)

X∗ ← θ �X + (1− θ)� (1θ<0 �RC + 1θ≥0 �RO) + gn

Lpreservation ← λ1

(
1

‖X̂‖
∑T

t=0(fc(X̂)− fc(X∗))2
)

Lbudget ← λ2

(
1
‖θ‖
∑T

t=0 |θt|
)

LTV ← λ3

(
1
‖θ‖
∑T−1

t=0 (θt − θt+1)
2
)

L(P (X̂); θ)← (Lpreservation + Lbudget + LTV) ∗ 1
2
(wO + wC)

θ ← θ − η∇J(θ)

update_priorities(L(P (X̂); θ)−1)

clamp(θ, low = −1, high = 1)

end
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Chapter 4

Experiments

4.1 Datasets

We evaluate our method on nine real-world time-series datasets: Wafer [27],

GunPoint [30], Computers [6], Earthquakes [6], FordA [6], FordB [6],

CricketX [6], PTB [11], ECG [27].

Each is a popular and publicly-available dataset for time series classification,

and the summary statistics are provided in Table 4.1. For each dataset, we train a

three-layered Fully-Connected Network (FCN) and a multi-node Recurrent Neural

Network (RNN) to serve as black-box classifiers in need of explanations. Both models

achieve nearly state-of-the-art performance for each task. Each dataset comes with

default train and test splits.

Dataset Wafer GunPoint Computers Earthquakes FordA FordB CricketX PTB ECG

Num. Train Instances 1000 50 250 322 3601 3636 390 1456 100
Num. Test Instances 6164 150 250 139 1320 810 390 1456 100
Num. Timesteps 152 150 720 512 500 500 300 187 96
FCN Accuracy (%) 99 99 80 75 96 92 81 98 98
RNN Accuracy (%) 99 99 79 75 96 92 80 98 98

Table 4.1: Summary statistics for the real-world datasets and the Accuracy of our
corresponding FCN and RNN models.
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4.2 Compared Methods

We compare our proposed method, PERT, to one baseline and five state-of-the-art

explanation methods for both FCN and RNN black-box models.

• Random. Each time step is assigned a random saliency value between -1 to 1

from a uniform distribution. This approach serves as a baseline for all methods.

• RISE [29]. The partial derivative of the black-box model’s prediction P (C|X̂)

with respect to each time step is estimated empirically by randomly setting

timesteps to zero and summarizing its impact on the P (C|X̂).

• LEFTIST [12]. The partial derivative of P (C|X̂) with respect to each time

step is estimated empirically by randomly replacing the timestep with a cor-

responding value from a random instance from the background dataset and

summarizing its impact on P (C|X̂).

• LIME [32]. Saliency values are derived from the coefficients of a linear

surrogate model, trained to mimic the behavior of the black-box model in the

feature space surrounding X̂. The success of this approach relies on the model

behaving linear locally, which is rarely guaranteed in practice.

• SHAP [19]. SHAP assigns Shapley values [5] to each time step, thus computing

their contributions to P (C|X̂). Each time step is replaced by every value

observed at the corresponding time step across all other instances in the

background dataset.

• Meaningful Perturbation (MP) [9]. MP learns to perturb each time step

such that P (C|X̂) decreases. Perturbation is achieved by combining squared
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exponential smoothing with additive gaussian noise. Saliency values are then

learned iteratively and are ultimately used as the final explanation.

4.3 Implementation Details

For each dataset, we train a three-layer FCN and a 10-node single layer RNN with

GRU cells to serve as black-box time series classifiers in need of explanations. We

train each model only on the training data, then explain their predictions for all

testing instances using each compared explainability method. All reported metrics

are the result of averaging over five runs to estimate the variance of the explainability

methods.

We optimize our proposed method using Adam [17] with a learning rate of

1e−3 and train for 5000 epochs, which empirically achieves convergence. We used

Weights & Biases [4] for experiment tracking and visualization. Our proposed

method is implemented in PyTorch [28] and our code is publicly-available at https:

//github.com/kingspp/timeseries-explain

4.4 Metrics

Careful selection of evaluation metrics plays a crucial role in our research. It is

extremely difficult to judge the quality of the explanation due to the absence of

standardized models and the unintuitive nature of time-series data. It is an arduous

task to debug and conclude whether the error is due to the proposed solution, the

chosen model, or the classifier design. The presence of multiple dynamic probabilistic

components makes it a challenge to evaluate the quality of the solution from the

perspective of model interpretation. We plan to use causal metrics for evaluation.

Explanation methods evaluated in a human-centered way, where there exists "ground
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truth" regions or bounding boxes drawn by humans and the generated saliency maps

are compared against, are laborious and biased. The deeplearning models are capable

of constructing meaningful representations that are non-intuitive to humans. Thus,

having human-out-of-the-loop metric for evaluation makes it fair and true to the

classifier’s view on the problem.

We use three key metrics to evaluate saliency maps for time series under the

intuition that a prediction is well-explained if it accurately ranks the timesteps

by their importance, as defined by changes in P (C|X̂) and returns only the most-

important timesteps.

AUC Difference. Saliency maps can be evaluated by “inserting” or “deleting”

timesteps from the time-series instance based on the derived importance map and

observing the changes in the black-box model’s predictions [29].

Intuitively, a good saliency map is one that has ranked timesteps such that when

the most important timesteps are deleted, there is a sharp drop in the confidence

of the model’s prediction. This can be measured by computing the area under the

deletion curve (AUDC) as timesteps are deleted one by one. A lower value for

this area naturally indicates a better explanation. Analogously, insertion of a few

important timesteps should result in the largest possible increase in the confidence

of the model’s prediction, thereby creating a large area under the insertion curve

(AUIC). To ease comparisons, we merge these two measures into one metric by

computing the difference, AUC-Difference = AUIC− AUDC. Ideally, the difference

should be large (1.0), implying the saliency maps having a high AUIC (1.0) and a

low AUDC (0.0) is a good explanation. This metric alleviates the need for human

evaluation and annotation and makes it more fair and true to the classifier’s own view

on the problem. To achieve deletion during evaluation we replace a to-be-deleted
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timestep with the corresponding timestep from the opposing class’s mean. Conversely,

for insertion, we iteratively replace the mean time series from the opposing class

with the original inputs of the instance-of-interest. Figure 4.1 describes the ideal

case of an explanation with an AUIC score of 0.84 and AUDC score of 0.05 resulting

in AUDC score of 0.79.

Figure 4.1: Deletion and Insertion Metrics

Confidence Suppression Game. Another popular approach to evaluating

saliency maps is to find the smallest number of timesteps required to suppress the

confidence of the black-box model by a given percentage [9]. We thus ask each

explanation to play this Confidence Suppression Game and return the proportion

of timesteps that must be deleted to reduce P (C|X̂) by each value in a set of

percentages. To achieve deletion, we once again replace timesteps with corresponding

values from the opposing class mean.

Minimality of Saliency Maps. A good explanation returns only the most

important timesteps, thus allowing a user to consider only a few regions of the input.

Thus we compute the sum of a saliency map, under the intuition that it should be

small, as the goals of explainability and simplicity are jointly optimized, we expect

importance of unimportant timesteps to go to zero leading to simpler explanations

with fewest possible timesteps. To avoid naive solutions with very small and equally

distributed saliency values, we report the normalized variance of the saliency map.

A high variance indicates a larger difference between the minimum and maximum

saliency values.
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4.5 Experimental Results

4.5.1 PERT successfully finds the most-important timesteps.

First, we measure how well all compared explainability methods have ranked the

timesteps by their importance via the AUC-Difference metric discussed in Section 4.4.

Our results using Fully-Connected Network and Recurrent Neural Network can be

found in Tables 4.2 and 4.3 respectively. In all cases, PERT significantly outperforms

all other methods, with the largest improvement seen in the Wafer, Gun-Point,

Computers, FordA, FordB, and CricketX datasets. This strongly indicates

that the saliency maps produced by PERT have indeed ranked the timesteps far more

accurately in terms of their individual effect on the black-box model’s prediction

confidence P (C|X̂). We also note that in general, learning to perturb (PERT and

MP) outperforms the random-replacement methods (Random, RISE, LEFTIST),

linear surrogate method (LIME) and game theory method (SHAP), demonstrating

the value in this class of perturbation-based explainability methods. When time

series instances are short, such as for the GunPoint and Wafer datasets, RISE

and SHAP produce comparable results to PERT as they rely on a densely-sampled

feature space surrounding each instance-of-interest. For longer series, covering this

space efficiently becomes extremely challenging, motivating learned perturbation [9].

We can see a similar pattern in results with FCN and RNN networks on the same

datasets.

Next, we use the Confidence Suppression Game to measure the smallest number

of timesteps that must be deleted to have the black-box model’s prediction drop by

a set of percentages. We report our findings for the Wafer, ECG, Computers,

Earthquakes, Ford-A, Ford-B, and CriketX datasets in Table 4.4, and due to

the space constraints the remainder of the results for PTB and GunPoint datasets
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are included with our publicly-available code, where we find the same trends. Overall,

PERT successfully achieves the desired suppression levels by deleting far fewer

timesteps than the compared methods. This indicates that PERT indeed finds the

fewest and most important timesteps. As expected, all methods also outperform the

Random baseline with very few exceptions. We also find the same trend to be true

for the RNN classifier, the results for which are included with our publicly-available

code.

Finally, we use Minimality of Saliency as a measure of simplicity of the derived

saliency map. The results in Table 4.4 indicates that the saliency maps derived

by PERT indeed highlight the fewest possible timesteps necessary to maintain fc’s

prediction of P (C|X̂) compared to state-of-the-art methods. The high variance

of saliency maps demonstrates PERT’s ability to avoid naive solutions with small

saliency values.

Methods
Datasets

Wafer GunPoint Computers Earthquakes FordA FordB CricketX PTB ECG

Random -0.02 (.01) 0.02 (.01) 0.01 (.01) -0.01 (.01) -0.03 (.01) -0.01(.01) -0.01 (.01) 0.06 (.04) 0.01 (.06)
RISE [29] 0.22 (.01) 0.16 (.01) -0.01 (.02) 0.23 (.05) 0.15 (.02) 0.11 (.01) 0.42 (.01) 0.07 (.05) 0.14 (.07)
LEFTIST [12] 0.53 (.02) 0.15 (.03) -0.16 (.01) 0.15 (.03) 0.16 (.01) 0.15 (.01) -0.01 (.01) 0.51 (.01) 0.55 (.01)

LIME [32] 0.06 (.01) 0.10 (.01) 0.06 (.03) -0.01 (.01) 0.01 (.02) 0.01 (.01) -0.01 (.01) 0.18 (.07) 0.09 (.06)

SHAP [19] -0.19 (.01) -0.01 (.01) 0.10 (.01) 0.71 (.03) 0.23 (.01) -0.17 (.01) 0.09 (.01) -0.15 (.01) -0.11 (.09)

MP [9] 0.49 (.01) 0.03 (.01) 0.15 (.01) 0.33 (.01) 0.48 (.01) 0.37 (.01) 0.43 (.01) 0.33 (.01) -0.16 (.00)
PERT 0.74 (.01) 0.56 (.01) 0.95 (.01) 0.93 (.01) 0.83 (.01) 0.82 (.01) 0.69 (.01) 0.58 (.01) 0.60 (.01)

Table 4.2: Performance of the AUC-difference metric with the FCN black-box
model. Parentheses indicate σ. Compared methods are separated into four groups:
Random perturbation, linear surrogate model, game theory method, and learned
perturbations.
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Methods
Datasets

Wafer GunPoint Computers Earthquakes FordA FordB CricketX PTB ECG

Random 0.01 (.01) 0.03 (.01) 0.01 (.01) 0.04 (.01) 0.01 (.01) 0.01(.01) -0.01 (.01) 0.07 (.04) 0.01 (.06)
RISE [29] 0.13 (.01) 0.10 (.01) -0.01 (.02) 0.23 (.05) 0.15 (.01) 0.11 (.02) 0.42 (.01) 0.10 (.05) 0.19 (.07)
LEFTIST [12] 0.16 (.01) 0.15 (.03) -0.16 (.01) 0.53 (.03) 0.15 (.02) 0.15 (.01) -0.10 (.01) 0.42 (.01) 0.51 (.01)

LIME [32] 0.07 (.01) 0.02 (.01) 0.05 (.03) -0.02 (.01) 0.01 (.01) 0.01 (.01) 0.03 (.01) 0.12 (.07) 0.09 (.06)

SHAP [19] -0.15 (.01) -0.01 (.01) 0.10 (.01) 0.80 (.03) 0.23 (.01) -0.17 (.01) 0.30 (.01) -0.14 (.01) 0.08 (.09)

MP [9] 0.55 (.01) 0.02 (.01) 0.16 (.01) 0.30 (.01) 0.47 (.01) 0.39 (.01) 0.23 (.01) 0.30 (.01) -0.15 (.01)
PERT 0.78 (.01) 0.48 (.01) 0.92 (.01) 0.82 (.01) 0.70 (.01) 0.70 (.01) 0.68 (.01) 0.52 (.01) 0.57 (.01)

Table 4.3: Average performance of the AUC-difference metric with the RNN black-box
model.

4.5.2 Ablation Study

We next compare alternative approaches to some of PERT’s key components with

respect to the AUC-Difference metric, the results for which are shown in Figure

4.2. We target this study at three categories: loss components, selection criteria,

and replacement strategies. First, we compare PERT’s performance while removing

different components of the loss function. As expected, Lpreservation clearly has the

largest impact on the final AUC-Difference, as without this component, there is no

relationship between the saliency map and the model’s prediction. The remaining

components gn, LBudget and LTV Norm have less of an impact but still contribute to

PERT’s state-of-the-art performance.
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Figure 4.2: Ablation Study.

Second, PERT uses Forward Selection, starting with small saliency values and
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Confidence suppression game ↓ Minimality of Saliency
Dataset Method 10% 20% 30% 40% 50% 60% 70% 80% 90% 95% Sum (%) ↓ ‖V ariance‖ ↑

Random 0.79 0.82 0.86 0.87 0.87 0.88 0.89 0.91 0.91 0.92 50 0.0016
RISE [29] 0.57 0.57 0.58 0.59 0.59 0.59 0.61 0.61 0.61 0.61 82 0.0001
LEFTIST [12] 0.56 0.57 0.58 0.58 0.58 0.58 0.58 0.58 0.58 0.59 78 0.0001

Wafer [27] LIME [32] 0.69 0.73 0.82 0.82 0.83 0.84 0.84 0.86 0.86 0.88 42 0.0001
SHAP [19] 0.78 0.78 0.78 0.78 0.78 0.78 0.79 0.79 0.79 0.79 52 0.0004
MP [9] 0.41 0.47 0.53 0.54 0.55 0.56 0.57 0.58 0.68 0.73 6 0.0041
PERT 0.40 0.40 0.46 0.47 0.48 0.49 0.51 0.53 0.55 0.59 1 0.0153

Random 0.40 0.41 0.41 0.43 0.43 0.43 0.44 0.45 0.45 0.45 50 0.0001
RISE [29] 0.40 0.40 0.40 0.40 0.40 0.41 0.41 0.41 0.41 0.41 76 0.0001

ECG [6] LEFTIST [12] 0.30 0.30 0.30 0.30 0.30 0.31 0.31 0.31 0.31 0.31 60 0.0001
LIME [32] 0.71 0.72 0.74 0.77 0.79 0.81 0.81 0.84 0.85 0.64 42 0.0001
SHAP [19] 0.62 0.62 0.62 0.63 0.63 0.63 0.63 0.64 0.64 0.64 64 0.0001
MP [9] 0.51 0.51 0.51 0.52 0.52 0.52 0.52 0.52 0.53 0.53 3 0.0005
PERT 0.21 0.21 0.21 0.21 0.21 0.22 0.22 0.22 0.22 0.22 2 0.0034

Random 0.69 0.73 0.75 0.77 0.79 0.81 0.83 0.85 0.90 0.95 50 0.0001
RISE [29] 0.92 0.92 0.93 0.93 0.93 0.94 0.94 0.94 0.94 0.94 46 0.0001

Computers [6] LEFTIST [12] 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 49 0.0001
LIME [32] 0.60 0.62 0.65 0.68 0.7 0.71 0.73 0.75 0.78 0.82 23 0.0001
SHAP [19] 0.99 0.99 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00 51 0.0001
MP [9] 0.75 0.76 0.78 0.81 0.81 0.82 0.82 0.83 0.84 0.88 4 0.0005
PERT 0.50 0.50 0.50 0.51 0.51 0.51 0.51 0.51 0.51 0.51 2 0.0017

Random 0.97 0.97 0.98 0.98 0.99 0.99 0.99 0.99 1.00 1.00 50 0.0001
RISE [29] 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 74 0.0001

Earthquakes [6] LEFTIST [12] 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 1.00 1.00 61 0.0001
LIME [32] 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.99 0.99 43 0.0001
SHAP [19] 0.99 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 51 0.0001
MP [9] 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 4 0.0001
PERT 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 2 0.0039

Random 0.75 0.78 0.82 0.84 0.86 0.88 0.89 0.91 0.92 0.95 50 0.0001
RISE [29] 0.76 0.76 0.76 0.76 0.76 0.76 0.77 0.77 0.77 0.78 55 0.0001

Ford-A [6] LEFTIST [12] 0.78 0.78 0.79 0.80 0.81 0.82 0.83 0.84 0.84 0.85 49 0.0001
LIME [32] 0.71 0.75 0.78 0.81 0.83 0.84 0.86 0.87 0.89 0.92 44 0.0001
SHAP [19] 0.93 0.98 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.99 47 0.0001
MP [9] 0.66 0.67 0.70 0.72 0.75 0.77 0.78 0.81 0.83 0.87 3 0.0010
PERT 0.63 0.64 0.65 0.66 0.66 0.67 0.67 0.68 0.69 0.72 2 0.0012

Random 0.73 0.74 0.77 0.79 0.81 0.83 0.84 0.85 0.86 0.88 50 0.0001
RISE [29] 0.73 0.81 0.85 0.86 0.86 0.86 0.86 0.86 0.87 0.87 48 0.0001

Ford-B [6] LEFTIST [12] 0.72 0.73 0.75 0.77 0.80 0.82 0.83 0.84 0.85 0.86 49 0.0001
LIME [32] 0.71 0.72 0.74 0.77 0.79 0.81 0.81 0.84 0.85 0.87 30 0.0001
SHAP [19] 0.71 0.72 0.74 0.75 0.77 0.81 0.81 0.82 0.83 0.84 40 0.0009
MP [9] 0.71 0.71 0.73 0.74 0.76 0.77 0.78 0.79 0.82 0.83 4 0.0008
PERT 0.70 0.71 0.71 0.72 0.73 0.73 0.74 0.74 0.76 0.77 2 0.0010

Random 0.21 0.27 0.35 0.41 0.49 0.61 0.72 0.89 0.93 1.00 50 0.0001
RISE [29] 0.15 0.15 0.26 0.35 0.45 0.55 0.63 0.91 0.91 0.95 74 0.0001

CricketX [24] LEFTIST [12] 0.20 0.26 0.29 0.29 0.30 0.50 0.50 0.50 0.50 0.50 51 0.0001
LIME [32] 0.14 0.19 0.23 0.26 0.29 0.31 0.34 0.37 0.41 0.48 39 0.0001
SHAP [19] 0.19 0.29 0.33 0.36 0.38 0.39 0.40 0.41 0.43 0.45 33 0.0005
MP [9] 0.09 0.11 0.12 0.15 0.17 0.18 0.19 0.21 0.21 0.25 2 0.0040
PERT 0.06 0.07 0.07 0.08 0.08 0.09 0.10 0.11 0.12 0.15 1 0.0037

Table 4.4: Confidence suppression metric performance for seven key datasets with
the FCN black-box model. Lower values are better for Saliency sum and Confidence
suppression game, Higher values are better for Saliency variance. ↓ indicates the
lower the better. ↑ indicates the higher the better.
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Confidence suppression game ↓ Minimality of Saliency
Dataset Method 10% 20% 30% 40% 50% 60% 70% 80% 90% 95% Sum (%) ↓ ‖V ariance‖ ↑

Random 0.75 0.78 0.82 0.83 0.83 0.84 0.85 0.87 0.87 0.88 50 0.0001
RISE [29] 0.63 0.63 0.64 0.65 0.65 0.65 0.67 0.67 0.67 0.67 82 0.0001
LEFTIST [12] 0.83 0.84 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.86 76 0.0001

Wafer [27] LIME [32] 0.62 0.66 0.75 0.75 0.76 0.77 0.77 0.79 0.79 0.81 44 0.0001
SHAP [19] 0.74 0.74 0.74 0.74 0.74 0.74 0.75 0.75 0.75 0.75 51 0.0004
MP [9] 0.41 0.47 0.53 0.54 0.55 0.56 0.57 0.58 0.68 0.73 6 0.0041
PERT 0.37 0.40 0.43 0.44 0.45 0.46 0.48 0.52 0.52 0.56 3 0.0062

Random 0.40 0.41 0.41 0.43 0.43 0.43 0.44 0.45 0.45 0.45 50 0.0001
RISE [29] 0.49 0.49 0.49 0.49 0.49 0.50 0.50 0.50 0.50 0.50 69 0.0001

ECG [6] LEFTIST [12] 0.65 0.65 0.65 0.65 0.65 0.66 0.66 0.66 0.66 0.66 62 0.0001
LIME [32] 0.71 0.72 0.74 0.77 0.79 0.81 0.81 0.84 0.85 0.64 40 0.0001
SHAP [19] 0.64 0.65 0.67 0.70 0.72 0.74 0.74 0.77 0.78 0.57 61 0.0001
MP [9] 0.45 0.45 0.45 0.46 0.46 0.46 0.46 0.46 0.47 0.47 4 0.0005
PERT 0.15 0.15 0.15 0.15 0.15 0.16 0.16 0.16 0.16 0.16 2 0.0033

Random 0.67 0.71 0.73 0.75 0.77 0.79 0.81 0.83 0.88 0.93 50 0.0001
RISE [29] 0.73 0.73 0.74 0.74 0.74 0.75 0.75 0.75 0.75 0.75 48 0.0001

Computers [6] LEFTIST [12] 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 45 0.0001
LIME [32] 0.55 0.57 0.60 0.63 0.65 0.66 0.68 0.70 0.73 0.77 24 0.0001
SHAP [19] 0.99 0.99 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00 51 0.0001
MP [9] 0.60 0.61 0.63 0.66 0.66 0.67 0.67 0.68 0.69 0.73 6 0.0005
PERT 0.13 0.16 0.16 0.17 0.17 0.17 0.17 0.17 0.17 0.17 3 0.0013

Random 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 50 0.0001
RISE [29] 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 79 0.0001

Earthquakes [6] LEFTIST [12] 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.97 0.97 61 0.0001
LIME [32] 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.93 0.93 45 0.0001
SHAP [19] 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 50 0.0001
MP [9] 0.83 0.83 0.83 0.83 0.83 0.84 0.87 0.87 0.87 0.89 4 0.0001
PERT 0.77 0.77 0.77 0.77 0.77 0.77 0.77 0.77 0.77 0.77 2 0.0033

Random 0.77 0.80 0.84 0.86 0.88 0.9 0.91 0.93 0.94 0.97 50 0.0001
RISE [29] 0.75 0.75 0.75 0.75 0.75 0.75 0.76 0.76 0.76 0.77 53 0.0001

Ford-A [6] LEFTIST [12] 0.58 0.58 0.59 0.60 0.61 0.62 0.63 0.64 0.64 0.65 49 0.0001
LIME [32] 0.62 0.66 0.69 0.72 0.74 0.75 0.77 0.78 0.80 0.83 41 0.0001
SHAP [19] 0.90 0.95 0.95 0.95 0.96 0.96 0.96 0.96 0.96 0.96 50 0.0001
MP [9] 0.68 0.69 0.72 0.74 0.77 0.79 0.80 0.83 0.85 0.89 4 0.0018
PERT 0.43 0.44 0.45 0.46 0.46 0.47 0.47 0.48 0.49 0.52 3 0.0024

Random 0.73 0.74 0.77 0.79 0.81 0.83 0.84 0.85 0.86 0.88 50 0.0001
RISE [29] 0.69 0.77 0.81 0.82 0.82 0.82 0.82 0.82 0.83 0.83 49 0.0001

Ford-B [6] LEFTIST [12] 0.69 0.70 0.72 0.74 0.77 0.79 0.80 0.81 0.82 0.83 49 0.0001
LIME [32] 0.66 0.67 0.69 0.72 0.74 0.76 0.76 0.79 0.80 0.82 33 0.0001
SHAP [19] 0.54 0.55 0.57 0.58 0.60 0.64 0.64 0.65 0.66 0.67 42 0.0009
MP [9] 0.43 0.43 0.45 0.46 0.48 0.49 0.50 0.51 0.54 0.55 5 0.0008
PERT 0.33 0.34 0.34 0.35 0.36 0.36 0.37 0.37 0.39 0.40 3 0.0011

Random 0.22 0.28 0.36 0.42 0.50 0.62 0.73 0.90 0.94 1.00 50 0.0001
RISE [29] 0.12 0.12 0.23 0.32 0.42 0.52 0.6 0.88 0.88 0.92 73 0.0001

CricketX [24] LEFTIST [12] 0.27 0.21 0.18 0.18 0.17 0.03 0.03 0.03 0.03 0.03 51 0.0001
LIME [32] 0.13 0.18 0.22 0.25 0.28 0.30 0.33 0.36 0.40 0.47 33 0.0001
SHAP [19] 0.23 0.33 0.37 0.40 0.42 0.43 0.44 0.45 0.47 0.48 34 0.0005
MP [9] 0.07 0.09 0.09 0.13 0.15 0.16 0.17 0.19 0.19 0.23 2 0.0040
PERT 0.06 0.07 0.07 0.08 0.08 0.09 0.10 0.11 0.12 0.15 1 0.0048

Table 4.5: Confidence-Suppression Metric performance for two key datasets with the
RNN black-box model. Lower values are better for Saliency sum and Confidence
suppression game, Higher values are better for saliency variance.
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progressively increasing them during training. However, another option is Backward

Selection, where saliency values are initially large and are decreased during training.

Interestingly, the Forward Selection is significantly better than Backward Selection,

indicating that carefully adding time steps produces a better ranking whilst preserving

the fewest possible timesteps. Third, we experiment with five alternative time series

replacement strategies to test the importance of the choice of replacement time series

R’s impact on black-box model fc’s prediction P (C|X̂). Initially we consider an

exhaustive search to find a single best (and worst) R from the background dataset

D. From this experiment, we notice that the AUC-Difference metric is sensitive to

the choice of replacement time series R. However, by observing the relationship

between the predicted confidence of fc for instance-of-interest X̂, P (C|X̂) and for the

perturbed instance X∗, P (C|X̂∗), we propose dual replacement sampling, where we

sample a replacement time series from class-of-interestRC and from opposing classRO,

and perform time step specific replacement which results in a substantial improvement

in AUC-Difference metric, and when coupled with prioritization outperforms all

other replacement strategies.

4.5.3 Hyperparameter Study

Producing explanations with PERT involves balancing the four key hyperparameters:

The mean of Gaussian noise gn and the Lpreservation, Lbudget, and LTV coefficients.

We investigate the effects of tuning the coefficients of each in isolation in Figure

4.3 on Wafer dataset, keeping all unchanged parameters at their best-found values.

As shown in Figure 4.3(a), we change the mean of the gaussian noise from -1 to 2 and

notice that the optimal value lies between 0 and 1, indicating that a small amount

of additive gaussian noise leads to the largest improvement in PERT’s performance.

This confirms the intuition behind the compared method MP [9], which employs a
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Figure 4.3: PERT Hyperparameter Study

similar strategy. Next, we find a non-linear trade-off for the Lpreservation coefficient:

Too-low means not enough focus on producing good explanations, too-high begins to

ignore the other crucial parts of the loss function, as shown in Figure 4.3(b). Third,

as expected, a higher Lbudget leads to lower AUC-Difference, as shown in Figure

4.3(c). This is because there is a trade-off between the Lbudget and Lpreservation, where

the higher the coefficient on LTV forces PERT to minimize the values of the saliency

map during training, eventually ignoring the preservation task entirely. Finally, the

results for the LTV coefficient are shown in Figure 4.3(d), where we observe that the

final AUC-Difference is quite robust to these changes in the coefficient, ranging only

between 0.61 and 0.63. Compared methods use default hyperparameters.
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4.5.4 Case Study

Blip dataset

Figure 4.4: Blip Case Study.

The 10-timestep synthetic dataset is designed by choice in order to intuitively verify

the explanation provided to showcase the black-box model’s pattern identification

capabilities. For class 0, there are 6 different variations of blip in the first five

timesteps. For class 1, there exists a single pattern i.e, a single blip in the first

five time steps. In order to test the black-box-model’s capability to ignore certain

common patterns, both the classes have a single blip in last 5 timesteps. In this

dataset there is no well-defined ground-truth for which time steps are truly the

most important. To overcome this limitation, we design a simple synthetic dataset,

where some timesteps are essential to classification success, while some timesteps are

entirely irrelevant. Specifically, we create a balanced dataset with two classes and a

total of X training time series. Examples from the Negative class having ones are

timesteps 2-4 and examples from the Positive class having any random combination
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of ones and zeros between timesteps 2 and 4. Timesteps six and seven are always

ones and all other timesteps are always zeros. This way, to predict the class label of

a time series, all a classifier needs to look at is timesteps two, three, and four.

CricketX dataset

Figure 4.5: CricketX “No-Ball” Class Case Study
The signal is shown in black. Important time steps for the class-of-interest are

shown in bright green and while bright red indicates important time steps for the
opposing class.

CricketX dataset [24] contains length-300 time series and is a binary classifica-

tion task: An umpire wearing a sensor on their wrists calls either No Ball or Wide

Ball during a cricket match. The No Ball class has bursts of movement on the left

side, indicating the umpire raised their left hand. The Wide Ball class has left-side

and right-side bursts, indicating the umpire also raised their right hand. For this
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case study, we choose one instance from the No Ball class, which is known to be

represented as as a spike in the left side of the time series. In Figure 4.5, we show

the raw instance in black along with the saliency map produced by PERT colored

according to the scale of the values in the saliency map. Intuitively, the brighter the

colors, the more important the corresponding time series.

First, multiple bursts only on the left-side of the time series are an indication of

strong evidence for the No Ball class, PERT accurately highlighted the highest burst

in the brightest green region. Further, evidence for the No Ball class also appears on

in the right-hand signal where there would have been a signal had it been Wide Ball.

PERT’s saliency map effectively highlights that the black-box classifier accurately

used these important regions to predict No Ball. Additionally, this example gives

us insight into the black-box model’s prediction: The end of the left-hand signal

(once the umpire’s hand is raised and stabilized) is the strongest evidence supporting

the model’s decision. Second, bright red color bars indicate strong evidence for the

opposite class had this been a Wide Ball (opposite class). This strongly indicates

that the underlying model is using the information at these two regions far more

than the others, exactly as expected for this example.
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Chapter 5

Conclusion

In this work, we identify the need for attribution-based explanations for deep neural

network-based time series classifiers. We then design PERT, a method that learns

to highlight the timesteps that are most responsible and the degree to which they

are important for the classifier’s prediction. By adaptively learning a perturbation

function, PERT creates explanations for input time series that are catered specifically

to the dataset, time series instance, and individual timesteps, deriving evidence both

for and against the model’s prediction. This evidence, presented as one importance

value per timestep, thus allows an end-user to understand what information their

classifier was using during classification, increasing their trust in their model. In

our experiments, we conclusively demonstrate that PERT accurately discovers the

most-important timesteps as it outperforms five state-of-the-art alternatives on three

key metrics on nine datasets.
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Chapter 6

Future Work

6.1 Incorporating distance metrics

Figure 6.1: TSNE visualization of in-
stance perturbations in LIME[32]

Figure 6.2: TSNE visualization of in-
stance perturbations in PERT[9]

Figures 6.1 and 6.2 demonstrate the differences in the distances between random

perturbations and learning to perturb methods. It is intriguing to understand the

learning process behind the perturbations. In a few of the cases, the Lpreservation

component of the loss function oscillates frequently suggesting a hypothesis - the

specimen is very close to the class-decision boundary line. Such cases pave way for

interesting ways of exploring the boundaries using distance metrics. To expand the

boundary of our perturbations, the direction of expansion plays a crucial role i.e,
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whether to push the path of perturbation towards / away from the nearest opposing

instance. Here are a few use cases of distance metrics. First, the use of distance

metrics allows us to design a decay factor for the Lbudget component based on the

variance in the Lpreservation component (judging how close the perturbations are to

the decision boundary). Second, we can enforce decay / increase of the distance

between previous perturbation and the next perturbation based on the number of

iterations leading to closer / farther perturbed instances. Third, the distance metric

can be used to formulate an early stopping criterion. Finally, use of distance metrics

might help reduce network artifacts induced by perturbations.

6.2 Extending to Multi-variate, Multi-class problems

PERT is designed to work with uni-variate binary classification problems. In contrast,

the real-world problems are of multi-variate and multi-class types. To better adapt

PERT for real-world problems, a few changes are necessary,

Prioritized Replacement Selector. A prioritized replacement selector is used

to optimize the sampling of replacement time series from the background dataset.

PERT makes use of two priority buffers, one for sampling instances from the same

class (predicted class of instance P (C|X̂)) and the other for sampling instances

from the opposing class. In a multi-class scenario, it is non-trivial to choose the

opposing class due to the existence of > 2 classes. To support dual-sampling (same

and opposing), we need a measure of distance between the instance of interest and

respective classes. This translates to measuring the distance between a point p

(instance of interest) and a distribution d (Class-specific distributions). We plan to

make use of Mahalanobis Distance to support dual-sampling by deriving the opposing

class for the given instance-of-interest.
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Guided Perturbation Function. The function fgp is responsible for learning

to perturb the instance-of-interest. PERT uses θ, a one-dimensional parametric

trainable vector to represent the saliency of each timestep for a uni-variate instance.

Figure 6.3: Learnable Multi-variate Multi-class Mask

Figure 6.3 showcases the necessary changes in the learnable mask θ of one

dimension representing timesteps to a three dimension vector, where classes, features

and timesteps are the dimensions of a multi-variate, multi-class setting.

Optimizing PERT. To derive instance-specific explanations, PERT uses RMSE

function to preserve the class confidence of the instance-of-interest. However, the

confidences are probabilistic measures and RMSE is not suited for probabilities,

due to the presence of power operations. Probabilities, being fractions under 1, are

significantly affected by the power operations (Square and Root). Calculating the

squares of differences of probabilities, the values that are averaged are abnormally

small, hence the model barely learns. This problem turns out to be exponentially

challenging in a multi-class setting. To derive instance-specific explanations, it is

crucial to preserve the probabilistic distribution of confidences predicted by the deep

time series classifier. To best measure the similarity between two distributions, we

plan to use Kullback-Liebler Divergence. KL Divergence is a measure of how one

probability distribution is different from another probability distribution. KL(P,Q)

is the information gain/loss when distribution Q is used instead of distribution P .
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6.3 Shared Saliencies

In a multi-class problem, there exists saliency maps explaining respective class

confidences. In such cases, saliency maps of two or more different classes tend to

be similar to each other suggesting the presence of shared saliencies. The presence

of shared saliencies lead to an ambiguity in the derived evidences for the respective

decision. Distinct class-specific saliency maps void of shared saliencies lead to

intuitive (simple - few timesteps in the evidence and precise - unique evidence)

explanations. To derive class-specific saliency maps, we subtract saliency maps of

the other candidate classes from the saliency map of the target class.

θ∗t =
∑

c∈candidates

P (c | X̂) ∗max(θt − θc, 0)[c 6= t]
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