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Abstract

The increasing reliance of people on computerslédy tasks has resulted in

a vast number of digital documents. Search enguses once luxury tools for
quickly scanning a set of documents but are nowlkdyibecoming the only practical
way to navigate through this sea of informatioraditionally, search engine results
are based upon a mathematical formula of docunedgance to a search phrase.
Often, however, what a user deems to be relevahivéiat a search engine computes
as relevant are not the same. User feedback regatfte utility of a search result can
be collected in order to refine query results. iddally, user feedback can be used
to identify queries that lack high quality searebults. A content author can then
further develop existing content or create new eointo improve those search results.

The most straightforward way of collecting usexdieack is to add a graphical
user interface component to the search interfaateaitks the user how much he or
she liked the search result. However, if the feefmechanism requires the user to
provide feedback before he or she can progredsgiuvtith his or her search, the user
may become annoyed and provide incorrect feedbalcles out of spite. Conversely,
if the feedback mechanism does not require thetogamovide feedback at all then
the overall amount of collected feedback will bengished as many users will not
expend the effort required to give feedback. Tasearch focused on the collection
of explicit user feedback in both mandatory (a usast give feedback) and
voluntary (a user may give feedback) scenarios ddllected data was used to train
a set of decision tree classifiers that providest gatisfaction values as a function of
implicit user behavior and a set of search terftse results of our study indicate that
a more accurate classifier can be built from exptiata collected in a voluntary
scenario. Given a limited search domain, the dlaa8on accuracy can be further

improved.
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1 Introduction

Collecting user feedback is an important practiz product developers can
employ in order to increase the likelihood of swscef their products. Product
developers that do not solicit feedback from thisiers are more likely to provide a
sub-optimal experience simply because there igwalalivide between what
developers think users want and what users actwalht [Kvavik et al. 1994].

Ideally, during system development, a rigorouso$etser studies are performed in
order to account for user expectations. Thesesisdres are costly in terms of both
time and money. To reduce this overhead, manyymerg continuously request
feedback from users over the life of a deployedesys When feedback is to be
collected from a running system, the user interfati@ must be augmented with a
user feedback mechanism.

The Ul designers can either force a user to giedlfack via a mandatory
feedback mechanism or they can rely on the gooaivdl user by simply requesting
feedback via a voluntary feedback mechanism. Adatory feedback mechanism
limits what actions a user can perform until theryzovides a feedback value. A
voluntary feedback mechanism, while resident inUhedoes not constrain the
actions a user can perform and can be ignoredéyghr. This thesis investigates
the differences between mandatory and voluntargifeek mechanisms and how they
affect two major properties of user feedback dat@ntity and quality. Here, the
guantity attribute is defined as the total numidexser feedback responses collected
by the feedback mechanism over a given time peridee quality attribute is defined
as how accurately a user feedback response repgeakeruser’s actual impression of

the product.

1.1 Problem Description
User feedback about a system can provide informakiat allows the designers

to fix a plethora of problems, ranging from bassability to improving the actual
content being served. For this thesis, we consigecase of improving World Wide
Web search engine results. Web search engindsesaltypically returned by an
algorithm that accepts a user search query as,imith is then used to scan the



contents of a database of Web pages. The seagateaesults are a ranked and
returned sorted based upon how well a particulab Y&ge matches the search query
and by other attributes of that page, such asuh&er of incoming and outgoing
hypertext links, that give an indication its ovéralevance [Lopez-Ortiz 2005].
While current search engine technology can be efeahe reliance on such
algorithms allow for malicious sites to “game” thystem, exploiting properties of
the algorithm to artificially increase the rankioga page [Dalvi et al. 2004]. If user
satisfaction with a search result could be takém @onsideration, a search engine
could validate its search results in order to imprthe overall search session
[Hijikata 2004]. For example, if a search engiaeks a particular Web page high in
its search result listings, but users indicate #r@ynot very satisfied with the page,
then the search engine can adjust its listingarté the page lower.

The most straightforward way of collecting usersacttion values for search
results is to add a feedback collection featutaéoUl. Collecting feedback via such
an explicit method can be problematic. The Ul giest must choose either a
mandatory or a voluntary feedback mechanism, cenisig the benefits and
disadvantages of each approach. The constraipiss@d on a user by each method
have a different effect on the amount of data ctd#ié and the quality of that data. If
a user satisfaction value could be determined witkeaplicitly asking the user,
however, the best of both approaches could be athieEvery user of the search
engine would implicitly provide a feedback valudiwaiut being hindered by feedback
constructs added to the Ul.

Previous work has found correlations between uskawors collected during a
user’s interaction with a Web browser and a udewsl of satisfaction with the Web
page [Claypool et al. 2001a; Claypool et al. 20@0én et al. 2002]. In addition to
user behaviors, certain environmental attributesh s the number of images
embedded in a Web page, have shown to be relategktcsatisfaction [Ivory et al.
2001]. The combination of these user behaviorsesnvitonmental attributes are
termedimplicit indicatorsin the literature. A classifier can be built tipagdicts user

satisfaction as a function of implicit indicatorSearch engines could then use the



classifier to determine user satisfaction with skaesults without explicitly asking
users for feedback.

The discovery of a set of implicit indicators remui the retrieval of explicit
feedback values from users in order to determiaagipropriate correlations between
a particular behavior and a satisfaction levele Tiker satisfaction values used in the
implicit indicators research were collected via anahatory feedback mechanism.
Unfortunately, forcing a user to provide feedbamkdach search result is not
practical; users will quickly become annoyed witk search system and seek out
alternative tools [Adamczyk & Bailey 2004]. A selarsystem using a voluntary
feedback mechanism may be much more tolerableais @nd thus more likely to be
used in “real world” settings. However, to the tb@fsour knowledge there has been
no work performed that shows a correlation betwdsga collected via a voluntary
feedback mechanism and implicit user behaviorsitititate user satisfaction values.

The research question is therefore:

Can voluntary data can be used to train a classifier that is as
effective as a classifier trained with mandatory data.

1.2 Hypotheses
Due to the different natures of mandatory and viasipnfeedback mechanisms,

we expect that they will yield a different amouhfeedback as well as a different
quality of feedback. Both high quantity and highality are important properties for
constructing accurate classifiers. Quantity israightforward attribute to measure,
namely the number or feedback values given per. UQaglity, on the other hand, is
not easily quantifiable and thus difficult to gaug&'e relied on the previous work on
implicit indicators in order to evaluate the degoéguality of our collected feedback
data. High quality data will exhibit little variah between collected feedback values
and the corresponding expected feedback valuestbaialculated using implicit
indicators.

The first hypothesis{1) is that a mandatory feedback method will coll@gher
guantities of data than a voluntary feedback metHbdsers are not required to give



feedback, in most cases they will not, and thisllbws that a mandatory feedback
mechanism would yield more data than a voluntaegiiack mechanism.

The second hypothesisl®) is that a voluntary feedback method will collect
higher quality data than a mandatory method. Tp®thesis is based upon typical
user response to elements that they deem to hesiver For example, if the only
way to remove a mandatory feedback mechanismdkdoa button that is tied to a
particular feedback value, many users will simpigkcthe nearest button in order to
make the Ul element disappear without regard tatheal feedback given.
However, if the user goes out of the way to givedfeack, one can assume that the

feedback rating is of high quality rather than dymgpmeans to an end.

1.3 Outline of Thesis
We investigated the differences in the quality godntity of data collected by

mandatory and voluntary feedback mechanisms. Wected feedback from users
as they performed actionscaontrolled anduncontrolled scenarios. In the controlled
scenario, users performed Microsoft® Excel taskstarir search domain was
limited to the Microsoft Office help system. Iretbncontrolled scenario, users were
allowed to leisurely search the Web using the Ge®gWeb search engine. We
chose two different scenarios in order to deternn@hat degree the search domain
affects user feedback. By factoring out the sedwozhain, we can focus more on the
differences between mandatory and voluntary feddbachanisms.

We experimented with several different feedbacknilementations in the
context of a Web browser and observed how thoderdiices relate to the quality
and quantity of the data collected. We enhancedvicrosoft Internet Explorer Web
browser with our Ul modifications in a system webtad theviandorvol Browser®.,

The Mandorvol Browser used a pop-up window for nazory feedback collection

and a passive side panel for voluntary feedbadeaadn. The Mandorvol Browser

! The nameMandorvol was derived from the two types of feedback meamsibeing studied:
MANDatory OR VOLuntary.

Microsoft is either a registered trademark or tradek of Microsoft Corporation in the United States
and/or other countries.

Google is a trademark of Google Inc.



was programmed to randomly choose from one of éaperiment types upon
initialization and its behavior adjusted accordyng|

The four experiment types wem@ndatory controlled, mandatory uncontrolled,
voluntary controlled, andvoluntary uncontrolled. In the controlled experiments, the
feedback mechanism was only displayed when theviseed a search result from a
limited search domain (here, the Microsoft Offiahsystem), whereas in the
uncontrolled experiments, the feedback mechanisendigplayed when the user
viewed a search result from an unbounded searclaiddimere, the Google WWW
search engine). The Mandorvol Browser presentedisier with a pop-up window
for the mandatory set of experiments and the passde panel for the voluntary set
of experiments.

We conducted the experiments on the Worcester &igic Institute campus in
its three primary public access computer labs. &tperimentation period lasted 38
days and consisted of 161 participants. The deltedata was analyzed using
traditional statistical methods and was also ueddhin a classifier that predicted a
user satisfaction value for a search result asetifon of implicit behavior values.
The explicit feedback values collected were usdabtb train and test the classifier's
predictions. As with the work completed by Foxaki2005], the classification
accuracy of our classifier provided insight inte tjuality of the collected data.
Having thoroughly investigated the issue of datalityy we were able to address the
primary research question.

We found that a mandatory feedback mechanism mdiééd collect more data
than a voluntary feedback mechanism will. In theantrolled scenario the
mandatory feedback mechanism collected 27% moponsgs (normalized per user)
than the corresponding voluntary feedback mechanigrite in the controlled
scenario it collected 32% more. We also found éhabluntary feedback mechanism
will collect higher quality data than a mandatoegdback mechanism will. Both of
these results support our original hypothesesoddir a detailed data analysis, we
found that a classifier used to predict user sattgfn values can be trained with data
collected via a voluntary feedback mechanism. Mwoee, we observed that such a

classifier will perform at least as good as, if hetter than, one trained with data



collected via a mandatory feedback mechanism. thatdilly, we noted a threshold
at which the increased amount of data collected mandatory feedback mechanism
ceases to be a contributing factor to a class#iaccuracy.

The thesis is structured as follows: Chapter 2 igies/a survey of previous work
performed in relation to user feedback systemsp€na offers supplemental
material about machine learning techniques, fogusmdecision trees, which we use
in our comprehensive data analysis; Chapter 4|ddtee design and execution of the
two pilot studies performed in preparation of tkperiment; Chapter 5 describes the
experimental methodology and high-level resultsafitér 6 presents a detailed
analysis of the collected data and how it reladehié original problem; and Chapter 7

provides a conclusion with suggestions for futuoeky



2 Background

This chapter provides background information oresa\key concepts necessary

for complete understanding of the thesis, includilagsifiers and decision trees.

2.1 Classifiers
It is often the case that system designers emigadaacollection component into

their software systems. The collected data camské to generate a variety of
statistics that the designers can use to furtheamre the system. For example, by
tracking the most popular paths through a Web gigeWeb site’s designers can
dedicate resources to improving those paths. Véhitd historical data is useful for
reasoning about the current state of the systemsytbtem designers may want to
reason about data that have yet to be seen. @argithe example, the Web site
designers may want to be ablectassify a Web page as either popular or not popular
before the page is even published.

A classification is a value, drawn from a predefined class, thatggned to a
datum for a particular attribute of interest. Wistcase, the attribute of interest is Web
page popularity. Classification values are drammfa discrete set of values,
allowing the full data set to be partitioned byledatum’s value. In the example, the
possible attributes values angopular , not popular  } and the set of Web
pages can be partitioned into two disjoint setthieyr given classification value. For
data that has already been observed, all clagsificaalues will be known. For
unobserved data, however, the classification vakiksot be known, even while
other attributes have known values. As an examyide the Web page’s popularity
may not be known, its content and layout are knoaloes.

Classification learning, a subset of machine learning, is the processtghna
discrete-valued function —chassifier — can be developed that will predict
classification values based on historical clasaifans of currently observed attribute
values [Baralis & Chiusano 2004].

Machine learning is a discipline of artificial itltgence that attempts to endow
computers with knowledge through exposure to datee underlying assumption is



that data trends do not change significantly and thhat was observed in the past is
likely to be similar to what will occur in the futet The knowledge gained in
machine learning is experiential, with an option&ial knowledge base provided as
a basis for learning. This process contrasts othler techniques, such as expert
systems, in which the computer is given all thevidedge it needs to perform its
tasks up front [Robinson & Domingos 2003]. Thedddérof a machine learning
approach is that full knowledge is not requiresbpto system deployment; the
system is capable of learning new concepts aeipssed to them, making it far
more adaptable to changes in its environment.

There are many machine learning algorithms thatbeansed for classification,
each with a unique structure for essentially sg\ime same class of problems.
Artificial neural networks attempt to mimic the bastructures in human brains that
store and retrieve information [Lane & Neidinge®® Bayesian networks use
localized conditional probability tables in a grapht represents causal relationships
between the nodes [Pearl 2000]. Nearest neighistaince-based learning uses
Euclidean distance between encoded data instaocesablem solving [Yianilos
1993]. Decision trees use tree structures to sgptedecision points based upon
different attributes of the data [Moret 1982]. Ead these constructs has a common
set of base operations, while being vastly diffeferms of treating data. We chose
decision trees for our study since they can eneda@man-readable set of rules and
because previous work has also used them (Fox 20@%), allowing us to further
validate our work.

The classification learning process is divided iatwaining and a testing phase.
In the training phase, new data is entered intstis¢em and the system’s knowledge
base is updated due to any learning that occurghel testing phase, the algorithm is
asked to answer questions with solutions known tmthe experimenter. The
algorithm’sclassification accuracy is the percentage of correct responses it produces

Consequently, the machine learning approach tsifkisconstruction requires
splitting the data set into two different subsetsthe training and testing stages. The
split is necessary to prevent a phenomenon knovemeastting in which the

classifier is so specialized that it can only cctlgeanswer questions from the data



with which it was trained. By partitioning the datet and removing the testing set
from the training process, it is possible to adégjydest how well the classifier will
perform over data it has not yet observed.

Dividing the data set can be a complicated maffére person constructing the
classifier wants as much data as possible to th@irclassifier but at the same time,
have a large enough test set to ensure the coesscti the classifier. Furthermore,
the training and testing sets must have the sasteldition of data values in order to
be representative of the same problem domairhelfitstribution of values is
different, then the classifier will perform poordyer the testing set.

There are many strategies for performing the dettaescomposition.
Unfortunately, choosing the best method for a gielassifier and data set may rely
heavily on the skills of the experimenter. Forrapée, in some contexts it may be
appropriate to use the same test set for all exygetial runs. This approach is easy,
but inflexible as new data is added. Furthermibreguses the classifier to be
susceptible to overfitting to the test set, astéiseé set is the single, constant point of
validation. In other cases, it may be more appab@ito randomly choose the test set,
using a stratified random sampling of the full de¢& While flexible, the non-
deterministic nature of the test set selection make it difficult for the experimenter
to validate results with this approach. The expenter will have to exercise
judgment in selecting a proper technique.

Although much time can be expended on determinowg to divide the data set,
over the past thirty years of machine learning, somethods have shown to generally
work better than others. For the purpose of tinesits, we will only concern
ourselves witm-fold cross-validation. N-fold cross-validation is a technique for
training classifiers without a dedicated test SHte data set is split intodisjoint,
equally sized bins of equal data distribution and bin is reserved for testing while
the othem - 1 are used for training. This process is regpbédr each bin and the
resulting classification accuracy averaged overcthese of the run. The rationale
for this method is that all data has the opporiutdtbe used for training and testing

in the different folds. This approach limits vaiga associated with an “unlucky”
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data split in which either the training or the ilegtset are not truly representative of
the full data distribution.

There is no guiding principle that leads to an appate selection fan, but 10
has shown to work very well in practice [Witten &Rk 2000]. In this case, each
datum is used for training in nine cases and usetesting in one. For our data
analysis, we performed 10 runs of 10-fold crosseagion for each experiment in

order to further limit the effects of “unlucky” dasplits.

2.2 Decision Trees
A decision tree is a classifier that representssitat points used for

classification in a tree structure. In a decidi@e, each internal node represents one
of a set of attributes on which a decision is torizgle. The edges leaving that node
represent the conditions for the decision. Leafesan the tree correspond to the

classification value.

PagePosition
<1 > 1
LinkTextLength PagePosition
<: >5 <5 -5

Figure 2-1 Example decision tree shown asa binary tree. Theinternal nodes (shown in blue,
single-bor dered boxes) represent decision points while the outgoing edges represent the decision
value. Theleaf nodes (shown in yellow, double-bordered boxes) represent the classification
value.

H Satisfied
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Figure 2-1 shows an example decision tree fragiiitcan be used for
predicting user satisfaction with a Web page.hla example, the decision nodes are
PagePosition  andLinkTextLength , shown in the blue, single-bordered
boxes. The one leaf node is the classificatione/8htisfied , shown in the
yellow, double-bordered box.

Each datum, such a®fgePosition = 1,LinkTextLength =4}, is
entered into the tree and progresses in a pathtfieroot to a single leaf. The path
the datum takes is determined by its attributeesnd the decision points in the
tree. Since datum evaluation proceeds from theabihe tree to a leaf node,
decision nodes higher in the tree should be abigdop more data instances together
than nodes lower in the tree; this illustrates maf@rmation gain affects the topology
of the decision tree. In the above example, thaevaf the datum’s
PagePosition  attribute is considered first. If the value isdehan or equal to 1,
then theLinkTextLength value is evaluated next. If tikagePosition  value
was greater than 1, then thagePosition is considered again for further
refinement.

The ultimate goal of a classifier is to be abl@toduce valid classifications
based upon data previously seen. Extending beglasdification accuracy, each
classifier also has innate properties that makefir a particular class of problems.
Decision trees, for example, produce a set of hureadable rules that allow the
experimenter to easily understand how the classsideriving its classifications.
Artificial neural networks, on the other hand, misttreated as a closed entity and
yield few insights as to their decision making @e& The experimenter must
determine the goals for a project and choose airitlign that will address them. For
this thesis, we chose to use decision trees ptgdiseause we wanted to have a rich
set of generated rules.

Each path through the tree encodes a set of théésan be used for
classification. Since the nodes are attributah®fdata and the edges are based upon

the domain of their corresponding nodes, the ratesasily understandable by an
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experimenter familiar with the structure of theadaf he partial set of rules
representing the tree in Figure 2-1 is:

(PagePosition <1) O(LinkTextLength <5) = Satisfied

(PagePosition <1) 0O(LinkTextLength > 5) .. =..
(1 < PagePosition <5 0O.. =>..
(PagePosition > 5) ... = ...

Although some of the rules are only partial rulas tb the incompleteness of the
tree, all of them have the same basic structute rililes are conjunctions of
predicates that entail a classification valuethia example, the predicted value is the
user’s level of satisfaction. Despite being aditerse, to an experimenter familiar
with the data, generating a natural language reptation of these rules is a trivial
matter. For example, the first rule states: “H tiesult page appears as either the first
or second link (i.e., the page position is 0 oori)a search result page and the HTTP
link consists of 5 or fewer characters, then ther usll be satisfied with the search
result.”

We chose to use decision trees for our data asgbysnarily due to the fact that
it can generate a set of human readable ruleshaByng human readable rules, we
were able to both validate and reason about outtsesFor example, early in the
experiments we used a time-based attribute inldssiéier. Coincidentally, the
experimentation times were nearly unique for afljsats. As a result, the time-based
attribute could not be used for general rules aad @ausing an overfitting of the
data. By monitoring the decision trees througtibatanalysis, we were able to detect
this flaw and correct it. Validation of our resultas made possible by observing

generated rules that were consistent with the puswvork on implicit indicators.

2.2.1 Decision Tree Construction
Decision trees are actually a family of classifieith common attributes. The

choice of the decision nodes and edge values agrsulstantially between different
decision tree construction algorithms. Despiteldéiock of a definitive decision tree
algorithm, the pioneering work of Quinlan on his3lBnd subsequently, C4.5,

algorithms has become the de facto standard fortbdwild a decision tree.



13

ID3 was Quinlan’s first decision tree constructadgorithm. Quinlan [1986]
proposed the notion @fformation gain for choosing among attributes of the data set
for each level in the tree. Information gain isiged from the concept antropy
from the field of information theory. Entropy isrply a measure of variation in a
given sample and information gain is used redueédrtsorder” of a sample by
segmenting it into different subsets, each of wihiak less variation than the whole
sample. Classification accuracy is increased egfitropy at the leaf nodes is
decreased, since a lower entropy value means sifctaion will correctly apply to
more instances in that subset. As each attriloutiee dataset is considered as a
candidate for a decision node, its information gsicalculated as its expected
reduction of entropy. The attribute that redudstotal entropy value the most, or
provides the maximum information gain, is then @mofor the decision node, since it
will partition the data into subsets with the leaatiation. Once an attribute is used,
it cannot be reused in the same path. The seteptmcess continues until either all
attributes have been used or all the data in anggubset have the same classification
value.

The description of the attribute selection progsssbit of a simplification. In
actuality, an attribute can appear more than omeegath, but all such appearances
must be sequential (see Figure 2-1 as an examipléfis sense, the attribute is being
used to make decision using a conjunction of pegd&: In fact, the path could be
normalized such that the attribute is used onlyepso the expressive power is
equivalent. An experimenter may choose to us#atés in this manner if they
would like the decision tree to have special propsr For example, the
experimenter may wish to only generate binary tne@sder to take advantage of

various algorithms that work well over binary trees

2.2.2 Decision Tree Pruning
Since new paths are added to the decision treeasnilyey are needed, the

classifier will naturally attempt to create the #liest trees that it can. Despite this
preference for small trees, it is still possibletfte classifier to generate decision
trees that overfit the data. Overfitting in thése refers to paths in the tree that only

exist due to “bad” instances in the training sat tho not accurately represent the true
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data set distribution being sampled. A testingrskthelp identify overfitting during
the evaluation of the classifier, but it will natepent overfitting from occurring.
Addressing overfitting in a decision tree requittes removal of nodes from the
tree that are detected as being unnecessary. @rereany ways that this can be
accomplished, but the most common approach ithéochassifier to further split the
training set into a validation set and training sete validation set is used similarly
to the testing set, with the exception that iniginal to the training procedure and
can thus be used to alter the training processedurced-error pruning [Quinlan
1987], each subtree rooted at a decision noderatitvely replaced with the child
node that matches the most training instances. r@haéting tree is evaluated with the
validation set and if the classification accuraxgieater than or equal to the
classification accuracy of the same tree with th@enpresent, then the decision node

is considered unnecessary and pruned away.

2.2.3 ID3 Versus C4.5
ID3 introduced some important concepts to the fafldecision trees. It did

have several shortcomings however, which Quinlter Eddressed [1993] with his
C4.5 algorithm. For example, C4.5 introduced d component into the attribute
selection process so the classifier could balaeteden attributes that provided the
largest information gain and the cost of collectingalue for that attribute. A
particularly important improvement made with Chbwever, was the ability to
handle real-valued attributes and data with misaitigoute values. The data we
collected consisted of both types of values, maki®®jan inappropriate classifier for
our analysis.

C4.5 addresses the problem of real-valued attrdoyedynamically creating
subintervals of the data range for the decisiomgoi An edge in the tree thus
represents a membership test for a given valugariecular subinterval. Fayyad
presented a method that selected a bisection piitjng the data into two
subintervals, that maximized information gain iayad 1991]. Fayyad and Irani
[1993] extended this work to work for an arbitramymber of subintervals.

The matter of missing data values requires a momgpticated solution than the

handling of real-valued attributes. C4.5 handieshscases by considering each value
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that can be assigned to an attribute and assagiagmmobability with it. Assuming
homogeneity of the data, the probabilities camiferied by the distribution of values
from other data instances that do not have a ngsstue. A datum can thus follow
multiple paths through a tree, one correspondirgath different probability. The
path that has the highest probability, calculatgthle probability at each node, is the
one that will yield the classification value foatrdatum.

Another important enhancement made in C4.5 iguhepost-pruning algorithm
used to prune trees. The reduced-error pruninyidtign of ID3, while effective, has
one major drawback. The removal of a decision readeses the tree to change in
ways that may be problematic in certain cases.ekample, if a decision node has
four children, it may be the case that in thre¢heffour cases the node is unnecessary
but in the fourth case is needed. Neverthelessiagimoval of the subtree rooted at
that decision node will affect each of its childemually. Rule post-pruning
circumvents this issue by considering each patbutir the tree individually.

In rule post-pruning, each path through the tresois/erted to a rule identical to
those shown in section 2.2. Each rule is thenidensd in isolation and each
predicate in the rule is temporarily removed. \gdime validation set, the
classification accuracies of the rule before amerdahe change are compared. If the
reduced rule performs at least as well as the londe, the predicate is permanently
removed. In this way, the same decision node eamadled differently for each
path through the tree.

For our data analysis, detailed in Chapter 5, vegltse C4.5 algorithm. Our
data consisted of both real-valued attributes dimgbates with missing data
instances. C4.5 handled the data appropriatelyesdliced a rich set of rules that

we used for further analysis.



16

3 Pilot Study

Prior to the commencement of the actual experintesat pilot studies were
conducted in order to determine how the final expent should be performed. The
pilot studies were of the typ@luntary controlled and explored the efficacy of
various voluntary feedback mechanisms as well agtiu-user tasks to be performed

in controlled situations.

3.1 Rationale
The purpose of the pilot studies was to gathermégion about several

experimental designs in order to determine the $&tsdf parameters for the actual
experiment. The pilot studies focused on two kawameters: the voluntary feedback
mechanism and the set of Excel tasks to be perfbdudang the controlled
experiments.

A clear design goal of the voluntary feedback magm was that it should be as
unobtrusive as possible; i.e., it should not detirmen normal computer use. Our
first approach to such a feedback mechanism wamted the feedback form
directly in a Web page. We believed that this radttvould provide the most natural
“feel” to a user by tightly coupling the feedbackchanism with the content.
Unfortunately, we encountered a large number dfrieal hurdles, mostly due to
security constraints in Microsoft Internet Explo(Ht), while modifying the HTML
DOM to insert our feedback mechanism. As a resudtyvere forced to investigate
other ways of implementing the feedback mechanigve. discovered that an
explorer band, while not having as tight an intégrawith the actual Web page
content, was an attractive alternative.

An explorer band is a type of side panel positioeiter horizontally along the
bottom or vertically along the left-hand-side ofl&nwindow. Explorer bands are
commonly used for enhancing IE with such featuseBistory viewing and search
engine interfacing. Due to their standard usend&anhancement, explorer bands
seemed to be the natural choice for the MandorvohBer.

In addition to explorer bands, some of the expenisigere run using pop-up

windows that allowed a voluntary response. Theopwere used as a baseline of
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how much feedback we could reasonably expect leatol Thus, the pilot tests were
used to find a balance between the degree of vaniunetss and the utility of the
feedback collection method (measured in the amolufgedback obtained). A highly
voluntary method that collects no feedback is ¢iifety useless, whereas a method
that is highly invasive but collects a lot of feadk may have data that is not
predictive of user satisfaction. In order to meadwoth values, the Mandorvol
Browser collected user data such as feedback respaiven throughout the study
and upon study completion the participant was askiach short questionnaire, to
provide feedback about how invasive the feedbackl vzas.

The pilot studies revolved around a set of usdsst&s be performed in Microsoft
Excel, i.e., a controlled situation. The intentwwas to find a set of tasks that were
easy to complete but uncommon enough to requieack over Microsoft Office
help assets. Additionally, the choice of theststesms guided by a goal of keeping
all experiments to 15 minutes in length. The timeomplete each study was
recorded and associated with the user feedback.afidiementioned questionnaire
also had questions about both the user’s prior [Eseqeerience and their experience

with the class of Excel tasks used in the study.

3.2 Methodology
The pilot study runs were all performed on the s&@eone user at a time. The

study population consisted primarily of graduatedshts from the Computer Science
department at WPI and was chosen mostly as a nudtt@nvenience. Each
participant was able to complete the pilot studghwio time pressure and, with the
exception of start time, the study environment e@ssistent from person to person.
Initially, study participants were given writtersinuctions via a Web page about
how to complete the study. However, it becamerdleat participants were not
reading the directions completely and in ordertoedy the problem the procedure
was modified so that the proctor iterated overdinections with the participant prior
to the start of the study. Once the study bedenptoctor left the participant to
provide privacy, but was in the vicinity as to li#eato answer any questions the

participant may have had.
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As mentioned previously, the pilot studies usedeexpents of the type
voluntary controlled, meaning that the user was asked to completed &adcel tasks
but was not required to give any feedback on arth@ftesults from an Office help
search. The user was unaware of the purpose stulkg and simply worked at
completing Excel tasks.

The first pilot study used two different voluntdeedback mechanisms: a
horizontal explorer band that spanned the bottoandE window and a pop-up
window that could be closed without actually ratangearch result item. The
explorer band was originally colored gray, but iafte first participant completely
ignored it because he thought it was part of IBas changed to a distinctive pink
color. A screenshot of the explorer band can ke seFigure 3-1.
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Figure 3-1 Horizontal explorer band (first pilot study).

The feedback mechanism used is a modificationefeébdback pop-up used by
Microsoft in its version of the Curious Browser jFet al. 2005]. Although we
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changed the wording of the prompts and switchegh fradio buttons to push buttons,
the same basic features were retained. The useade aware that feedback could be
given if so desired, then is asked a question aitlet of possible (independent)
responses. Since this feedback mechanism is \aslyrieedback need not be given
in order to make further progress with the Webisesshe user can completely
ignore the feedback panel or even close it vidX¥iddutton on the left, if so desired.

The Mandorvol Browser detects when the feedbacki sdould be shown and
when it should be hidden. Thus, feedback can belgiven for search results and
can only be given once per search result.

Figure 3-2 shows the voluntary pop-up window usethe first pilot study with
the Mandorvol Browser. As can be seen, it is idahtn structure to the feedback
pane. We did not change the color of the pop-umexv from the original gray since
there was no motivation to do so. Whereas thebi@edpane was vying for the
user’s attention, the pop-up window had the udecss by its very nature. Once

again, the Mandorvol Browser displayed and hidpbe-up as appropriate.
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For the second pilot study, the horizontal explds@nd was made vertical and
moved to the left-hand-side of the IE window (seguFe 3-3). The decision to move
the explorer band was motivated by the low amoahtsedback obtained with the
horizontal band. As can be seen in Table 3-1fabdback ratio (described more
precisely in Section 3.3) was 0.04, meaning uselggave feedback after viewing a
search result 4% of the time. While we had irgiahticipated a rather low feedback
ratio, 0.04 would not yield very much data for atsed and thus we attempted to find
a voluntary feedback mechanism that would yieldexfeedback.

Another motivation for moving the explorer band waer evaluations which
indicated that a band at the bottom of the screasumed too much screen space.
Furthermore, we found that unless a user complegalg a Web page, they often
would not look at the bottom of the IE window araild not even see the explorer
band, whereas with the pane resident on the heftuser encountered it during
Western left-to-right reading. As with the horitalnrexplorer band, the Mandorvol
Browser controlled when the vertical explorer bahduld be shown or hidden.

While the first pilot study investigated both therizontal explorer band and the
pop-up window, the second study only measuredffeeteveness of the vertical
explorer band. The decision to only measure themechanism was based upon the
desire to equally test all three feedback mechami®mcomparison.
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Figure 3-3 Vertical explorer band (second pilot study).

3.3 Results

The first pilot study had nine participants, fo@imdich used the pop-up while
the remainder used the horizontal explorer bankhofigh feedback statistics were
collected (which will be discussed shortly), mudhh® real value of these
experiments came from the responses to the opezdendestionnaire (see Appendix
A). As mentioned previously, these responses kdedpape the second pilot study.
In particular, many of the users expressed that diek not like having the feedback
band at the bottom because it occupied too mutheo$creen. They would rather
have had the feedback band on the side so thattheg view Web pages at full-
height. Since monitors and windowed applicati@mltto be wider than they are tall,
this seemed like a reasonable suggestion.

The participants also had varied opinions abou¢sé\wther attributes of the

Mandorvol Browser. Although we changed the cofathe explorer band from gray
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to pink based upon initial user feedback, one tismrght the pink color was too
bright. Some users would have preferred to hagddbdback mechanism embedded
in the Web page — unfortunately, we found thisasfble to implement. One user
also would have liked to have a scale of valueshtmse from rather than push
buttons.

Additionally, the participants generally thoughathhe Excel tasks were a good
sample to use. The tasks that users felt modrétesl with were noted and modified
or removed for the second pilot study. Despitemvaser response, the Excel tasks
were taking too long (more than 15 minutes) to cietepand had to be revised for the
second study.

The second pilot study had five participants, &lvbo used the vertical explorer
band. For this study, the questionnaire was matlgigghtly in an attempt to correlate
prior Excel knowledge to various other aspecthefdtudy (see Appendix B). Every
participant commented independently on the feedpadie at the end of the study.
They generally did not like the pink color or hawvas separated from the content
since they thought it looked like a Web site barawrertisement. However, this
time everyone noticed the explorer band, whichlheeh a problematic issue with the
first set of pilot tests. Moving it to the leftsal yielded a higher amount of feedback,
although this number is skewed by a single usée f€edback ration of 0.15 for the
left-hand-side explorer band is nearly five timesager than that observed with the
bottom explorer band (see Table 3-1).

The participants in the second pilot test alsoeveldl the Excel tasks they
completed were a good sample. The average tiroemplete the study reduced
from 31.8 minutes to 22.2 minutes. Some additiomadlifications would need to be
done in order to achieve our 15 minute mark, betsécond pilot test confirmed we
were moving in the correct direction.

A summary of the quantifiable results of both stgds presented in Table
3-1. There are three rows in the table, each spomding to a different feedback
mechanism. The rows detail the data collecte@&mh experiment and provide a

format for easy comparison.
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The table is also split into three partitions \aatly. The first partition indicates
how much feedback was given (one of the buttortketl) for each of the different
possible options. These values are then summedtaret! in the “Total” column.

The second partition relates how much feedbackgivesn per page view.

“Result Items” is the count of search result itehet were explored while “Pages” is
the combination of “Result Items” and any pagesuser may have navigated to from
a result item. The “Feedback Ratio” is the totabant of feedback given
proportional to the total number of result itemewed and is thus constrained from
[0, 1], since feedback can only be given once esult item. In the ideal case, the
user always gives feedback and the resulting fezdizdio is 1.

The pages count is given here solely to show timelr@n of opportunities a user
actually had to give feedback. Each page navigateth a search result item is
assumed to be related to the result item and #edbick can be collected from it.
The ratio between the amount of feedback colleatetithe total number of pages
viewed should be noted, since this would indicheamount of feedback given per
actual opportunity to give feedback. However, sachtio would not be normalized
over [0, 1] because feedback can be given at mmst between a set of related pages
(i.e., pages all navigated from a common resuthjteThus the pages count here is
only used as an insight into user browser behawor. example, in the fourth row of
the “Left” partition, it can be seen that the usad one result item but 21 page views.
In all likelihood, the user stopped using our costOffice help search interface and

navigated to the official
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Result Feedback Time Excel Help Help Not  Prompts  Excel
Yes. Partially: No: Total: Items: Pages. Ratio: (min.)  Intrusive Diff. Useful:  Needed: Clear: Expertise:
- - - - - - - 28 - 4 3 - -
4 0 0 4 5 5 0.8 11 2 3.5 4 1 y -
3 2 1 1 24 4 4 4 y -
2 5 5 12 13 17 0.92 53 4 3 3 y -
9 7 6 22
0.41 0.32 0.3 0.91 29 3.33 313 3.75 2.75 -
0 0 0 0 7 7 0 34 1 3 3 2 - -
0 0 1 1 24 24 0.04 31 2 3 4 1 y -
0 0 0 0 8 9 0 32 1 4 4 2 y -
2 0 0 2 15 17 0.13 47 2 3 5 0 y -
0 0 0 0 6 6 0 29 4 4 5 2 y -
2 0 1 3
0.67 0 3 0.04 34.6 2 34 4.2 1.4 -
3 3 0 6 8 25 0.75 26 3 4 5 2 y 1
0 0 0 0 4 4 0 12 1 2 5 3 y 3
0 0 0 0 3 0 40 1 4 4 3 y 3
0 0 0 0 1 21 0 15 4 3 4 2 y 2
0 0 0 0 3 3 0 18 1 2 4 3 y 3
3 3 0 6
0.5 0.5 0 0.15 22.2 2 3 4.4 2.6 24

Table 3-1 Summary of pilot study results.
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Office Web page to perform his searches. Withbetgage count, such a conclusion
could not be drawn.

While the first two partitions provide summariesdata collected by the
Mandorvol Browser, the third partition summarizies tesponses to the quantifiable
responses from the post-study surveys. As we stespheusers found the pop-up
window to be very intrusive and the explorer batwdse slightly intrusive. Not
surprisingly, the pop-ups had a much higher feeklbaito than the explorer band
implementations.

The remaining attributes are directly related ® Excel tasks. Across both pilot
studies, users found the Excel tasks to be modguditécult. That the difficulty
ratings were so similar in both pilot tests is i¢asince the second pilot test did
have a smaller number of tasks to complete. Témsistency, however, was not
observed with the values for “Help Not Needed”, evhindicate the number of Excel
tasks each user was able to complete without ukm@ffice help system. It was our
goal to minimize this number and as such, the tesidlthe second pilot test showed
that further refinement of the Excel tasks woulcthbeessary for the actual study.

Overall, users found the Office help system to §efui, which helped validate
our decision to use Excel as the basis for ourrobbetl experiments. The second
pilot test attempted to determine any correlatietwieen user Excel expertise and the
number of questions requiring help. Unfortunateligh such a small sample size,

none was detected.

3.4 Analysis

The pilot study results were instrumental in desigrithe final experiment. In
particular, the pilot studies helped determineltést type of voluntary feedback
mechanism to use, how that mechanism should bemtess (e.g., color), and how the
Excel tasks should be altered to meet our desigisgo

Perhaps more importantly, the pilot studies hiditkg a few behavioral
obstacles that would be necessary to overcomeé#ieractual study could be

performed. One of the biggest problems is thatsuisave become conditioned to
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filter out non-core content when browsing the Wéis. a result, Ul considerations for
the Mandorvol Browser must be made in order tolcHie user’s attention without
the voluntary feedback mechanism (side panel) lapkke an annoying
advertisement.

Another observed behavior was that since usersvslithey were simply
completing Excel tasks, that is what they focused Bhat is to say, their typical
action cycle was to search for help, read a help,itry it in Excel, and if it worked,
move on to the next task. This sequence of act®sasnilar to the goal-based
approach to seeking help for a task described myaRhandran & Young [2005].

The problem is that feedback on the utility of suleitem cannot be given until the
result item’s contents are first tried. Howeverce a user tries the help offered and
completes the task, their next natural action isyt¢o complete the next task, not to
consider the previous result item and give it angat

It was observed that users that were unable todpmtopriate help immediately,
and thus refined their search queries several timese more likely to give feedback.
This can be attributed to the fact that they werermoving on to the next task and as
such, still evaluating the current result item.isTiehavior, while artificial in a sense,
does accurately represent real world scenariosennsars are typically task-oriented.
The implications of these findings would serveudtier refine the Excel tasks for the

actual experiment.
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4 Experiment

This chapter details the structure of the experisiand the motivation behind

the chosen structure. The types of data colldayeitie Mandorvol Browser and their
storage format are also discussed.

4.1 Mandorvol Browser
The user feedback mechanisms were implemented agdaan for the Microsoft

Internet Explorer (IE) Web browser. The voluntaegdback mechanism was a

noticeable, but non-intrusive pane that spannedethdand-side of the IE window
(Figure 4-1).
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Figure 4-1 The Mandorvol Browser voluntary feedback mechanism.
In order to prevent people from submitting feedbamore than once for a
given search result item, the feedback band tiansd from a feedback prompt to a
“thank you” message once a feedback value is ch@3guare 4-2). Ideally, we
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would have simply made the feedback band disappeawe were not able to do so

due to technical limitations in the explorer bandl A
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Figure 4-2 Thevoluntary feedback mechanism after user providesfeedback value.

The mandatory feedback mechanism was a pop-upowitigat, unlike the
vertical pane, could not be ignored, requiringuker to provide feedback in order to
continue with the search session (Figure 4-3%iniiply disappeared once a feedback

value was given, preventing the user from providirtaye than one feedback value.
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Figure 4-3 The Mandorvol Browser mandatory feedback mechanism.

4.1.1 Modes of Operation
The Mandorvol Browser operated in four modes ofrapen in order to allow

experiments to test the effects of both the feeklpaechanism and the search

scenario on the quantity and quality of user feekbas shown in Table 4-1.

Scenario
Controlled Uncontrolled

Q

Feedback Mandatory | Mandatory Controlled Mandatory Uncontroll¢

Type Voluntary | Voluntary Controlled Voluntary Uncontrolleq

Table 4-1 Thefour different modes of operation for the Mandorvol Browser.

The valuesincontrolled andcontrolled described the scenario under which the
experiment is run whereas the valwekintary andmandatory indicate the type of
feedback mechanism shown to the user during theseaf the experiment. While

the values were considered in pairs, they can bedascribed individually.
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4.1.1.1 Uncontrolled
The purpose of the experiments was to collect faekldata from users as they

issued queries against a search engine. Seargtesrugn interface to a wide variety
of data sources, the most commonly used is thenete The scope of the search
activities provided by the Internet can be congddp be unbounded and thus
corresponds to our uncontrolled scenatrio.

The uncontrolled experiments were designed to masial behavior in a general
search environment. The users were allowed takdar anything using the Google
Web search engine for a period of 15 minutes. gssch result items were presented,
the Mandorvol Browser presented a feedback mecamataisollect a user’s rating of
the content. The type of the feedback mechanisd wss dependent upon the
corresponding mandatory or voluntary value.

As the idea of the uncontrolled experiments wamaoalel actual user behavior, it
made the most sense to allow users to use thderprd search engine.
Unfortunately, calibrating the Mandorvol Browser &osearch engine is a massive
undertaking and our resources were limited. Aessalt, we were forced to make a
compromise and support a single search engine gl&eams the search engine of

choice since it is currently the most popular Weérsh engine on the WPI campus.

4.1.1.2 Controlled
In order to limit the search domain, a set of calted experiments was

designed to collect data from searches over Midtd&scael help assets. For these
experiments, the users were asked to completees srMicrosoft Excel tasks that
were chosen to be easy to complete with the comémtmation, but not commonly
known, so that a user would be likely to need ardefor help. Microsoft Excel was
used for the controlled experiments because issfavare package many people are
familiar with while having many features most usei$ not know how to use

without consulting its extensive help system. Thuswere able to control the
search domain and direct the search queries, atpus to shape the environment for
supplying feedback. An additional design goal potng the use of Microsoft Excel
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was to show how such a feedback system could bHedpp the Microsoft Office
product suite.

In order to limit the variation between the congdland uncontrolled
experiments, a Java Web application was writteanasterface to the Excel help
assets. The interface was designed to look anddéeg much like the interface for
the Google Web search engine. Similar to the umoled experiments, as search
results were rendered, the Mandorvol Browser pitesea feedback mechanism to
collect a user’s feedback rating for the contdntleed, user interaction with the
Mandorvol Browser was as identical as possiblesscbmth the controlled and
uncontrolled experiments.

The tasks were designed so that the most obvi@ustséerms would not yield
immediately useful results. We observed duringpifeg studies that when users
must re-evaluate their search queries in ordeotaptete a task, they are much more
likely to provide feedback. In keeping with oung goal of 15 minutes to complete
all tasks, we provided each subject with a predilExcel worksheet and used the
following three tasks for the experiment:

1. Calculatethe average of all thevaluesin column A that are greater
than 25.

2. Determinetherank of the number in cell A4.

3. Havethetext in column A displayed in Red if thevalueis greater than
10.

The two primary sources of ambiguity in potentiedush terms are the use of
conditionals (e.g., “greater than”) and the usarodys of values. The provided
dataset stored 50 values in column A as a meadstefring users from completing
the tasks by inspection. At the end of the stedygh subject was asked to upload the
modified Excel file to our Web site so we couldigtate that the users in fact
completed the study. This latter point was impdarta correlating the amount of
feedback given with the set of tasks — if a usémdit complete all the tasks, then the

feedback given by that user was discarded.
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4.1.1.3 Voluntary
The voluntary feedback mechanism was non-intruanaedid not force the user

to provide feedback. As indicated in Section &2,voluntary feedback Ul
component was implemented as a vertical exploned liar IE. An explorer band
was chosen because it is a standard way of enlgali€iand would thus be familiar
to users. The actual design of the Ul component,the colors, location, etc., was
driven by user comments during the pilot studiee Shapter 3).

Experiments using a voluntary feedback mechanishmdi require users to
provide feedback in order to complete the studlige Study directions made each user
aware of the feedback mechanism prior to the efarte experiment so that they did
not confuse it with banner advertisements, whiehtgpically displayed as vertical
bars in a Web page. However, once the study bélgamser was not again coerced
into looking at the feedback mechanism. As seegshlts were rendered, the
Mandorvol Browser displayed the explorer band, Whpoompted users for feedback,
but the explorer band was separated from the coofehe search result and thus was

a passive device.

4.1.1.4 Mandatory
The mandatory feedback mechanism was a pop-up witigiat could not be

closed unless the user provided a feedback vatue $earch result. These
experiments were thus mandatory in the sense Hlrmtlgects were required to
provide feedback for search results in order topete the study.

The pop-up window was designed to look identicahtvoluntary feedback
mechanism, differing only in size, location, anch@ans of closing the Ul component
(the voluntary Ul component had a close button wagthe pop-up windows did
not). By conveying the same message in a consifgtanat, we were able to
effectively measure the key point of variation: Wiex or not the user was forced to

provide feedback.
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4.1.2 Data Recorded
The format of the data collected was very simitathiat collected by the

previous Microsoft Curious Browser project [Foxaet2005] — a byproduct of using
Microsoft's Curious Browser code as the basislierMandorvol Browser. The data
was stored in a Microsoft SQL Server 2000 databasthe database schema is an
augmented version of the schema used by the CuBimysser (see [Fox et al. 2003]
for more details on the Curious Browser databakersa). The Mandorvol Browser
makes use of aBxperimentType table that holds static representations of each of
the experiment types andviandorvolBrowserUser  table that uniquely

identifies each user of the Mandorvol Browser asgbaiates them with a particular
experiment type. No further modifications were m&althe database schema,
allowing for maximum code reuse.

The collected data can be classified as eithei@xghta, which is actively
provided by the user, or implicit data, which islected by the Mandorvol Browser
based upon the user’s search behavior. The exgéita consists of all search queries
and their corresponding search result lists. Kpdi@t data also consists of any
feedback provided by the user. The feedback vateslassified aSatisfied,

Partially Satisfied, andDissatisfied and correspond to thées, Partially, andNo
buttons in the feedback mechanism, respectively.

The implicit data is precisely that which is cotled by the Curious Browser
without any indication of “end of search sessioifthat is to say, the Mandorvol
Browser treats all queries as new search sessiwhdaes not attempt to determine
whether a query is a refinement of a previous qoey new search. The decision to
remove this functionality was driven by the natof¢he voluntary feedback
mechanism. In the Curious Browser, everything p@s-up-window based and
when it detected what it believed to be an endceafeh session, the user was
presented with a pop-up that prompted for a feddialue for the overall search. It
would be unnatural to do something similar witheaplorer band, as used for the
voluntary feedback mechanism in the Mandorvol Brenvand thus, after discussions
with Microsoft, it was decided that the feature was very necessary and could be

removed.
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As with the Curious Browser, the Mandorvol Browsellects data related to
page navigation and user behavior on each pagedisOf particular interest is that
the Mandorvol Browser detects when the user vasgearch result list and when a
search result is visited. Using this data, it bardetermined how many search results
the user needed to look at before finding the meguinformation. It can also be seen
whether the user navigated away from a searchtyegukh is useful in determining
page correlation, i.e., whether links from a gigearch result are useful to the user.
Additionally, by comparing the timestamps betweeccgssive page views, the
amount of time the user spent looking at a seastlt, the dwell time, can be
calculated. The dwell time has previously showfFox et al. 2005] to be a very

useful implicit indicator for training a classifier

4.2 Methodology
This section describes how the Mandorvol Browses deployed across the

Worcester Polytechnic Institute campus and how tivaced users to the study.
Instructions on how to use the Mandorvol Browseralso detailed.

4.2.1 Mandorvol Browser Installation
The Mandorvol Browser was installed in several putbbmputer access labs on

the WPI campus. The installation was performethlieyWindows administration
group in the Campus Computing Center (CCC) at WR¢& provided the CCC with a
Microsoft Windows Installer (MSI) file that installl the necessary files and registry
entries. They created a group policy that enstiratithe Mandorvol Browser was
installed in all the computers in the three primamplic access computer labs on
campus. The installation procedure was thus auexres much as possible, and
more importantly, easy to update. In fact, inilaployment of the Mandorvol
Browser uncovered an “off-by-one” issue not detgctering testing. Unfortunately,
the issue affected the choice of mode of operasiorihe four types were not evenly
distributed, but we were able to quickly fix it anpdate the group policy with the
new installer, which reinstalled the Mandorvol Bs®x upon each computer’s daily
reboot cycle.
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Due to the group policy however, great care hdekttaken to guarantee that the
MSI file would install the Mandorvol Browser cortbcfor users with unprivileged
computer access. Furthermore, it was necessangke all registry and file accesses
local to the computer rather than to the user’sniog profile. Meeting these two
goals was time-intensive to build and test, butehé result was an installation file

that could easily be deployed and redeployed.

4.2.2 Encouragement
Students at the Worcester Polytechnic Institutesvgelicited via emalil

announcements and flyers that were placed nearwenspon the public access
computer labs. An example message that was brsificthe student population is
in Appendix H. As can be noted in the messageetivas a set of prizes that were
raffled off to participants in order to attractraany users as possible.

In addition to the raffled prizes, we suggested tha Computer Science
Department faculty reward students with acadeneditre.g., extra points on an
exam, for their participation in the study. Tho#ehe faculty members obliged and
offered credit to their students. Two of the ofssBr which credit was offered were
undergraduate computer science courses while bex atas a graduate computer
science course.

We believed that providing encouragement for cotimmethe study would
increase the quantity of data collected while mimeasely affecting quality. The
users were rewarded solely for participation andueh the incentives should not
have affected the actual feedback values giverditihally, the encouragement
factors were just that, encouragement. There wasqgquirement for any student to

complete the study: all student participation wasedon a voluntary basis.

4.2.3 Mandorvol Browser Usage
Every user of the Mandorvol Browser began the studgeading the directions

shown in Appendix C, which they were directed ta thie aforementioned email
announcements and flyers. Once the users reaggintbe instructions and activated
the Mandorvol Browser IE add-on, they were rededdb a further set of directions

tailored for each of the four different experimges. The experiment types were
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chosen randomly and were logged in the databasg atdh a way to uniquely
identify each individual. This unique identifiem® also used to ensure that each
participant could only participate in the study enc

The experiment-specific instructions were struaureminimize variation as
much as possible between the different experimgraist Thus, the instructions
regarding the controlled tasks and the uncontralséls, with both types of feedback
mechanisms, are very similar. Likewise, the textl@ning the feedback mechanism
is very similar for the voluntary tasks and the aetory tasks, across both
uncontrolled and controlled scenarios. These speed pages can be seen in
Appendices D - G fomandatory controlled, mandatory uncontrolled, voluntary
controlled, andvoluntary uncontrolled, respectively.

Throughout the duration of each experiment, impliser behavior and all
explicit feedback values were transparently logigeithe database server. Since no
batching of data transmission was performed irdtia storage, the effect of users
performing unplanned actions that could cause pialetata loss was minimized. In
fact, it allowed for a nicer user experience beeaursce the user was done with the
study, they simply needed to close the IE windowiclv is the most natural
workflow action for a user when done with a browsiask. Once the IE window
was closed, a shutdown procedure was invoked teabléd the Mandorvol Browser
so that any future users of the computer wouldelo@ired to explicitly re-enable the

Mandorvol Browser before it would begin collectidgta again.

4.3 Results
This section presents statistics about the dataatetl throughout the course of

the study. The core foci of the data are the amotifeedback collected and the
distribution of the feedback values. In some caseglanations of the distribution of
the data are briefly presented. A full analysishef data however is deferred until
Section 4.4.

4.3.1 Demographics
There were 161 participants in the study and thpuladion was fairly evenly

distributed among the four experiment types. iHaadatory controlled experiments
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had a smaller population size due to a softwaredai¢hat was found and corrected
early in the experiment. The other three experisibad populations that were
approximately the same size. The population sizedch experiment type is
summarized in

Table 4-2, leading to the overall population dimitions represented in Table
4-3.

Controlled Uncontrolled
Mandatory 28 45
Voluntary 48 40

Table 4-2 Experiment type distribution.

Controlled Uncontrolled
Mandatory 17.39% 27.95%
Voluntary 29.81% 24.84%

Table 4-3 Experiment type distribution.

In addition to the experiment type distribution® kaave approximate values for
the class and major of each participant. By ingasihg the subject demographic, we
can better understand how the demographic may dféeeted our results. The
demographic attributes were retrieved without ursi@raction via a campus-wide
directory. Unfortunately, the directory did notieaup-to-date information for all
students, but the data we were able to extractvatasble nonetheless.

Class Number of Participants Distribution
2005 20 12.42%
2006 32 19.87%
2007 29 18.01%
2008 30 18.63%
Graduate 29 18.01%
Unknown 22 13.66%

Table 4-4 Study population classdistribution.
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Table 4-4 shows the decomposition of the study [adjmn by school class.
Outlying values and values for students missingiftbe campus directory are
lumped together in the miscellaneous category.

The study population was fairly evenly distributextoss all classes. Since the
Mandorvol Browser could only be run in public accesmputer labs on campus,
there were initial concerns that older studentsltha off campus would not be likely
to complete the study. This table indicates thahsa restriction had no more impact
on students that live off campus than those thatdn campus. That is not to say
that we would not have had more user participatiare had allowed people to
install the Mandorvol Browser on their own compatesimply that it affected all

students equally.

Major Number of Participants Distribution
Biology/Biotechnology 8 4.96%
Computer Science 69 42.85%
Electrical/Computer Eng. 17 10.55%
Management 4 2.48%
Math 3 1.86%
Mechanical Eng. 10 6.21%
Unknown 50 31.05%

Table 4-5 Study population major distribution.

The major distribution values for the study popolathowever, are far more
skewed than the class data. Computer sciencerdtuaied closely related
electrical/computer engineering students repredehi majority of the population.
Such a sharp divide in the major distribution mayaktributed to the grade
encouragement offered to computer science studiets)ose affiliation between the
computer science and electrical/computer enginget@partments, and the fact that
such students tend to be in the public access camlabs more often than students

in other disciplines.
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4.3.2 Feedback Ratio
One metric to look at is thfieedback ratio, which we have defined to be the ratio

between the total number of times feedback wasgiwehe total number of search

results. Since feedback can only be given oncegech result, the feedback ratio

takes the range [0, 1]. The feedback ratio isndication of how well each feedback
mechanism solicits feedback from a user. The faeklbatios for each of the four

experiments can be seen in Table 4-6.

Controlled Uncontrolled
Mandatory 0.95 0.98
Voluntary 0.75 0.92

Table 4-6 Feedback ratios.

Note that we would expect the feedback ratio vafaea mandatory feedback
mechanism to be 1. In actuality, we observed nus&leghtly under this value. The
smaller numbers can be attributed to users clabi@dE window when done with
their experiments. The mandatory feedback poprlyp appears when the user
leaves a search result item so as to limit interoapf the user’s workflow [Bailey et
al. 2000]. When the user is viewing a search tetarh however, and chooses to
close the IE application, the internal state maeliid not detect this as leaving a
search result item, and thus the user was not pexhip give feedback. However,
the number of search results viewed was incremexgesbon as the user clicked on
the search result link. The net result is a snbai,noticeable skew in the feedback
ratio values.

Closely related to the feedback ratio is fibeglback to opportunity ratio, which
we have defined to be the ratio between the tataller of times feedback was given
to the total number of pages viewed. The diffeegnetween this and the feedback
ratio is subtle, but important. While viewing aggh result, a user may navigate
away from the search result to other pages linkaah the search result. Each page
navigated to increments the total number of pag@sed count, and on each such
page the user is given the opportunity to provekxiback. However, feedback can

only be given once for a search result and alptiges navigated to from that search
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result. There is no defined range for the feedliaapportunity ratio, but it is
bounded by 0 on the low end and 1 on the high gk value of knowing the
feedback to opportunity ratio is that it can benskew much feedback is given over a
complete search session. The feedback to opptrtatios for each of the four

experiments can be seen in Table 4-7.

Controlled Uncontrolled
Mandatory 0.63 0.57
Voluntary 0.41 0.61

Table 4-7 Feedback to opportunity ratios.

4.3.3 Feedback Values Distribution

The collected feedback is grouped by value for eaqieriment type and is
presented in Table 4-8. These feedback valuesaxrealized in that each value is a
percentage of the total amount of feedback fovargexperiment No Feedback
values are omitted. The normalized values indita#deedback value distributions

when feedback is given.

Partially
Satisfied Satisfied Dissatisfied
Mandatory
Controlled 29.66% 23.57% 46.77%
Mandatory
Uncontrolled 46.85% 22.28% 30.87%
Voluntary
Controlled 50.76% 16.67% 32.58%
Voluntary
Uncontrolled 49.42% 21.71% 28.88%

Table 4-8 Nor malized feedback distributions.

Table 4-9 shows the feedback value distributiongéxzh experiment type when
No Feedback values are considered. These values are thedelkedype distributions
for all queries, regardless of whether or not feettlis provided. As can be seen, the

percentage values drop, in some cases considefaitythe values in Table 4-8.
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Partially

Satisfied Satisfied Dissatisfied | No Feedback

Mandatory
Controlled 28.06% 22.30% 44.24% 5.40%

Mandatory
Uncontrolled 45.80% 21.78% 30.18% 2.23%

Voluntary
Controlled 37.85% 12.43% 24.29% 25.42%

Voluntary
Uncontrolled 45.37% 19.93% 26.51% 8.19%

Table 4-9 Feedback ratioswith No Feedback values.
4.4 Analysis

The data collected during the study has yieldedesmsight into user behavior
with regards to providing feedback. Certainly,msuch a small population it is not
possible to make broad conclusions from the studiywever, the population is
sizable enough to indicate trends that may be wathturther consideration.

The sample population was composed of people teagenerally quite
proficient with modern computing technology. Thias further compounded by the
large percentage of students in computer-relatadeanic programs. It is not entirely
clear what the consequence of this is, since irgémeral sense, the sample
population was mostly homogenous. It would beaeable, however, to expect to
see different results with users that are not @i with computing technology.

For example, most students on the WPI campus aie familiar with the Microsoft
applications used during the study, the Googleckeangine, and even responding to
pop-up windows and explorer bands. Users withimisttiackground, however, may
have had considerable difficulty with study. Inmgavays, the Mandorvol Study was
tailored to the WPI student body.

Another factor that may have potentially affected dutcome of the study is
student bias against Microsoft. Once again, tieen® real way to measure this, but
especially in the computer-related fields of stustydents tend to view Microsoft in
an unfavorable light. In anticipation of this, were careful not to mention that
Microsoft had funded the study when we invited stud to participate. However,
some students prefer not to use Microsoft prodaetd,that may have affected their

attitude towards the study, and ultimately the fyalf the collected data.
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In the end, it did not appear as though studetinfgeabout Microsoft had a
large impact on the overall study, as we obsenesy harge feedback ratios for the
experiments that collected voluntary feedbacksulth bias did play a large role, we
would expect to have seen low feedback ratios thighvoluntary feedback
mechanism since it is easier not to provide feekilfaan it is to provide it.

During the pilot studies we saw feedback ratio8.685 and 0.15 in the
controlled scenario (see Table 3-1). While thedtxasks went through several
modifications, as did the explorer band, in thé $thdy we saw feedback ratios with
a 5-22 times increase in the controlled casehéruncontrolled case, the feedback
ratio was even larger, but since the pilot studidshot examine the uncontrolled
case, there is no baseline to compare against.

The choice of feedback mechanism clearly had ateéin the amount of
feedback collected. However, we collected far nt@ with a voluntary feedback
mechanism than we had anticipated. Indeed, thdbéaxk ratio values for the
mandatory and voluntary feedback mechanisms initicentrolled scenario
experiments are quite close to one another. Neeleds, the mandatory feedback
mechanism did collect more feedback than the valynechanism, supporting our
H1 hypothesis.

We believe that the choice of feedback mechanidiraiso have an effect on the
data quality, although we were not able to directyelate the two. The thought is
that when presented with pop-up windows, userstakié the path of least resistance
and click the feedback value button that is close#te mouse cursor. Furthermore,
we believed that if users became frustrated wighpibp-up windows, it is likely that
they may start providing blatantly incorrect feeclkaalues as a way of “punishing”
the entity collecting feedback values.

In informal conversation with study participantsiree had told us that they had
clicked feedback buttons that did not accurategbyesent their true feeling about the
utility of the search result in order to make tlopup window disappear as quickly
as possible. With that in mind, we had initiallpposed a voluntary pop-up window
as a third feedback mechanism to use for the exjgertis. The pop-up window

would look just like the one used as the manddegback mechanism, except that
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it would have an “X” button to close the window aut explicitly providing a
feedback value. Since it would appear that userg wot providing improper
feedback values as a way to subvert the studyatieer as a way to proceed with
their workflow, we do not believe that a voluntayp-up would yield higher data
guality than a mandatory pop-up. If this is triles user is not annoyed by the fact
that he must give feedback, but rather that theymjs present until a button is
clicked, and as such, the user will still click tlesest target.

We took great care not to influence people to ¢geelback, but in order to make
sure users did not confuse our explorer band withrmer advertisement, they were
made aware of the feedback band via prompts asrshmoippendix F & Appendix
G. As aresult, it is not certain how the colod docation of the voluntary feedback
mechanism affect the amount of feedback collectdtitionally, as noted in Section
4.1.1.2, the tasks in the controlled scenarios wkosen in a manner that would lead
users to re-evaluate a page. While the intentias W help ensure users were able to
utilize the information given by the Office helpssgm before providing feedback,
there also appears to be a correlation betweenngagealuation and feedback
response rate. This design decision may havediageparticipant to give more
feedback in th@oluntary controlled case than they would have in a general help
system search.

Our data seems to indicate that a distinctive valynfeedback mechanism
yields a higher quantity of feedback responses tharechanism that simply blends
in with the user application. However, it is ptdsithat the users were simply driven
to give more feedback upon reading the text algittiem to the feedback
mechanism. It cannot be determined if this issalteof the user somehow feeling
obligated to give data, perhaps to improve theystadults, or if users are genuinely
more apt to give feedback if they are made awatkeohbility to do so.

The data in Table 4-6 and Table 4-7 show that usexsto provide more
feedback when performing Web searches at theureisThis is evidenced by the
feedback ratio values, which are typically higharthe uncontrolled scenarios than
they are for the controlled scenarios. We beliteedifference in the amount of

feedback provided is correlated to a task-orientadus leisurely mindset for the
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user. The controlled experiments consisted ot afsasks to perform in Excel that
the user wanted to complete as quickly as possibdesoon as the task was
completed, the user moved from one search queayctonpletely unrelated one. The
user was not interested in going back to the pres/gearch result to provide
feedback; this corresponds to tlmbuntary controlled scenario. However, when
leisurely searching the web, the user is ofterrasted in general topics rather than
specific answers, and such, the user will spenceriore evaluating search results.

The data in Table 4-8 and Table 4-9 show that wisems are leisurely browsing
the Web, the feedback they provide tends to beipesiThis finding is consistent
with previous work [Saito & Ohmura 1998] that shalbat when users have a
mental model of what it is they are searching tioey tend to be more satisfied with
their search results. The uncontrolled scenan@ements had significantly higher
Satisfied values than the controlled scenario experimemtarcdess of the type of
feedback mechanism used. We believe this, taejased to the task-oriented versus
“at leisure” mentality.

When leisurely browsing the Web, users tend tockefar items that they are
already familiar with, and thus the users are dlydamiliar with the search results.
Users know what they are looking for in this scemand are better able to gauge the
search results. In a task-oriented scenario, $beig attempting to complete a task
using an unknown process. The user is not suré¢ telsarch for and has no a priori
expectations about the search results. Furtherrttogee is no personal connection to
the results: either they help complete the tasiaatl or they do not. In such
scenarios, we expect to see more diversified fegddbalues which relate directly to
the specific utility of the search result.
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5 Classifier Construction

Having collected all the data from the experimémtre was a need to analyze
the data to uncover any relationships betweerbatgs. Ultimately, we wanted to be
able to predict user satisfaction with a given ceaesult using that data. The nature
of the problem lent itself naturally to machinert@ag techniques.

While Chapter 4 detailed the field experiment aadatiptive statistics about our
data, this chapter provides an in-depth analyste@tollected data. Using machine
learning techniques and tools, the data is prodasssuch a way as to address our

hypotheses and answer the research question.

5.1 Decision Tree Construction

Decision tree classifiers are a common family gbathms employed in the
field of machine learning for predicting classiticms. The trees constructed by such
classifiers represent a set of rules, with each grabugh the tree ultimately leading
to a leaf that represents a classification vaMere information on the mechanics of
decision trees can be found in Section 2.2. Th&aMmachine learning program was
used to construct the decision trees. Weka igpan-gource data mining tool written
in the Java programming language and licensed uhdeggnu’s Not Unix (GNU)
General Public License (GPL). The software wastigped at the University of
Walikato, New Zealand and complements Witten andisabook [2000] on data

mining techniques.

5.1.1 Motivation

The choice of using a decision tree classifier mtber machine learning
approaches was largely driven by the desire to haset of human readable rules that
describe what leads to a user’s satisfaction. és@ach path through a decision tree
encodes such a rule, as described in Chapter Bjaletrees are a good data
representation for what we wanted to achieve. #altilly, we knew there were

causal relationships between implicit behavior ¢athrs and user satisfaction values

2 Weka 3.5.2 was used for the experiments. Itaslalle from http://www.cs.waikato.ac.nz/ml/wekal.
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due to previous work in the field [Claypool et 2001a; Claypool et al. 2001b; Cen et
al. 2002], so the use of a classifier that can acttor these relationships, such as
decision trees, was a natural choice. Finally,rbBoft had used decision trees in its
Curious Browser project [Fox et al. 2005], so ose of decision trees provides a

fairly straightforward way of comparing results kveexisting work.

5.1.2 Data Preparation

Weka uses a custom file format called Attributeg®eh File Format (ARFF)
that is very similar to a file of simple comma-segiad values. During the
experiment, all of the collected data was storea series of tables in a relational
database. Using SQL queries that joined the tdl@esd upon the unique user
identifiers and other foreign keys in the datab#se necessary data was extracted
from the database. A custom Python script was tised to process the data
accordingly to create the ARFF files suitable fee with Weka.

During the experimental design, we did not knowcg@y which data attributes
would be good predictors of user satisfaction.aAesult, the Mandorvol Browser
was programmed to collect as much data about tesusteraction with the Web
browser and the general computing environment esuitd, subject to the limitations
imposed by the executing environment. Before weédcproceed with our data
analysis, we were tasked with choosing a substtedtotal set of attributes available
to use for training a classifier.

In an attempt to not bias results, we initially smlered all attributes as
candidates for our classifier. We employed a hwid-out strategy for determining
whether a particular attribute positively contrigdito classification accuracy. The
basic idea was to build a classifier both with antthout a particular attribute being
present and then comparing the classification aoies. If the decision tree without
the attribute had a classification accuracy that atdeast as good as the decision tree
with the attribute present, then the attribute desmed superfluous and removed.
This approach is very similar to Quinlan’s reduegbr pruning [Quinlan 1987],
which is used for removing unnecessary nodes freamstn trees. In fact, we had

initially expected the decision tree constructitgoathm to prune away all



a7

unnecessary attributes, but found in practice theraatic pruning method still
required some human involvement in the form oflaite pruning. The decision
node pruning process, however, worked without vaetion.

Once we discovered an attribute that did not pasiticontribute to
classification accuracy, we investigated the relgesentation of the tree to
understand why that was the case. In nearly abssave removed attributes because
they were intimately tied to an individual subjdefding to overfitting of the
decision tree. For example, we found that timestastributes were correlated to an
individual subject because it was hardly ever @edhat more than one person was
participating in the experiment simultaneouslykdwise, terms used in search
gueries were tightly coupled to the individual. €Sk discoveries were not necessarily
intuitive to us at first, but upon inspection oéttata and the rules generated from the
decision tree, we were able to establish that theselations did exist.

When the attribute reduction process was completéotal of fourteen different
attributes remained. These attributes and thewaated values constitute a single
datum for the data that is used to build a decigiea in our data analysis.

Table 5-1 summarizes these attributes in alphaddedrder:
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Attribute Name

Attribute Type

Description

AbsolutePosition

Real-valued

The search result’s position in all th
search pages.

e

BehaviorType

Discrete-value

dindicates whether the user has visi
a search result or browsed away fr
it.

ted

BehaviorUrlLength

Real-valued

The length of the URL on which the
user performed some action (not
necessarily the search result).

DescriptionLength

Real-valued

The length of the search result’s
description (specified as a meta tag
in HTML).

DurationSeconds

Real-valued

How long the user spent on a page
before performing an action.

§

ExitType Discrete-valued How the user left the search result.

FeedbackOption Discrete-valued'he user’s satisfaction with the
search result.

FileSize Real-valued | The length in bytes of the search
result page.

ImageCount Real-valued | The number of images linked into 3
search result.

LinkTextLength Real-valued | The length of search result’s title
(specified in HTML).

Page Real-valued | The search result page number.

PagePosition Real-valued | The search result’s position relative
to the top of a search page.

ScriptLength Real-valued | The length in bytes of all linked
JavasScript files.

SearchResultUrlLength Real-valued | The length of the search result UR

Table 5-1 Data set attributes used for building classifiers.

Nearly all of the data was complete, meaning theree few instances with

missing data. Complete data is a desirable prgpertraining a classifier, because

otherwise the classifier construction algorithml\wave to infer the missing values.

Some of the data entries did have missing valumseter, and thus had to be treated

before use in Weka. For example, in the eventttietser closes the browser, the

browser exit type value is unknown, but since thige only case in which the value

is unknown, by deduction it is known. These migsialues are replaced with a

token representing “closed browser”. The remaimitigbutes that were missing data
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were environmental and corresponded to the lenfgimyplinked JavaScript files, the
length of the HTML document, or the number of immgebedded in the page. They
were handled by the J48 (C4.5) algorithm as detafeSection 2.2.3.

Some of the values appeared real-valued but wdeeirdiscrete by nature.
These attributes related to the user’s behaviar &yl the user’s submitted feedback
value. In order to prevent the classifier fromcditizing these data itself, we
discretized the data during the ARFF file creatidtad the classifier discretized the
data, it would have used a binning strategy thkit thie range of values into sub-
intervals. The desired effect was to actuallyttesech integral value in the range as a
value independent of any other in the range. Asxample, our discretization
process converts [1, 6] into {1, 2, 3, 4, 5, 6},iekhis a set of discrete elements. Left
on its own, Weka may convert that range to the{bins-1.4,1.5-2.9,3.0-4.4,4.5
—5.9, 6.0 —0}.

5.1.3 Method

Weka ships with implementations of two of the mmmihmon decision tree
construction algorithms: ID3 and C4.5 (although Weklls its version J48), which
are described in more detail in Chapter 2. Fosdlexperiments, we opted to use the
J48 method because it performs better than ID2arly all circumstances [Quinlan
1993]. Weka also allows configuration of certainpgerties of these algorithms that
will affect the tree construction process. Usinguous experience in building
decision trees to guide our selection process,evi®pned experiments with various
configurations in order to determine how the defaces would affect classification

accuracy. The results of these experiments caede in Figure 5-1:
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Figure 5-1 Comparison of classifier accuracies.

All experiments were performed using 10 fold creakeation and the results
averaged over 10 runs. The legend indicates Hssifier used followed by the
corresponding parameters suitable for use in W&ka.example, “trees.J48 *-C 0.25

-M 2’ means a J48 decision tree that uses a canfeléactor of 0.25 for pruning and
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requires a minimum of 2 data instances per clasgifin before creating a leaf node

to represent that classification. The set of J@meters, as defined within Weka,

can be viewed in Table 5-2:

Short Name

Long Name

Description

-B

binarySplits

Whether to use binary
splits on nominal attribute
when building the trees.
Its presence indicates
binary splitsare to be
used.

confidenceFactor

The confidence factor u
for pruning (smaller value
incur more pruning).

sed

[92)

mMinNumObj

The minimum number of
instances per leaf.

unpruned

Whether pruning is
performed. Its presence
indicates the decision tree
is not to be pruned.

subtreeRaising

Whether to consider the
subtree raising operation
when pruning.Its
presence indicates subtree
raising is not to occur.

reducedErrorPruning

Whether reduced-error
pruning is used instead of
C.4.5 pruning.lts
presence indicates that
reduced-error pruningis
to be used.

numFolds

Determines the amount
data used for reduced-err,
pruning. One fold is used
for pruning, the rest for
growing the tree.

Df

Seed

The seed used for
randomizing the data whe
reduced-error pruning is

used.

Table 5-2 Weka parameters for J48 decision tree classifier. The names and descriptions come
directly from the Weka in-program help system, with personal annotations appearing in italics.
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The “rules.ZeroR” line represents the baselinerafion for all classifiers. In
ZeroR, the majority classification value observedy training is the only response
the classifier ever predicts; there is no reasomuglved at all, it is simply a matter
of target value distribution in the training s€or example, if during training it is
observed that users are dissatisfied 60% of the, tinen ZeroR will always predict
Dissatisfied and be correct approximately 60% of the time. ®rsesimilar to ZeroR,
but does consider a single attribute used to cieategle rule prior to predicting. In
fact, the one rule from OneR will be the same agtiot of any decision tree, since
decision trees use more general rules near thearmbbecome more specific near the
leaves. The remaining lines represent varyingigarditions of J48 decision trees.
The blue line with the filled circle represents iNeka default for J48.

Across all datasets, the default Weka J48 clasgi@gorms quite well. It clearly
has higher classification accuracy than severaratbcision trees, but is marginally
less than others on certain datasets. Using aaed paired test, it was found that
the default J48 does not perform significantly veatisan any other decision tree at
the 0.05 confidence level. As such, and in orderdt add unnecessary complication,
the Weka default options are used for all decisieas hereafter.

There are factors to consider beyond classificadimruracy, however. As an
example, presuming that the data is consistentr{mgawo different classifications
cannot be derived from the same sequence of agrialues), a tree can be built that
describes each datum with a single rule. The ifiestson accuracy of this tree
would be 100%, but the tree would be so specialazetb be useless in the general
case. Normally it is said such a treevsrfit to the data. There would be little
insight gained as to what features have a largaatngn user satisfaction by looking
at such a tree. Generally speaking, Occam’s Tamtes in such cases and simpler
trees are probably more accurate predictors ofitickerlying phenomena [Russell &
Norvig 2003]. Thus, after having chosen our sgitarimeters for the J48 algorithm,
we investigated how we could prune branches int@amgt to maximize

classification accuracy while minimizing the ovétete size. Weka's J48
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implementation allows the experimenter to controining by setting a confidence
factor from [0, 1] for the classifier. A lower ciisience value leads to more
aggressive pruning of tree nodes.

In order to determine the best confidence factarsi, we conducted a series of
experiments that compared J48 classifiers buih ditferent confidence factors. We
chose six different values ranging from 0.05 td0& 0.05 intervals, and observed
the differences between them in terms of classiboaaccuracy, number of generated
rules (total number of leaves), and total tree @itledined as total number of internal
nodes + total number of leaves). Statistical icgmce in differences between them
was tested using a corrected pairéekt for each data set, with the Weka default J48

classifier (C = 0.25) as the point of comparison.

3 Occam’s razor is a philosophy that dictates thgpist solution is the most correct. It is emplbye
in nearly all scientific fields (it is common toriee simple models to build on top of) and Mitchell
[1997] argues that it is also applicable to macléaening.
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Figure 5-2 Classification accuracy versus number of rulesfor various J48 confidence factors.

The results of these confidence factor experimeautsbe seen in Figure 5-2.
The graph depicts the classification accuracy amwdalized number of rules for each
of the six different confidence factors over theendata sets. The number of rules is
normalized by the Weka default J48 classifier. g lihe Weka default classifier has
a normalized rule count of 1.0 on the graph andthkr classifier values are relative
to this baseline. Using normalized values rathantraw count allows for easy
comparison of classifiers in terms of rule redutteross all data sets.

The goal of these confidence factor experimentstwéisd a point on the graph
that significantly reduces the number of rules e/imibt significantly reducing the
classification accuracy. The solid, blue circleresponds to the Weka default J48

classifier. As the confidence factor decreasesnptimber of rules also decreases, as
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expected. Likewise, increasing the confidenceofaicicreases the number of rules,
as evidenced by the open square points on the grapiesponding to C = 0.30.

As can be seen in the graph, the confidence faelaes generally have a linear
relationship with the classification accuracy amdnber of generated rules. Several
of the lines, however, have an initial period &egt ascent and then grow slowly. Up
until the change in slope, there is a significaffetcence between classification
accuracies in the classifiers represented by tepst rising line segment and the
Weka default. More importantly, at these junctiahgre is no longer a significant
difference in classification accuracy between thek#/default classifier and the other
classifiers plotted in the connecting line segmdntgeneral, the solid, green
triangles mark these junction points and corresgoralconfidence factor of 0.10.
Most notably, themandatory controlled andvoluntary controlled classifiers do not
conform to this general trend and a confidenceofaat 0.15 may have been a better
choice for their junction points. We chose thefmence factor of 0.10 to be our best
confidence value since it minimizes the numberesfegated rules while not

significantly decreasing classification accuracgrothe majority of data sets.
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Figure 5-3 Comparison of accuracies over different pruning levels.

Figure 5-3 is an alternative representation ofrimiation from Figure 5-2,
highlighting the differences in the classifierd@nms of classification accuracy over
different subsets of our data. In this figure #muse that follow, the solid, blue line
with the filled circle indicates the baseline as YWeka default. The solid, green line
with the filled triangle represents the confidefeetor that maximizes the balance
between classification accuracy and number of ri@es 0.10). It should be noted
that of the six different confidence factors testaaly one was significantly different
from the Weka default; this classifier is represémn the graph by the dashed line
with the filled, black square (C = 0.05).
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Figure 5-4 Comparison of number of generated rules over different pruning levels.

Figure 5-2 shows that the trees generated with0Q& are between 21% and
35% smaller than those generated with the Wekauttef&C = 0.25, while reducing
classification accuracy by only 1 — 1.5 percentagjats. Figure 5-4 shows how
these percentages translate into raw values. édhfidence factors tested, only one
(C =0.05) produced a fewer number of rules thanchosen optimal classifier but
was disregarded due to having a significantly watassification accuracy. As
mentioned previously, a smaller number of rulassisally more applicable to the
general problem domain. Pragmatically speakingjeareduction also makes it
easier for humans to comprehend.

Smaller tree sizes equate to more efficient traimmterms of both time and

space. Figure 5-5 illustrates how the various idemice factors affect overall tree
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size. This information is not directly represenitedrigure 5-2, but as the tree size is
defined in terms of the number of internal nodeslsimed with the number of leaf
nodes (the number of generated rules), it canfeered. As with the number of
generated rules, our chosen classifier reducetiébesize by 21% - 36% relative to
the Weka default, which can significantly redu@aring time over a large number of
data instances. The remaining classification erpants, thus, use the Weka default

for the tree generation algorithm with a pruningfatence value of 0.10.
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Figure 5-5 Comparison of tree sizes over different pruning levels.
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5.2 Results

The decision trees for the four Mandorvol studyeskpent types, built using the
J48 classifier with a confidence factor of 0.1®®ction 5.1.3 are summarized in
Table 5-3:

Mandatory Controlled Mandatory Uncontrolled

Data Collected: 362 (20 users] Data Collected: 2050 (37 users)
# of Rules: 28 # of Rules: 168

Tree Size: 55 Tree Size: 329
Accuracy (%): 67 Accuracy (%): 67

Std. Dev. (%): 8.2 Std. Dev. (%): 3.5
Voluntary Controlled Voluntary Uncontrolled

Data Collected: 398 (29 users) Data Collected: 1348 (31 users)|
# of Rules: 32 # of Rules: 114

Tree Size: 61 Tree Size: 221
Accuracy (%): 74 Accuracy (%): 70

Std. Dev. (%): 6.9 Std. Dev. (%): 4.1

Table 5-3 Classifier properties by experiment type.

Note that the number of users that contributed tiathe classifiers and the
number of users reported to have completed they g&elction 4.3.1) are not the
same. While the figures in Section 4.3.1 do adelyaepresent the number of users
that participated in the study, it was not discedeuntil detailed inspection of the
data that some users did not in fact completettiatys In most of these cases, the
Mandorvol Browser was turned off after the starth&f experiment, either voluntarily
or inadvertently. Additionally, in the cases o toluntary experiments, some users
simply opted not to provide feedback. In theseesathe subject did complete the
study but did not contribute any data that couldibed for classifier training.
Henceforth, only participants that completed thpegsment are considered in our
analysis.

Figure 5-6 shows the total number of study paréiotp by day. The large slope
beginning at day 7 is the result of our first mairkg effort. After approximately five
days, the rate of user participation slowed do@wm. day 17, the number of new

participants spiked up briefly again. From thainpto the end of the experiment, the
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number of new users participating each day waslynosnstant, at approximately

one or two users per day.
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Figure5-6 Total number of participants by day.

As the data was collected over the course of 38,dag decided to investigate
how well the classifier performed as new data vtked (see Figures 5-7 to 5-10).
The choice of a “day” as a line of demarcationristeary, since the collected data
was not evenly distributed over all days. Howelteras still used because it
provided a natural boundary and is simple to readmut. The data used for each of
the daily classifiers is accumulative. For exampleday three, the data collected on
days one, two, and three are used. Note thatrtphg only show data through day
33 because no useful information was collectednduthie last five days of the
experiment. We averaged 3.5 new subjects pertddycontributed 126 data

instances per day for those 33 days.
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Figure 5-7 Daily classification accuracy for mandatory controlled experiment.

Figure 5-7 shows the daily performance of the di@ss for themandatory
controlled experiment. Recall that all experiments werelQrimes with 10 fold
cross-validation. In order for a 10 fold crossidation to work, there must be at least
ten data entries, so that all the folds have soat@ dAs can be seen in Figure 5-7, the
mandatory controlled experiments did not garner a sufficient amourdaif until the
tenth day of the study. This was due to the softvdefect that affected the
experiment, described in Section 4.3.1.

Approximately 24 days into the experiment, the sifasation results began to
stabilize. The most turbulent areas in the graphespond directly to the large
growth in population shown in Figure 5-6. While ttlassification accuracy does not
change very much, the standard deviation in acguratween different classifiers is

both the 10 fold cross-validation and across thexXiEriment runs continues to

decrease.
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Figure 5-8 Daily classification accuracy for mandatory uncontrolled experiment.

The triangular points in Figure 5-8 indicate clésation accuracies that are
significantly better than the baseline, which wass last day of the experiments, at the
0.05 confidence interval. The last day of the expent, day 33, was chosen at the
baseline because at that point, all collected watad be used in the decision tree
construction. The underlying heuristic is that there data the decision tree has, the
better the classifier. Each daily classifier wampared to the last day using a
corrected pairettest.

While the triangular points have significantly leettlassification accuracies, the
standard deviations at those points are considelatger than the baseline. It is not
sufficient to merely pick the subset of data thatds the highest accuracy. The
decision tree construction must be reliable anti signdard deviation indicates that
there was substantial variation in the generatsestfor each fold and each

experiment. As can be seen in Figure 5-8, thesifieation results did not begin to
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stabilize until approximately day ten, with alltbie significantly better classification

accuracies occurring before that point.
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Figure 5-9 Daily classification accuracy for voluntary controlled experiment.

As more diverse data is added, the J48 algorithablis to detect relationships
between attributes in the data set. Using atteilvatues in a datum, rather than just
the classification value, allows the decision tieeesason about a classification
prediction rather than simply reporting the tragset’s classification distribution. In

doing so, the folds are not as dissimilar and ab slue overall variance is reduced.
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Figure 5-10 Daily classification accuracy for voluntary uncontrolled experiments.

Figure 5-10 contains a point, indicated by a squhe is significantly worse
than the baseline classifier. Like points thatsagaificantly better, this point is
deemed significantly worse at the 0.05 confidenterval using a corrected paired
test. Fortunately, this point occurs very earlyha experiment and as more data is
collected, no significantly bad classifiers areateel. In fact, this is true of classifiers

generated for all experiment types.

5.2.1 Results Summary
The initial standard deviation for all of the datgs is high. Early in the

experiments, little data were available and as silnehconstructed trees were based
more on probable data distribution than discoveedationships. For example, in the
voluntary controlled set of experiments (Figure 5-9), users tendedvio fgedback
when they were satisfied with a search result {sd#e 4-8). If early on in the

experiments the majority classification value gassfied, the trees would resemble
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ZeroR in that they would simply predigtisfied in all cases. If some of the data
contained other classifications values, however résults of an n-fold cross-
validation would fluctuate between 0% and 100%e alerage of these runs would
be the actual distribution &htisfied values.

At approximately day 15, all classifiers begin talslize in their classification
accuracies. This suggests that prolonged dateath will not significantly
improve the results of any constructed decisioe. tidowever, the standard
deviations do continue to decrease as more dat#died, suggesting a convergence to
a single tree that will be created by all foldsihexperiments.

The standard deviations are lower for the uncoletricdxperiments than for the
controlled using both mandatory and voluntary festtlmechanisms, as can be seen
by comparing Figure 5-7 with Figure 5-8 and Figb+@ with Figure 5-10. The
differences in standard deviations correlate tadifference in the number of data
instances and, as such, were expected. Tabldbvdssan average standard
deviation of 3.8% for the uncontrolled experimeasl an average standard deviation
of 7.6% for the controlled experiments. A natuahsequence of these differences is
that we have much greater certainty in any conchssive derive regarding the

uncontrolled experiments rather than the contradiees.

5.3 Analysis

Using the user satisfaction values distributiomrfréable 4-8 and the J48
decision tree properties shown in Table 5-3, itloarseen how well our trained
classifiers predicted user satisfaction compardtiedaseline operation. Table 5-4
reports both the baseline classification accuracythe J48 classification accuracies
for each of the four Mandorvol study experimentetyp The table also shows the

increase in accuracy obtained by the decisiondvee the ZeroR method.
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ZeroR (basdline) Decision Tree Difference (%)
Accuracy (%) Accuracy (%)
vandaiory 47 67 +44
Uncontroliec a7 67 4
e s r
Uncontroned 49 0 42

Table 5-4 Comparison of baseline and decision tree classification accuracies.

The decision tree classifiers were able to pragier satisfaction values much
more accurately than did ZeroR. As can be se@ialobe 5-4, in all cases, the
decision tree classification accuracy is at le@8b higher than that of ZeroR,
corresponding to an increase of 40% or more irsidlaation accuracy. Furthermore,
the classification accuracies are high enough tode¢ul. As an example, in a
voluntary controlled scenario the decision tree is able to correciigimt how

satisfied a user is with a search result threebftdur times.

5.3.1 Mandatory Versus Voluntary
The mandatory dimension is the pivot point of #mperiment. Previous work

[Fox et al. 2005] has shown that classifiers fadacting user satisfaction can be built
using data collected from a mandatory feedback ar@sm. The rationale behind
the choice of using a mandatory feedback mechaisisommmaximize the amount of
collected data. Table 5-3 clearly shows that tla@datory experiments collected a
greater amount of feedback data than the volurggpgriments, supporting our
hypothesidH1 that a mandatory feedback mechanism would caftece data than a
voluntary one. Classifiers such as decision ttgaisally become increasingly
accurate as more data is supplied for trainingusT It is noteworthy that the
voluntary dimension has higher classification aacyrin both the controlled and
uncontrolled scenarios, as seen in Table 5-4.

HypothesisH?2 stated that data collected via a voluntary feekllmaechanism
would be of higher quality than that collected aienandatory feedback mechanism.

Here, quality is defined as most accurately repr@sg a user’s true level of
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satisfaction with a search result. The underlydea is that if a user gives feedback
of their own free will, then they are likely to giworrect data. If, however, users are
forced to give feedback values, they may give irexirresults either as simply a
means of removing the pop-up or as a form of retian for being annoyed. While it
is not clear that the voluntary dimension is offf@gquality due to these factors, it is
nonetheless better than the mandatory dimensitarnims of classification accuracy.

Due to the stabilization of classifier accuraciesven in the daily classifier
graphs in Figure 5-9 & Figure 5-10, it is cleartttiee lower amount of data collected
via a voluntary feedback mechanism does not imjb&ctesults of constructed
decision trees. Thus, choosing a mandatory fedédim@chanism simply as a means
of collecting more data is not a justified decisianless it is believed that not enough
data can be acquired before reaching the criticatfapproximately day 15 — 1,200
instances — in this experiment) at which the addibf more data will not
significantly affect classification accuracy. Aaskifier built using a voluntary
feedback mechanism can perform just as well, ifostter, than a classifier built
using a mandatory feedback mechanism without adleedfecting a user’s search
session.

As mentioned previously, there are a large numbsinailarities between the
work completed by Fox et al. [2005] and our owrdgtuSections 3.2 & 4.1.2
describe how our experimental design was deriveh fiheir work, but does not
discuss analogues between their results and @ysomparing the results of the Fox
et al. study with our own, we further enhance lb#ir findings and our own.

The Fox et al. [2005] experiment was conducted av@x week period with 146
participants, yielding approximately 3,700 differeiata instances. These values are
very similar to our own results, as highlightedrable 5-3. Using their collected
data, Fox et al. were able to construct classifteat were able to correctly predict
user satisfaction with a search engine result 57#eotime. By removing
problematic leaf nodes in their decision tree, tiveye able to improve the accuracy
to 66%. The improved classification accuracy is/\&milar to those observed in our
mandatory controlled andmandatory uncontrolled experiments. The Fox et al.

experiment most nearly correlates to oandatory uncontrolled experiment type.
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If it is to be believed that the results of our matory set of experiments are
analogous to those of Fox et al., then there théurevidence that data collected via a
voluntary feedback mechanism is able to yield betssifiers than data collected
via a mandatory feedback mechanism. UnfortunatiEgpite the similarities
between the two studies, it is hard to provideraalicomparison between our work
and that of Fox et al.. In particular, their feadk distributions were different than
those we observed, affecting their baseline. Aalaily, they used a time-based
method for splitting their data set into trainingdaest sets, which may impact the

classification results.

5.3.2 Controlled Versus Uncontrolled
The differences in classifiers over controlled andontrolled scenarios are not

nearly as pronounced as the differences betweemanelatory and voluntary
dimensions. In fact, looking at the mandatory disen, the classification accuracies
between controlled and uncontrolled are virtualigntical. In the voluntary
dimension, however, the difference is quite laries not clear why this is the case,
and determining the correlation between voluntagdback systems and the scope of
a search domain extended beyond the bounds gfithjsct. An in-depth study of

this relationship may yield additional insightsamtnproving the constructed decision

trees.

5.3.3 Implicit Indicators
Treating our decision trees as a set of rules shiatscertain attributes in the

data set consistently have higher information gdihePagePosition  and
DurationSeconds  attributes appeared in all four experiment typ&siotable
observation is that for the two controlled expertse thelinkTextLength

attribute had high information gain, perhaps intligathat users searching for help
prefer links with short, descriptive titles. Nockurend was observed in the
uncontrolled experiments, although thage andSearchResultUrlLength

were used much more frequently in this set of erpants. Fox et al. observed that
DurationSeconds  andExitType were highly predictive attribute in their

classifiers.
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Clearly, the user dwell time on a padmifationSeconds ) is an implicit
indicator highly correlated with user satisfactiofhere is a difference between the
utility of other implicit indicators we recordeddthose that Fox et al. noted. For
example ExitType  did not have high information gain in our clas=i§i, while it
was highly predictive for Fox et al. It is not inedhately clear why this is the case. It
could simply be due to different user populationsltanging trends in how users use
Web browsers (there is a four year time gap betwd®n the Fox et al. study was

completed and when our study was completed).
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6 Conclusions

This chapter provides a summary of the resultdisfresearch. Here we discuss
what can be concluded from the research in thisishend the primary contributions.

Additionally, we offer ideas for future researclattimay enhance our findings.

6.1 Research Question Revisited

Previous work has found correlations between uskawiors collected during a
user’s interaction with a Web browser and a udewsl of satisfaction with the Web
page [Claypool et al. 2001a; Claypool et al. 20@0én et al. 2002]. As these
behaviors are indications of user satisfactiony tineve been termadplicit
indicators. Fox et al. [2005] constructed a classifier usgwpback values collected
with a mandatory feedback mechanism that was alpeedict user satisfaction with
a search engine result as a function of impliadicator values. Using the results of
Fox et al., search engines can improve their refylincorporating an implicit
human rating of document relevance into their nagkrocess.

While the results of Fox et al. are promising, veédved that their choice of
using a mandatory feedback mechanism may haveaéisein their results.
Furthermore, we believe that in a deployed systemuluntary feedback mechanism
will be much more user-friendly than a mandatogdteack mechanism. Thus, we

set out to investigate the following research goast

Can voluntary data can be used to train a classifier that is as

effective as a classifier trained with mandatory data.

In order to answer the research question, we dpedlowo hypotheses.
HypothesisH 1 is that a mandatory feedback method will colleghkr quantities of
data than a voluntary feedback method. Hypothég&iss that a voluntary feedback
method will collect higher quality data than a matedy method. Each of these
hypotheses addresses an important property ofudathin the construction of
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classifiers. Principally, both high quantity arigthquality positively contribute to
the classification accuracy of a classifier.

Having derived our hypotheses, we began designingtady. We decided to
test voluntary and mandatory feedback mechanismosrntrolled and uncontrolled
scenarios. The voluntary feedback mechanism waste&al explorer band while the
mandatory feedback mechanism was a modal pop-ugowirthat could not be closed
without providing feedback. The controlled scenadquired a subject to complete a
set of tasks in Microsoft Excel while searching lietp only from the Microsoft
Office help system. The uncontrolled scenariovedld subjects to search the Web
using the Google Web search engine. We conduategilot tests in order to refine
our choice of a voluntary feedback mechanism atagethe Excel tasks.

During the pilot studies, we found that a distinetteedback mechanism will
yield more feedback than one that blends in withrést of the containing application
(in this case, the Internet Explorer Web browsé&rthermore, we found that a
vertical explorer band placed on the left-hand-sila Web browser will elicit more
feedback than a horizontal one placed at the bottioanWeb browser due to Western
reading direction. If a user does not read a Wagieompletely, they may never see
a feedback component placed at the bottom of thie b¥@wser. To our dismay, we
also discovered that the choice of a Web browséneafeedback tool introduced
challenges related to pervasive Web content. ttiqodar, we were required to refine
our voluntary feedback mechanism so that it wowtbe confused with banner
advertisements on Web pages, lest users wouldeghor

Integrating the results of the pilot studies intw experimental design, we
commenced a two-month long study consisting of U€drs divided into four
experimental groups. We analyzed the data weateliethrough the construction of
decision tree classifiers using the open-sourceaMe&chine learning tool. During
our analysis, we were able to address our two Ingsats and showed evidence that
supports both of them.

Using the data collected during the study, we baegearstructing classifiers to
address the research question. We processedtthanttal4 key attributes that were

used to train a set of decision tree classifiensguthe open-source Weka machine
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learning tool. We performed a series of experimevith different classifier
configurations in order to find an optimal parameset that balanced decision tree
accuracy against the number of rules generatedétrée. Having found an optimal
set of parameters, we constructed and analyzedidedrees for each of the four
experimental groupsnandatory controlled, mandatory uncontrolled, voluntary
controlled, andvoluntary uncontrolled.

We found that in the controlled scenario, userdéedmot to provide feedback
since they were task-oriented. In particular, aenid that in order to give feedback,
users would be required to evaluate a page twi¢e first evaluation would be an
attempt to apply the Web page’s contents to thHedaaband. If the page was helpful,
typically users clicked the Web browser’s “back’tton in order to move onto the
next task. In order to properly give feedbackrsiseould have to evaluate the page
again. Providing feedback about the Web page wapart of the users’ workflow,
and thus was often not completed. In the uncdetidcenario, however, we found
users were much more relaxed and did tend to pedeiedback.

There was no significant difference between classifconstructed with data
from themandatory controlled andmandatory uncontrolled experiments. There was
a significant difference observed between clagsifoelilt with thevoluntary
controlled andvoluntary uncontrolled data. We were not able to deduce exactly what
caused this difference, unfortunately. Determirtimgcorrelation between voluntary
feedback mechanisms and the scope of the searchinlextended beyond the
bounds of our work, but may be worthwhile for fiduesearch.

Based on the results of the analysis, we have shioatmot only can a classifier
be built with data collected via a voluntary feedbanechanism, but such a classifier
performs as well as, if not better than, one crbatigh data collected via a mandatory
feedback mechanism. Such a classifier can actyatedict user satisfaction
approximately 70% of the time in an uncontrolledrsario and approximately 75% of
the time in a controlled scenario. Additionallyrdugh daily analysis of the data, we
found that the increased quantity of data collegtgd a mandatory feedback
mechanism does not eclipse the higher quality ofagavoluntary feedback

mechanism. We found that after about 15 days @& dallection, providing more
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data to the decision tree construction algorithchrdit affect the results of the
constructed trees.

Our findings indicate that a search engine provabend integrate predicted user
satisfaction values, based on a classifier trausedg data collected via a voluntary
feedback mechanism, into its search result raniogess. Using a voluntary
feedback mechanism is more practical than a mandatechanism due to the user
annoyance factor. Forcing users to provide feekddule reviewing a search engine
result is likely to cause them to cease using yis&esn. A passive, voluntary
feedback mechanism will be more acceptable to wsetwill yield a more accurate

classifier.

6.2 Suggestions for Future Work

In this thesis, we considered the utility of a wvahary feedback mechanism
versus a mandatory feedback mechanism. Our cbhb&aside panel as our feedback
component, while based on pilot studies, was al@dstrary. Given a Voluntary —
Mandatory continuum, one can imagine other typds@dback mechanisms that lay
at different points on the scale. For exampleppp window that was non-modal
and that could be closed without giving feedbacki@ppear somewhere near the
middle. Such a feedback mechanism may collect fe@@back than our explorer
band did at the cost of lowering data quality dueger annoyance. It would be
interesting to see how different feedback mechasisith varying degrees of
voluntariness perform against each other. Suclkwan be viewed as a refinement
of our research.

Furthermore, the decision to use search enginesrgaoblem domain and a
Web browser as our experimentation tool impacteditsign and execution of our
experiment. As discussed in Section 3.4, people bacome adept at filtering out
non-core content in a Web browser due to the pam@amsture of online advertising.
We believe that had the experiment been perfornmtdnithe context of a domain-
specific application (e.g., a spreadsheet apptioatielp system, users would have
been more responsive to prompts for feedbackudh applications, there is more

flexibility in the design of the feedback mechanjsimce it will likely not be
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confused with a banner advertisement. Additionallgnay be the case that the
guantity and quality of data collected will diffeonsiderably from that observed in
the Web search space. In these cases, our wonktche directly applied, but rather
can serve as a framework for similar studies.

Future work that focuses on the study populatiog beaable to discover new
relationships between the user and the qualitycaraahtity of data collected. While
we attempted to attract as large and as diversifipdpulation as we could, our
sample population consisted mostly of undergradcateputer science and
electrical/computer engineering students. Thediitiuals have higher than average
computer skills and thus may have skewed our esldnfortunately, this was a
limiting factor in the work of Fox et al. [2005] all. A future study that can test
either a less technically-inclined population angly a more diversified one may
yield different results.

Finally, future work into the discovery of implidgitdicators can also serve to
enhance our findings. In particular, implicit indtors that highly correlate with user
satisfaction may be able to improve the varioussil@t trees we constructed. Such
implicit indicators would thus lead to better prains of user satisfaction, which

may be used to further refine search engine results
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Appendix A - Pilot Study 1 Questionnaire
Post Study Questionnaire

1. How intrusive did you find the feedback window#¢t@ one)

NOt VY € mmmm e > Very
2. How difficult were the Excel tasks? (circle one)

NOt VY € mm e e > Very

3. How useful were the help items returned by the boft Office Help
Search? (circle one)

N Ot VY € mmmmmm e m e e - Very
4. How many Excel tasks were you able to completeautlusing the
Microsoft Office Help Search? Please enter a nur@ber:

5. Were the prompts and options in the feedback windear? (y / n)

6. What would you change about the feedback window?

7. What would you change about the Excel tasks?

8. Please provide any additional comments or suggesabout the quality
of the feedback system.
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Appendix B - Pilot Study 2 Questionnaire
Post Study Questionnaire

1. How intrusive did you find the feedback window#¢t@ one)

NOt VY € mmmm e > Very
2. How difficult were the Excel tasks? (circle one)

NOt VY € mm e e > Very

3. How useful were the help items returned by the boft Office Help
Search? (circle one)

N Ot VY € mmmmmm e m e e - Very

4. What is your level of expertise with Excel? (circlee)

5. How many Excel tasks were you able to completeauthusing the
Microsoft Office Help Search? Please enter a nur@ber:

6. Were the prompts and options in the feedback windear? (y / n)

7. What would you change about the feedback window?

8. What would you change about the Excel tasks?

9. Please provide any additional comments or suggesabout the quality
of the feedback system.
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Appendix C - Mandorvol Study Introduction

A Mandorvol Study Introduction: - Microsoft Internet Explorer

File Edit ‘fiew Favorites  Tools  Help

= i P - T =
@Back > Iﬂ \ELI _l] p I Search ".: Favarites @Media {‘{ T i = | I

Address |@ http: ffusers wpi eduf~kmenard/study/ Vi Go

Mandorvol Study Introduction

Thank you for your interest in the Mandorvol study. In order to complete the
study, vou must use one of the PCs in the ADP |lab, CCC lab, or Gordon
Library, The computers in these locations have a piece of software installed
on them, known as the Mandorvol Browser, that collects data for the study,
The study will take about 15 minutes. Please note that you may only
participate in the study once.

Once yvou are in one of the appropriate labs, completing the study is easy:

« Log onto any one of the computers and open up an Internet Explorer
window,

e In the Internet Explorer window, click on the "Tools" menu and then on
the "Mandorvol Browser" menu item.

o When vou click on this menu item, a popup window will appear asking
vou if vou wish to turn on the Mandorvol Browser:

o Click the "yes" button,

« Your Internet Explorer window will then show the study directions, which
yvou are to read through and complete.

Once you complete the study, vour username will be collected {automatically)
from the Mandorvol Browser and you will be entered into the contest for one
of the ten $50 BestBuy gift cards.

Please try to take part in this study as soon as possible!

If vou have any questions, please contact Kevin Menard (kmenard@wpi.edu),
the Research Assistant for the Mandorvol project,
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Appendix D - Mandatory Controlled Experiment
Directions

¥ Mandorvol Study - Microsoft Internet Explorer D@@
";l

File Edit Wiew Favorites Tools Help
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Mandorvol Study

Giving Feedback

During the course of the study, vou will be using a search engine.
You must give feedback about the value of any search result item via
a pop-up window that will appear in your browser. The feedback
window is a part of the Mandorvol Browser.

Privacy Policy

Thank vou for taking part in the Mandorvol study. Please be aware
that while vou are using the Mandorvol Browser, data will be
collected from vour Intermet session. All collected data will be used
in @ manner which preserves vour privacy. If vou are not comfortable
with these terms, please disable the Mandorvol Browser by selecting
"Mandorvol Browser" from the '"Tools" menu. This will produce a
popup window that will ask vou if yvou wish to disable the Mandorvol
Browser; click "ves". Note that this procedure is identical to the one
voul followed to enable the Mandorvol Browser,

Continue on to the study . . .
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Study Directions

You have six tasks to complete in Excel. To get started, vou will need
to:

1. Open a new Internet Explorer window with the Microsoft Office Help
Search pade.
2. Download this Excel file to the desktop and open it with Excel.

& very important part of this study is that you use the Microsoft Office
Help Search page rather than the built-in Excel help system if you require
help with any of the tasks. As you search for items, yvou will be
prompted to give feedback about the value of the search result item via
a popup window, The feedback popup window is a part of the Mandorvol
Browser and you must provide feedback in order to progress further along
in the study,

Mow, complete each of the following tasks using the downloaded data
file:

1. Calculate the average of all the values in column & that are greater
than 25, Display this average in cell 0.

2. Determine the rank of the number in cell &4, Display this rank in cell
L3

3. Have the text in column & displayed in Red if the value is greater
than 10,

&t this point you are done, Please save all changes to yvour Excel data
file and submit it using the form below:

Please enter your CCC username: | |

Please select your Excel data file: |
LUpload

Flease close all the browser windows in order to complete the study, Thank you
again for your time.
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Appendix E - Mandatory Uncontrolled Experiment
Directions
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Mandorvol Study

Giving Feedback

During the course of the study, vou will be using a search engine.
You must give feedback about the value of any search result item via
a pop-up window that will appear in your browser. The feedback
window is a part of the Mandorvol Browser.

Privacy Policy

Thank vou for taking part in the Mandorvol study. Please be aware
that while vou are using the Mandorvol Browser, data will be
collected from vour Intermet session. All collected data will be used
in @ manner which preserves vour privacy. If vou are not comfortable
with these terms, please disable the Mandorvol Browser by selecting
"Mandorvol Browser" from the '"Tools" menu. This will produce a
popup window that will ask vou if yvou wish to disable the Mandorvol
Browser; click "ves". Note that this procedure is identical to the one
voul followed to enable the Mandorvol Browser,

Continue on to the study . . .
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Study Directions

Search for anything vou wish on Google for a period of 15 minutes.
You are free to look at the search results in order to see if you were
able to find what you were looking for, but please do not simply
"browse the web''

As vou search for items, you will be prompted to give feedback about
the value of the search result item via a popup window, The
feedback popup window is a part of the Mandorvol Browser and vou
must provide feedback in order to progress further along in the
study,

You may begin the study by visiting Google. Once the 15 minutes
have expired, vou are done,

Please close all the browser windows in order to complete the study, Thank
yoll again for your time,




85

Appendix F - Voluntary Controlled Experiment
Directions

File Edit Wiew Favorites Tools Help
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Mandorvol Study

Giving Feedback

During the course of the study, vou will be using a search engine.
You can give feedback about the value of any search result item via
a pane that will appear on the left-hand-side of your browser. The
feedback pane is a part of the Mandorvol Browser, but vou are not
reguired to provide any feedback if you do not wish to do so.

Privacy Policy

Thank vou for taking part in the Mandorvol study. Please be aware
that while yvou are using the Mandorvol Browser, data will be
collected from vour Intermet session. all collected data will be used
in a manner which preserves vour privacy, If vou are not comfortable
with these terms, please disable the Mandorvol Browser by selecting
"Mandorvol Browser" from the '"Tools" menu. This will produce a
popup window that will ask you if vou wish to disable the Mandorvol
Browser; click "ves", Note that this procedure is identical to the one
voul followed to enable the Mandorvol Browser,

Continue on to the study . . .
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Study Directions

You have six tasks to complete in Excel. To get started, you will need to;

1. Open a new Internet Explorer window with the Microsoft Office Help
Search page.
2. Download this Excel file to the desktop and open it with Excel.

& very important part of this study is that you use the Microsoft Office
Help Search page rather than the built-in Excel help system if you reguire
help with any of the tasks. As you use the help search page, you will be
prompted to give feedback about the value of the search result item via a
pane that will appear on the left-hand-side of your browser. The feedback
pane is a part of the Mandorvol Browser, but you are not reqguired to
provide any feedback if you do not wish to do so.

Mow, complete each of the following tasks using the downloaded data
file:

1. Calculate the average of all the values in column & that are greater
than 25. Display this average in cell D1,

2. Determine the rank of the number in cell A4, Display this rank in cell
D3.

3. Have the text in column A displayed in Red if the value is greater
than 10,

At this point you are done. Please save all changes to your Excel data
file and submit it using the form below:;

Please enter your CCC username: | |

Please select your Excel data file:| |[Browse.._|
Upload

Please close all the browser windows in order to complete the study. Thank you
again for your time.
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Appendix G - Voluntary Uncontrolled Experiment
Directions
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Mandorvol Study

Giving Feedback

During the course of the study, vou will be using a search engine.
You can give feedback about the value of any search result item via
a pane that will appear on the left-hand-side of your browser. The
feedback pane is a part of the Mandorval Browser, but vou are not
reguired to provide any feedback if vou do not wish to do so.

Privacy Policy

Thank vou for taking part in the Mandorvol study. Please be aware
that while you are using the Mandorvol Browser, data will be
collected from your Intermet session. All collected data will be used
in a manner which preserves vour privacy. If vou are not comfortable
with these terms, please disable the Mandorvol Browser by selecting
"Mandorvol Browser" from the '"Tools" menu. This will produce a
popup window that will ask vou if vou wish to disable the Mandorvol
Browser; click "ves". Note that this procedure is identical to the one
voul followed to enable the Mandorvol Browser,

Continue on to the study . . .
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Study Directions

You have six tasks to complete in Excel. To get started, you will need to;

1. Open a new Internet Explorer window with the Microsoft Office Help
Search page.
2. Download this Excel file to the desktop and open it with Excel.

& very important part of this study is that you use the Microsoft Office
Help Search page rather than the built-in Excel help system if you reguire
help with any of the tasks. As you use the help search page, you will be
prompted to give feedback about the value of the search result item via a
pane that will appear on the left-hand-side of your browser. The feedback
pane is a part of the Mandorvol Browser, but you are not reqguired to
provide any feedback if you do not wish to do so.

Mow, complete each of the following tasks using the downloaded data
file:

1. Calculate the average of all the values in column & that are greater
than 25. Display this average in cell D1,

2. Determine the rank of the number in cell A4, Display this rank in cell
D3.

3. Have the text in column A displayed in Red if the value is greater
than 10,

At this point you are done. Please save all changes to your Excel data
file and submit it using the form below:;

Please enter your CCC username: | |

Please select your Excel data file:| |[Browse.._|
Upload

Please close all the browser windows in order to complete the study. Thank you
again for your time.
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Appendix H - User Participation Encouragement

Subject: Help with CS Research! Win a prize!

Hi,

We need your help!

Members of the Computer Science Department are doing some important
funded research about improving the results of search engines and we need
participants in our experimental study. The results should help many people

so this makes it very exciting to take part.

Every person who completes the study will be entered into a drawing to win
one of ten $50 BestBuy gift cards.

The study takes approximately 15 minutes to complete and can be done at
your leisure in the ADP lab, CCC lab, or Gordon Library.

Please visit
http://www.wpi.edu/~kmenard/study/

for directions on how to get started. To be entered into the drawing, you must
complete the study by April 4.

Thank you,

Kevin J. Menard, Jr.

Research Assistant, Mandorvol Project
WPI Computer Science Department



