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Abstract

Software used in medical settings operate in complex and variable environments.
Programs need to integrate well not only with their electrical and mechanical com-
ponents, but also within the socio-technological setting they participate in. In this
Master’s Thesis, a modular software architecture for controlling surgical robot sys-
tems within magnetic resonance scanners is designed and implemented. The C++
program runs on a sbhRIO 9651 real-time operating system and an object oriented
design is taken. Robot kinematics and controls are put into effect in software and
validated. Communication with up to ten daughter cards occurs via SPI and exter-
nal information is exchanged via OpenlGTLink. A web-based engineering console
made with ReactJS is also constructed to provide a visual interface for actuating mo-
tor axes and executing robot functionality. Documentation of the code is provided
and the program was validated quantitatively with software tests and qualitatively

through experimentation in MRI suites.
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1 Introduction & Literature Review

In this section this thesis is introduced and prior art on the research topic discussed.

1.1 Medical Robots & Software

Software used in medical settings operate in complex and variable environments.
Programs need to integrate well not only with their hardware, but also with the
socio-technological setting they participate in. Doctors, surgeons, and nurses who
work closely with these systems should consider a software a helpful tool rather than
a complicated burden. Robots will begin to be more involved in medical operations
as technology advances, and there will be a need for well written programs that can
be used to singularly and generically control different systems.

Medical robots, in particular, need to have high quality, reliable software in order
to ensure the safety and effectiveness of automated surgical procedures [20]. The
program needs to be, among other facets, real-time, robust, and simple. Real-time
operating systems (RTOS) can make a program more deterministic by guaranteeing
the code will run at strictly defined times. Robustness implies that the software will
not cause unexpected behaviors during the expected use-cases. Simple programs do
not require an excessive amount of training before they can be used and are intuitive
to both their developers and end-users.

The work presented in this thesis strives towards the criteria required of a soft-
ware that controls surgical robots. The program aims to serve as a generic platform
that can be extended to different systems while also maintaining an organized cod-
ing environment. The robotic systems shown in Figures 1 and 2 demonstrate two

motivating examples for this type of architecture.

Figure 1: The figure shows the Neuro Figure 2: The figure shows the Prostate
Robot [18] used for thermal ablation Robot [4] used for prostate cancer biopsies
of brain tumors



1.2 Regulations for Software on Medical Devices

Existing government regulations for medical device software are largely focused on
programs embedded in dedicated hardware and are focused around physical harm,
invasiveness, proximity to sensitive organs, and transmission of diseases [20]. There
is also extensive literature on software applications used for medical diagnostics,
simulation, and servers [1, 5, 17]. The International Organization of Standards (ISO)
and the Food and Drug Administration (FDA) provide regulations for software used
in medical devices.

The ISO is an international regulatory organization that maintains standards
for a variety of applications and fields. ISO 13485:2016 [10] is used to direct the
quality management of products by maintaining well documented and controlled
procedures. IEC 62304:2006 [11] specifically defines the life-cycle for software within
medical devices.

The FDA of the United States approves medical devices for clinical use. 21 CFR
§820.30 |7] lists a set of requirements that must be met during the design of medical
devices and also applies to the development of software. The FDA classifies medical
devices into three categories : Class I, lowest risk, Class II, moderate risk, and Class
I11, high risk. Surgical robots such as the DaVinci, DigiMatch Robodoc, the Armeo
Robotic Arm exoskeleton, and RIO Surgical Robot Arm are classified as Class II
medical devices and must meet Class II regulations.

In 9], of 3,140 medical devices recalled between 1992 and 1998, 242 instances
where attributed to software failure, 192 of which were caused by software defects
introduced when changes were made to the software after its initial production and
distribution. This FDA guide further outlines software engineering practices to assist
medical device manufacturers in avoiding such defects and resultant recalls. Namely,
software verification and software validation are championed. The former includes
composing comprehensive documentation, software testing, and code inspections,
and is continuously performed throughout the development life cycle. The latter
is performed on a finished device to ensure, through objective metrics such as ex-
perimentation and examination, that the software conforms to the use-cases it was
constructed for.

[9] also notes that it can be difficult to gauge when software verification and
validation are complete or when enough evidence has been collected. It recommends
that a certain "level of confidence" be achieved and that the amount of confidence
needed to move forward should depend on the hazard posed by the automated
functions of the device. Software tests are not enough to fully verify that a program
is complete and correct, and the guide suggests supplementing with experiments

in simulated environments and a structured,documented development process to



provide comprehensive evidence that a medical device behaves as expected.

The standards and guidelines listed have shaped the work in this thesis. They
have motivated the use of stringent verification and validations to obtain confidence
in the software architecture. Life cycle maintenance and development have been also
been considered in addition to design safety. While achieving full clinical approval is
out side the scope of this work, the developed software has laid a strong foundation

toward this goal.

1.3 Prior Art

The prior art section of this paper presents different software architecture taken by

various medical and surgical robot platforms.

1.4 MRI Compatible Surgical Robot System Architectures

Magnetic Resonance Imaging (MRI) compatible surgical robot systems have become
a topic of interest in research regarding automated medical procedures. In contrast
to CT and Ultrasound scans, MRI can produce better soft tissue contrast for local-
izing tumors, tissue, and organ structures [14, 16]. Robots that can be placed within
the bore of the MRI can use these scans for precise image guided intra-operative
procedures |4, 18]. The design and implementation of software architectures on these
systems impact the performance and safety of these robots.

Garnette et. al [8] developed a four computer architecture for MRI guided stereo-
taxy and micro-neurosurgery. A state-machine is a fundamental component of this
system and allows for a higher level of confidence and security in the software since
robot states can only be entered after predictable series of events. A heartbeat to
the main computer is also monitored and if not detected all motion in the robot is
stopped.

Yang et. al[26] proposes to improve breast cancer biopsies by using a teleoperated
master-slave robotic system to perform these procedures under continuous MRI
scanning. This work shows that haptics can be used as a different modality for
controlling the robot through software. In this work communication between the
master and slave systems is performed by a dedicated Ethernet connection between
the control computers.

Pneumatically actuated MRI Compatible Robots have been explored in research
as well due to their inherent ability to be made of non-ferromagnetic components.
[27] investigated the controllability of one such robot with long transmission lines
by developing three custom regulators for actuator position. Stoianovici et. al

also developed a pneumatic robot that featured a watchdog system as a safety



mechanism. Their system also allows scan images to be transferred over the network
for analysis.

Tokuda et. al presented a software system for intuitive navigation of transper-
ineal prostate therapy for an MRI-guided robot. In this system six states called
"workphases" provide synchronization with the clinical workflow. The solution also
consists of a user-interface that guides the operator through these workphase states.

[21] investigated the use of real-time needle placement in the MRI with a Linux
based workstation for robot control and navigation.

The systems discussed present a subset of representative software architectures
used on MRI compatible surgical robots. They compare different control schemes,

safety measures, and design structures that have shaped the work in this thesis.

1.5 Medical Devices Software Design & Interoperability

Software in medical devices and applications can also be used for a diverse set of
situations and scenarios including but not limited to diagnostics, simulation, and
servers [1, 5, 17].

Tahmasebi et. al [1] developed a medical examination simulator that integrates
with a PhantomMTM haptic controller to provide users with real-time interactions
with virtual data and patients in a simulated environment. The program serves
as both a diagnostic tool for medical professionals and a vizualization method for
different medical scans. The simulator follows a fully object oriented design structure
and a graphic rendering back-end.

Schorr [19] explores different interoperability modes for control over surgical
robot systems by developing a distributed network that can leverage information
obtained by the various connected devices. This novel object distribution architec-
ture enables networked integration of a robot control server and multiple clients to
enhance performance. The system is safe-guarded against unauthorized entities by
introducing a security control host that validates a clients access to the robot server.

Chakravorty et. al [3] proposes a novel service architecture named MobiCare for
enabling a wide range of health related services through a mobile patient monitor-
ing infrastructure that uses cellphones and clinical sensor systems. The client-server
based system leverages HT'TP requests to build a number of services and dynami-
cally update the code as needed.

The software in the medical applications discussed have used different system
architectures, communication structures, and modes of interoperability. The server
as representative works in this topic and were their design decisions were taken into

consideration when implementing the software architecture in this thesis.



2 AIM Lab - MRI Surgical Robot Platform

In this section the MRI Surgical Robot Platform at the WPI AIM Lab is detailed.

2.1 Platform Overview

The software developed in this Master’s Thesis can be better understood by in-
troducing the surgical system architecture it operates within. The current medical
robot platform at the WPI AIM Lab can be separated by whether components are
placed in the scanner console room or near the MRI machine. The surgical robot
is placed in the bore of the scanner and is connected to the control box via a 151
pin, 22-ft long shielded robot cable. A Footpedal is connected to the control box
to enable robot actuation when pressed. The control box also passes a fiber cable
through the patch panel, a separator between the MRI room and the scanner console
room. Safe from the magnetic fields of the MRI, the interface box receives the other
end of the fiber cable. Network connections from the router within the interface box
are broken out to the main computer, external connections, and the scanner console
to allow for communication with the robot through the robot control box. A general

overview of this platform is shown in Figure 3.

Scanner Console Room Magnetic Resonance Imager Room
External Connections Control Box / 7 Robot ) \
{Theravision] [ Others ] NI Module sbRIO 9561 (SOM) t 9
I Ethernet Zync7020 (SoC)
f Interface Box ‘ Kintex /i Claias
‘ \ L FPGA ’ A9 Processor| | Robot
/ Cable
1 Ethernet o
Main Computer SPI
| 3DSlicer | [ MRTI |

{ Web-UI } {Motion Plan]

Worspace Analysis

{ 10 x Daughter Cards

Figure 3: The robotic architecture used in the WPI AIM lab. Major components
include the robot, control box, interface box, and the MRI scanner.

2.2 NI Module & Role of the C++ Program

The research in this paper is focused on the C++ program that exists on the sbhRIO-
9651 National Instrument (NI) System on a Module (SoM) that is located within the
robot control box as shown in Figure 4. The NI Module contains a Kintex FPGA
and an Arm Cortex A9 processor. The former communicates via SPI with up to 10

Spartan 6 Daughter Cards, the driver interface for a variety of actuators. The latter



is a dual-core processor that features a proprietary real-time Linux operating sys-
tem for embedded systems. This is where the low-level C++- architecture developed
in this thesis resides. This implemented software is responsible for actuating the
robot within the MRI, exchanging data with external connections, and high-level
functional planning. The program serves as a generic platform intended to be con-
figured to work with different MRI-compatible surgical robotic systems. Two robots
are currently set-up to use this system: a neurosurgery robot for thermal ablation
of brain tumors and a prostate cancer biopsy robot. These systems are shown in
Figures 1 and 2 respectively. Relevant coordinate frame transformations for these
systems are presented in Figures 6 and 7 and are referenced throughout this thesis.

The C++ program also performs various functions by receiving commands from
a web-interface running on the main computer. This computer may also relay infor-
mation about the robot’s workspace, motion planning, and real-time MRI thermal

data from other applications.

Figure 4: The sbRIO-9651 NI Module shown next to power Figure 5: The figure

supplies and Daughter Cards within the control box. shows  the ZFrame
used on the Neuro-

Robot for registra-
tion.

2.3 Daughter Cards & Robot Actuators

The Daughter Cards used in the control box manage low level actuation of robot
motors through Verilog code written for a Spartan 6 FPGA. These cards relay low
level information to the C++ code via SPI. The Daughter Card type determines
what mode of actuation and control is available for the motor. Three types of
cards for motor actuation are currently considered : pwm, analog-input, and high-
frequency. The application is extensible to a variety of custom card types. The pwm

mode of actuation is controlled by sending a duty cycle to the Daughter Card from



the C++ code. Analog input mode can provide a control signal input that can be
used to regulate motor movement. The high frequency mode has the most options
for customization as the user can set a wave form frequency and amplitude to obtain
a desired drive signal. The Daughter Cards can also be used to read and interpret
analog signals from sensors such as load cells and encoders. In some cases, there are

stand-alone Daughter Cards for only sensors.

2.4 Platform Specific Tools & Terminology

Tools and terminology specific to the project are introduced here. Registration is
the process of calculating the transformation from the scanner coordinate frame to
the robot coordinate frame. This is calculated by using the Acoustic MedSystems
Theravision device used in [15] on MRI T2W Coronal Scans of a detected Z-Frame,
shown in Figure 5. OpenlGTLink [24], is a standard communication protocol that
is commonly used in operating rooms. It is used in the AIM Lab system to exchange
data between external devices and the robot code. 3D Slicer, or simply Silcer [6],
is an open source visualization software for medical image processing, and 3D ren-
dering. Each MRI scan can be exported as a set of DICOM images which can be
visualized and manipulated in Slicer. DICOM, Digital Imaging and Communica-
tions in Medicine, is a standard for handling and storing medical images. These
tools and there role in the developed C-+ software architecture will be detailed in
the upcoming sections of this thesis.
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Figure 6: The figure, produced by Christopher Nycz, shows relevant NeuroRobot
Coordinate Frames.
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Figure 7: The figure produced by Marek Wartenberg, shows relevant Prostate Biopsy
Coordinate Frames.



3 Project Overview

In this section the project goals and objectives are detailed.

3.1 Thesis Contributions

The principal contribution of this thesis is an updated low-level C++ program that
runs on the NI-module Arm Cortex within the robot control box. The need for
a re-implementation of the software was due to the shortcomings of the previous
code. Namely, the old program was difficult to extend/maintain, it was difficult for
new members of the lab to get started with, it depended on legacy software, and
the project requirements have evolved since the code was first conceived. Thus, the

detailed contributions of this Master’s Thesis are as follows:

e Develop a set of system requirements that address the shortcomings of the

previous low-level C+-+ software

e Design and develop a modular and extensible low-level C++ architecture

The system should be designed as a modular architecture extensible to a
variety of robots with the goal of implementing it on two robotic systems

currently in the lab

The system should follow an object oriented approach
— The system should include the Forward/Inverse Kinematics for Robots

— The system should allow for position and velocity control

The system should allow for multi-threading for Communications (SPI,
OpenlGT, HttpServer)

— The system should have a new Web-based Developers Ul
e Create a detailed user-manual of the code
e Validate the code through experimentation

— Validate real-time consistency of communication lines

— Validate robot targeting

— Validate functionality of position and velocity controllers

— Demonstrate the software’s capability in the surgical operation workflow

— Validate and safe-guard functionality with unit tests



4 Software Architecture

In this section the design and implementation of the developed C++ foundational

code base and the ReactJS web application are elucidated.

4.1 Design Overview

The generic software architecture is a extensible system that is implemented and
demonstrated on two MRI-compatible surgical robots at the WPI Aim Lab. This
code base can be discussed in two parts: the low-level C++ implementation and the
high-level developer-specific web console. The first discusses the design of the low-
level program, presents why specific decisions where made, and details the various
classes and their purpose in the overall software scheme. A general overview of this
C-++ code is presented in the diagram in Figures 8 and UML Diagrams of the code
are shown in Figure 9 and 10. The developer’s web console, in the second section,
was created for engineers or operators to directly access and control the robot during
the surgical workflow, more details in section 6.4. This part of the paper also details

the development of the web-based user interface (UI).
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Kinematics.hpp NeuroKinematics.cpp/.hpp e e e » eade)
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ProstateKinematics.cpp/.hpp CustomWebServer.cpp/.hpp

voidParseString ToArray(const string &input, char delim, vector<float>*result);
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staticvoid*runServer(void* webServer);
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xNeedleDesired, double yNeedleDesired, double
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4 Motor.cpp/.hpp
void EnableMotor(); Timer.cpp/.hpp Logger.cpp/.hpp
void SetFrequency(int frequency, int direction, int amplitude=0); voidioc; string GetFileName();
void SetOpenLoopMotorVelocity(int direction, double velocityUnitPerSec); voidtioQy vector<vector<string>>ReadLogData(int numberOfLinesToRead);
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void StopMotor();
K void UpdateMotorStallTime();
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static Logger&Getlnstance()

Packets.cpp/.hpp

idGetOy
LimitSwitch. Cpp/ hpp voidGetIncomingPacket(int packetindex); .
y - voidSetOutgoingPacket(int packetIndex);
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Encoder.cpp/.hpp

voidSetPosition();
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ICa

Robot Components " e T

uint8_tlsFootPedalPressed();

Figure 8: The figure shows a diagram that outlines the general design of the low
level C+-+ software, class objects, and object functions.
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4.2 C-++ Low-Level Software
4.2.1 Object Oriented Design

An object oriented design (OOD) approach was selected for use in the C++ code
because it makes a program more modular, extensible, and maintainable. Objects,
instances of a C++ class, encapsulate data and functionality that can be re-used
in other places of the program. Abstract classes and interfaces can provide strict
guidelines on how child classes must be written. The OOD approach also forces
programmers, current and future, to plan out their code in advance before they
start developing.

The corner stone of the developed low-level C++ software is the abstract Robot
class. Children of a parent abstract class must provide an implementation of all pure
virtual methods. The abstract Robot class, shown in Listing 1, contains only pure
virtual methods, making it an "interface". Interfaces in C++ serve only as guides for
methods every child must implement, but do not provide a default implementation.
Since every robot is unique, this forces programmers to write these methods for their
specific robot configuration, while at the same time, enabling code re-use.

Two classes currently extend the abstract Robot class: NeuroRobot and ProstateR-
obot. If a child class does not implement one of the abstract parent’s pure virtual
functions, the compiler throws an error and will not build. Another reason these
methods are being forced on the programmer, is that they are used in other sections
of the program. For example, the RunlnverseKinematics pure virtual method is
used generically in both the OpenlGTLink and HttpServer classes whenever new
targetting information is available. Thus, this is being forced on the developer be-
cause if the function is not implemented the code will not run properly. Another
example is the Update function which is called from the main file and handles the
state-machine that directly runs robot functionality.

The abstract Robot class also contains a number of class member declarations.
These are variables that should be initialized in all children of the abstract parent
class. In this case, however, the compiler will not stop the programmer from con-
tinuing with out initializing these class members, but sections of the program may
not function properly if these are not defined. The comments in the abstract robot
class and in the documentation inform and recommend that the developer initialize
these variables in the child class constructor. It is at their discretion to initialize

these class members in new child classes.
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Listing 1: This listing shows the abstract robot class in the C+-+ code.

class Robot {

Constructor =

virtual ~Robot(){};

//==
// An object of type robot must have the following parameters

Parameters ==

public

string _name; // Name of the given robot

string _mode; // Defines the current robot mode

string _socketIGTConnection; // Defines the status of the IGT Connection, the string is
"Connected" when an IGT socket is connected

string _imagerStatus; // Defines the current status the Imager (ie: MRI, Camera’s, Ultrasound,

etc), the status can report the stage of the procedure (ie "Valid Target", etc)

Probe _probe; // Defines the specific probe structure on the robot

int _punctureDetectionsLeft; // To preserve asynchronous behavior, global puncture index gives
the current membrane the robot should expect during biopsy procedures
vector<double> _membraneDepths; // Specifies estimates for membrane depths to detect

vector<string> _robotModes; // Specifies robot specific methods

Eigen::Matrix4d _registration; // Transformation between the imager and the robot’s reference
frame

Eigen::Matrix4d _currentPose; // Transformation that represents current location of the
treatment zone

Eigen::Matrix4d _targetPose; // Transformation that represents desired location of the treatment
zone

Eigen::Matrix4d _imagerTip; // Transformation between the imager and the robot’s treatment zone

with respect to imager

Eigen::Vector3d _entryPoint; // Entry point for the desired pass-through location of the
treatment zone

Eigen::Vector3d _targetPoint; // Target point for the final location of the treatment zone

vector<vector<double>> _trajectory;// Defines a set of time stamped joint positions that the
robot should follow
unsigned int _trajectoryIndex = 0; // To preserve asynchronous behavior, global trajectory index

gives the current setpoint the robot should follow

//================ Public Methods =================
// An object of type robot must have the following parameters
// Main Method responsible for robot functionality

virtual void Update() = 0;

// Robot specific Methods for various robot specific functionalities
virtual void HomeRobot() = 0;
virtual void StopRobot () 0;
virtual void ZeroRobot() = 0;

virtual void UpdateRobot(int usPeriod) = 0;

// Robot specific helper methods needed by front end gui
virtual void Axis_Setpoint_Validator() = 0;

virtual void RunInverseKinematics(int options) = 0;
virtual int IsFootPedalPressed() = 0;

// Robot specific Motor related helper Methods
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virtual Motor* GetMotor (int cardID)

]
o

virtual vector<Motor*> ListMotors()
virtual bool CheckForStalls() = 0;

]
o

};

#endif /* ROBOT_HPP_ */

4.2.2 Robot Kinematics

To create a new robot, the programmer should create a new child class that extends
the abstract Robot class. The programmer then initializes all the class member
variables and writes all the pure virtual methods. It is then recommended that
the programmer now implement a ChildRobotKinematics class, that extends the
abstract Kinematics class, see Listing 2. The abstract Kinematics class has only
two virtual methods : Forward Kinematics and Inverse Kinematics. While the pro-
grammer is not forced to make this class, it is recommended because kinematics
are unique to each robot configuration and to the specific robot use case. Virtual
functions were chosen to allow for re-implementation of kinematic parameters. With
the abstract Robot class members/pure virtual functions defined and the new Chil-
dRobotKinematic class complete, the last step to finish initializing a new robot class
is to configure each motor axis. An example of one such implementation can be seen

in Listing 3

Listing 2: This listing shows the abstract kinematics class in the C+-+ code.

#ifndef KINEMATICS_HPP_
#define KINEMATICS_HPP_

struct tempFK_outputs {};
struct tempIK_outputs {};
class Kinematics {

public:

Kinematics() {};

virtual “Kinematics(){};

// Children classes must implement their own versions of Forward and Inverse Kinematics
tempFK_outputs ForwardKinematics(tempFK_outputs A) { return A;};

tempIK_outputs InverseKinematics(tempIK_outputs A) { return A;};

};

#endif /* KINEMATICS_HPP_ */

Listing 3: This listing shows an implementation of Forward and Inverse Kinematics
for the Biopsy Robot

Prostate_FK_outputs ProstateKinematics::ForwardKinematics(double xFrontSliderl, double
xFrontSlider2, double xRearSliderl, double xRearSlider2, double zInsertion) {
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struct Prostate_FK_outputs FK;

//**x BASE FORWARD KINEMATICS *x*x*//
_xFrontPointOfRotation = (xFrontSliderl + xFrontSlider2)/2;

double yF_1 = _heightLowerTrapOffset + _heightUpperTrapOffset;
double yF_2 = pow(_lengthTrapSideLink,2);

double yF_3 = pow((xFrontSliderl-xFrontSlider2-_widthTrapTop)/2,2);
_yFrontPointOfRotation = yF_1 + sqrt(yF_2 - yF_3);

_zFrontPointOfRotation -_C;
_xRearPointOfRotation = (xRearSliderl + xRearSlider2)/2;
double yR_1
double yR_2 = pow(_lengthTrapSideLink,2);

double yR_3 = pow((xRearSliderl-xRearSlider2-_widthTrapTop)/2,2);
_yRearPointOfRotation = yR_1 + sqrt(yR_2-yR_3);

_heightLowerTrapOffset + _heightUpperTrapOffset;

_zRearPoint0OfRotation = 0;

_alpha = 0;//atan2(_xFrontPointOfRotation-_xRearPointOfRotation, _distanceBetweenTraps);

_beta = 0;//atan2(_yFrontPointOfRotation - _yRearPointOfRotation, _distanceBetweenTraps);

FK.xNeedleTip = (_lengthTrapSideLink + zInsertion)*cos(_beta)*sin(_alpha) +
_h*sin(_beta)*sin(_alpha) + _xFrontPointOfRotation;

FK.yNeedleTip = _h*cos(_beta) - (_lengthTrapSideLink + zInsertion)*sin(_beta) +
_yFrontPointOfRotation;

//*** NEEDLE DRIVER FORWARD KINEMATICS *#*x//

FK.zNeedleTip = (_lengthNeedleTipOffset + zInsertion)*cos(_beta)*cos(_alpha) +

_h*sin(_beta)*cos(_alpha) + _zFrontPointOfRotation;

FK.BaseToTreatment << 1, 0, O, FK.xNeedleTip,
0, 1, 0, FK.yNeedleTip,
0, 0, 1, FK.zNeedleTip,
o, 0, 0, 1;

return FK;

Prostate_IK_outputs ProstateKinematics::InverseKinematics(double xNeedleDesired, double
yNeedleDesired, double zNeedleDesired) {

struct Prostate_IK_outputs IK;

//**x BASE INVERSE KINEMATICS *x*//
double xFrontPointOfRotationDesired = xNeedleDesired;

double yFrontPointOfRotationDesired = yNeedleDesired;

double xRearPointOfRotationDesired = xNeedleDesired;

double yRearPointOfRotationDesired = yNeedleDesired;

//Calculation for Front Slider 1 and 2

double xF1_1 = 2*xFrontPointOfRotationDesired + _widthTrapTop;

double xF1_2 = pow(_lengthTrapSideLink,2);

double xF1_3 = pow(yFrontPointOfRotationDesired - _heightLowerTrapOffset -
_heightUpperTrapOffset,2);

IK.xFrontSliderl = 0.5%(xF1_1 + 2*sqrt(xF1_2 - xF1_3));

IK.xFrontSlider2 = 2*xFrontPointOfRotationDesired - IK.xFrontSlideril;

//Calculation for Rear Slider 1 and 2
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double xR1_1
double xR1_2
double xR1_3
_heightUpperTrapOffset,2);

IK.xRearSliderl = 0.5%(xR1_1 + 2*sqrt(xR1_2 - xR1_3));
IK.xRearSlider2 = 2*xRearPointOfRotationDesired - IK.xRearSliderl;
//*x*% NEEDLE DRIVER INVERSE KINEMATICS *x*//

IK.zInsertion = zNeedleDesired -_lengthNeedleTipOffset;
IK.zRotation = 0; //FROM OPENIGTLINKTRACKING

return IK;

2xxRearPointOfRotationDesired + _widthTrapTop;

pow(_lengthTrapSideLink,2) ;

pow(yRearPointOfRotationDesired - _heightLowerTrapOffset -

4.2.3 Main Loop WorkFlow

The main loop of the software architecture works as described by the flow chart
in Figure 11. The components of the main loop will be presented in greater detail
in the following section. The main loop begins with robot sensors and encoders
receiving updated information via SPI. The code next checks if the Footpedal has
been pressed. If so, it is safe for the robot to enter the robot mode switch case that
handles functionality unique to each system. A Motor Move method is then entered
If it has been determined that
the robot should move, the SetMotorOutputSignalMethod should be called and the

whole process is repeated. The process is asynchronous, allowing for updates to the

to determine if the robot should actuate or not.

robot on the fly, and main loop safety measures stop the robot when the Footpedal

is not pressed or if a stall is detected
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Figure 11: The figure shows a flow chart of the main loop in the developed software

Architecture.
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4.2.4 Robot Motors & Encoders

The Motor class does not extend from any parent class and is responsible for actua-
tion of an individual motor axis of the robot. Different actuators can be represented
in the code by configuring a motor type such as shinsei, dti, or others and a Daughter
Card type such as pwm, analog-input, high-frequency or others.

The Motor class takes in a Motor Configuration structure that defines parameters
a motor must know about itself, see Listing 5. The Robot class must implement a
motor and motor configuration for each axis. The Robot class has a method called
Update, shown in Listing 16, that is called in the main while loop. The Update
function calls a MoveMotor method for each Robot Motor. If the given motor is
enabled in software, the Footpedal is pressed, and the motor’s setpoint is not the
motor’s current position, then the class moves the motor in the direction of the
setpoint. The "direction" to move is determined as part of the robot configuration.
The motorDirection variable spins the motor clockwise or counter clockwise for a
given setpoint. The directionCorrection variable configures what should be consid-
ered the positive or negative direction for a motor axis. This allows the programmer
to define the positive and negative directions of motion for the coordinate frames
on the specific robot, and relate quadrature encoder readings to the robot’s relative
position.

The motor is actuated via the SetMotorOutputSignal method shown in Listing
6. SetMotorOutputSignal takes in a direction to rotate, a frequency, and optionally
a wave amplitude. Depending on whether the motor is of type pwm, analog-input,
or high-frequency, a different SetMotorOutputSignal routine is performed. For ex-
ample: a motor with a pwm card type expects to be given a direction and duty
cycle while a motor with a high-frequency card type expects a wave frequency and
an amplitude to create a custome drive signal.

Each Motor object contains an Encoder object. The Encoder class receives
position information in ticks from the Daughter Cards via SPI and calculates a
current position using this received value, the encoder reference, and the encoder
offset. The current encoder position is calculated differently depending on the motor
directionCorrection variable and the two equations are shown in Listing 7. The
encoder reference is set to define a given encoder reading as a zero position or to
effectively cancel it out. The encoder offset variable is set to shift the current encoder
position, and is used to restore current encoder positions over the web-UI.

Safety of the system was considered when writing the Motor and Encoder classes.
If a motor should be moving (because the Footpedal is pressed, the axis is enabled
in software, and the setpoint is not the same as the current position of the robot)

then if the encoders have not started to count after a 0.5 second interval, the axis is
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immediately disabled. This is done to prevent the motor from continuing to move

when the encoders have stopped counting.

Listing 4: This listing shows an example for how a Motor object is created inside a
child Robot class.

ProbeInsertionConfig

};

_probelnsertion =

=4

card_type::externaldriver_non_pwm, // Card Type - Ex: pwm, non_pwm,
analog_input, high_frequency, unspecified

motor_type: :shinsei, // Motor Type - Ex: shinsei, piezo, dti, unspecified,

"Probe Insertion", // Motor Name

5000, // Encoder Resolution

"mm", // Axis Units

47.24, // ticksPerUnit

1, // motorDirection

1, // directionCorrection

limit_type::lower, // limitType - Ex: upper, lower, unspecified

0x0001ffff, // maxVelocity

0x0, // minVelocity

0, // Software Limit - Minimum

1650, // Software Limit - Maximum

0, // _homeOffsetInTicks

1, // Control Gain Kp

1, // Control Gain Ki

0, // Control Gain Kd

1 // Deadband

Motor (packets, 3, ProbeInsertionConfig);

Listing 5: This listing shows the Move Motor Method used in the Motor Class.

bool Motor: :MoveMotor () {

_timer.tic();

// 1f the motor axis has been enabled in software

if (_enabled){

// If the encoder values are changing

if (_encoder._pos != _encoder._lastPos){

_stall_detect_time = _timer._usStart;

// Verify that the axis has not stalled
if (_timer._usStart - _stall_detect_time < 500000){
_log_stall_failure_flag = 0;

// Check if the motor axis is currently homing

if (_homing) {

// If homing, send the motor to its home limit switch
HomeMotor () ;

// Otherwise
else {

if the motor axis is not currently homing

// Get the current position of the motor axis

int current = GetEncoderPositionTicks();
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// Send the axis towards its setpoint

if (_setpoint < (current-_deadband))q{
EnableMotor();
SetMotorOutputSignal (_velocity, 1);

} else if (_setpoint > (current + _deadband)) {
EnableMotor();
SetMotorOutputSignal (_velocity, 0);

} else {
// If we’ve reached the setpoint stop the motor axis
_stall_detect_time = _timer._usStart;
StopMotor () ;

return true;

// If the motor axis has stalled

else {
// Stop the motor and log that a stall was detected
StopMotor () ;

// Disable the motor, and await the user to re-enable on the UI

_enabled = false;

// We only want to show the stall log failure once
if (_log_stall_failure_flag <= 2){ _log_stall_failure_flag += 1;}

// So if the log stall failure flag is one, show the error, else don’t
// prevents the console from being flooded
if( _log_stall_failure_flag == 1 ){
Logger& log = Logger::GetInstance();
log.Log("The " + _name + " Motor has STALLED !!!!",  LOG_LEVEL_CRITICAL, true);

// 1f the motor axis has been disabled software
else {
_stall_detect_time = _timer._usStart;
StopMotor () ;

return false;

Listing 6: This listing shows the SetMotorOutputSignal() method in the C+-+ code.

Note the switch case which takes in the motor type.

// Note: The amplitude parameter is optional
void Motor::SetMotorOutputSignal(int motorOutputSignal, int setDirection, int amplitude)
{

int signal;

int direction;

int directionl;

int direction2;

int actualDirection = (_motorDirection ? setDirection : !setDirection);

if ((IsLimit () && ((!setDirection && (_limitType==limit_type::upper)) || (setDirection &&
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(_1imitType==1limit_type::lower))))){
StopMotor () ;

return;

switch(_cardType){
case card_type::externaldriver_pwm:
// Decide the direction and frequency
direction = (actualDirection) 7 0x00000000 : 0x80000000;
signal = (direction | (_maxVelocity & motorOutputSignal));

// Send desired motor response to daughter card
_packets->outgoingPackets[_cardID] .wavel_freq = signal;
break;

case card_type::externaldriver_non_pwm:
// Decide the direction and frequency
direction = (actualDirection) ? 0x40000000 : 0xC0000000;
signal = (direction | (_maxVelocity & motorOutputSignal));

// Send desired motor response to daughter card
_packets->outgoingPackets[_cardID] .wavel_freq = signal;
break;

case card_type::highfrequency:
// Decide the direction and frequency
directionl = (setDirection) ? 0x00 : 0x01;

direction2 = (setDirection) ? 0x01 : 0x00;
// Send desired motor response to daughter card
_packets—>outgoingPackets[_cardID].wavel_table = directioni;

_packets—>outgoingPackets[_cardID].wave2_table = direction2;

_packets->outgoingPackets[_cardID] .wavel_freq = motorOutputSignal;
_packets->outgoingPackets[_cardID] .wave2_freq = motorOutputSignal;

_packets->outgoingPackets[_cardID] .wavel_amp = amplitude;

_packets->outgoingPackets[_cardID] .wave2_amp = amplitude;
break;

default: // Unspecified or unlisted
break;

Listing 7: This listing shows the two equations that can be used to set the encoder
position depending on the direction that should be consider positive for the robot’s

coordinate frame.

if (_directionCorrection){

_pos = (_reference + _offset - _reading); // Calculate the current position
} else {
_pos = (_reading - _reference + _offset); // Calculate the current position
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4.2.5 SPI Communication

SPI is used to communicate between the Arm Cortex on the NI-Module and the
Verilog code written on the Spartan 6 on the Daughter Cards. In the C++ software,
a dedicated thread was launched for this transaction of information and data was
distributed to other classes by a shared pointer to a Packets object; however, due to
issues with Jitter, see Section 6.1 the thread was consolidated into the main loop. To
safe-guard the data in the Packet object, a mutex is used to lock and unlock critical
region access when shared data is manipulated. The SPI class first packs outgoing
messages to each respective Daughter Card converting a struct to a uint32*. Then
the code waits until the Daughter Cards are ready to send data. Once ready, the
C-++ program toggle transacts all the Daughter Cards at once, effectively initializing
the transactions. The SPI class then unpacks incoming packets from uint32* to a
class member struct within the Packet Object. Each incoming and outgoing packet

contains 256 bytes of data.

4.2.6 OpenlGTLink Communication

OpenlGTLink is a standardized mechanism for communication among computers
and devices in operating rooms for a variety of image-guided therapy (IGT) appli-
cations [24]. OpenlGTLink communication is used in the AIM Lab MRI surgical
robot platform to exchange data with Slicer and other external connections.

The OpenlGTLink object takes in three parameters: a Robot pointer to the main
robot object, a Robot pointer to a cached robot object, and a port to listen on. There
are two central functions of this class: the Sync() method and the ThreadlGT()
method shown in Listings 8 and 9 respectively.

The Sync() method checks if there are any differences between the main robot
object and the cached robot instance. Any detected differences are then sent over to
the connected client sockets, if one exists. This method is called in the main while
loop.

The ThreadlGT() method is launched in a dedicated thread. It creates the
C+-+ program’s OpenIGT server and allows clients to connect / disconnect from
it repeatedly. Clients can directly change the value of different variables in the
main Robot* object by sending messages over the OpenlGTLink connection. For
example, if a client wants to change the Registration transform of the robot, they
simply need to send a message with a header name of "Registration" and a data
type of "Transform", and the C++ OpenlGTLink Server will interpret that as a
request to change the main robot object’s registration transform to the value of the

transmitted transform.
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Listing 8: The listing shows the Sync() method used in the OpenlGT class for
external communication. This method is responsible for sending data out from the
C++ OpenlGTLink Server whenever a difference is detected between the main robot
object and the cached robot object.

void OpenIGTLink::Sync() {
// Given that the socket is not null and we’re connected to a client socket
if (socket.IsNotNull() && _clientSocketConnected != 0) {
// SEND ROBOT REGISTRATION
if (!_robot->_registration.isApprox(_cachedRobot->_registration)){
// Convert Eigen Matrix to IGT Matrix and update the cached robot
igtl::Matrix4x4 msg;

for(int i = 0; i < 4; i++){
for(int j = 0; j< 4; j++){

msgl[i] [j] = _robot->_registration(i, j);

}
//Convert4dEigenMatrixTo4dIGTMatrix (_robot->_registration, msg);

_cachedRobot->_registration = _robot->_registration;

// Create Transformation Matrix to transmit

igtl::TransformMessage: :Pointer registrationMsg = igtl::TransformMessage: :New();
registrationMsg->SetDeviceName ("scanner_to_robot_reg");
registrationMsg->SetMatrix(msg) ;

registrationMsg->Pack();

socket->Send(registrationMsg->GetPackPointer(), registrationMsg->GetPackSize());

Listing 9: The listing shows a subsection of the ThreadIGT() method. This method
is launched in a separate thread and is responsible for receiving data from a con-

nected client socket.

void* OpenIGTLink::ThreadIGT(voidx* igt) {
// For Profiling the code
Timer _timer;

//Logger& log = Logger::GetInstance();

// Get an IGT Object
OpenIGTLink *igtModule = (OpenIGTLink#*) igt;

// Create New Sockets on the provided port
igtl::ServerSocket: :Pointer serverSocket;
serverSocket = igtl::ServerSocket::New();

int r = serverSocket->CreateServer(igtModule->_port);

// Check if we can create a server socket
if (r < 0) {
// If we cannot error back
std::cerr << "Cannot create a server socket." << std::endl;

exit (0);

// While we are listening on this port
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while (1) {

// Check if we can connect on the client socket

igtModule->socket = serverSocket->WaitForConnection(1000);

// Connection Specific Variables State -- Not Connected
igtModule->_robot->_socketIGTConnection = "Listening";

igtModule->_clientSocketConnected = 0;

// 1If we were able to connect to the client socket

if (igtModule->socket.IsNotNull()) {
// Connection Specific Variables State -- Connected
igtModule->_robot->_socketIGTConnection = "Connected";
igtModule->_clientSocketConnected = -1;

// Create a message buffer to receive header
igtl::MessageHeader: :Pointer headerMsg;

headerMsg = igtl::MessageHeader: :New();

// Allocate a time stamp
igtl::TimeStamp: :Pointer ts;
ts = igtl::TimeStamp: :New();

// While the socket is not null and we’re connected to the the client socket
while (igtModule->socket.IsNotNull() && igtModule->_clientSocketConnected != 0) {
// Initialize receive buffer
// Receive generic header from the socket
headerMsg->InitPack() ;

// To preserve asynchonicity set a time out for how long to wait to receive data

igtModule->socket->SetReceiveTimeout (1000); // In milliseconds

// -- The _clientSocketConnected variable becomes zero when the Receive method is no
longer connected to the client

igtModule->_clientSocketConnected =
igtModule->socket->Receive (headerMsg->GetPackPointer () ,headerMsg->GetPackSize());

// Check that the received data is valid, else just listen again
if (igtModule->_clientSocketConnected != 0) {

// De-serialize the header
headerMsg->Unpack() ;
cout << "Unpack Header" << endl;

// For profiling OpenIGTLink Communication

_timer.tic(Q);

// Get time stamp
igtlUint32 sec;

igtlUint32 nanosec;
headerMsg->GetTimeStamp(ts) ;

ts->GetTimeStamp(&sec, &nanosec);

// ====== Check the data type and unpack the message! ======
// REQUEST: NAME -- CURRENT_POSE & TYPE -- TRANSFORM
if ((strcmp(headerMsg->GetDeviceName(), "CURRENT_POSE") == 0) &&
(strcmp (headerMsg->GetDeviceType(), "TRANSFORM") == 0)) {
igtModule->_robot->_currentPose = igtModule->ReceiveTransform(igtModule->socket,

headerMsg) ;
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}

// REQUEST: NAME -- REGISTRATION & TYPE -- TRANSFORM
else if ((strcmp(headerMsg->GetDeviceName(), "REGISTRATION") == 0) &&
(strcmp (headerMsg->GetDeviceType(), "TRANSFORM") == 0)) {
igtModule->_robot->_registration = igtModule->ReceiveTransform(igtModule->socket,

headerMsg) ;

// On thread end, close the socket
igtModule->socket->CloseSocket () ;
return NULL;

4.2.7 Implementation of Robot Controllers

Implementing robot position and velocity controllers require specific infrastructure
and methods in the code in order to obtain the desired functionality and behavior.
A high level plan for how the code would maintain asynchronous behavior and follow
trajectories was first developed. Then methods for profile generation and joint level
velocity regulation were programmed. Position control was controlled via a 1 tick
dead-band while velocity control was performed by maintaining a trapezoidal profile.
The following sub-sections will delve into the planning and code used to implement

these robot controllers.

Motion Planning Design and Pipeline

The motion planning and trajectory following pipeline is illustrated in the flow chart
shown in Figure 12.

The procedure begins when the user changes the robot mode from the default
"Manual" to "Trajectory" in the Web UI !. The trajectory list is a class member
of the abstract Robot class and is populated in the ThreadlGT() Method in the
OpenlGTLink Class. The trajectory list is a 2D C++ array in which each row
represents a new trajectory and each column represents the time, desired position,
and desired velocity for each axis in joint space. If the trajectory list is empty, that
means no paths were sent by OpenlGTLink, thus the result is reported to the user
and the robot mode is reset to "Manual". If the trajectory list is populated, then
the trajectory index, the position in the list used for maintaining asynchrony in the
code, is checked. If the trajectory index is greater than the length of the list, then
the trajectory is complete, thus the result is reported to the user and the robot mode

is reset to "Manual". At this point the trajectory list is also emptied in order to

1See Section 5.3.3 for more information of changing robot modes
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prepare for new paths.

If there are trajectories remaining to follow, then the code obtains the 1D array at
trajectory index from the trajectory list. This 1D array holds position and velocity
information for each Motor object in the Robot class. The array is looped through
and the position setpoints are set. The code checks if all Motors are within 1 tick
of their setpoint. If they are, the trajectory index is incremented so the next 1D
trajectory in the trajectory list is used.

If a Motor object has not reached its setpoint, then the setpoint and the Current
Position are passed into another function, FollowTrapezoidalVelocity(), in the Motor
class that generates a trapezoidal velocity profile. This function outputs a desired
velocity and the current velocity of the motor. These serve as inputs to a joint level
velocity controller that aims to regulate the motor speed. The velocity controller
returns a motor signal which is then custom tuned for different motor types. Once
safeties have been checked the value is finally used to set the Motor output in order
to control velocity of the axis in the SetMotorOutputSignal() function.

The functionality described takes place in the FollowTrajectory() method shown
in Listing 10. At this point the whole process is repeated taking approximately
100us. The trajectory following code was designed specifically to work asynchronously
and not block Main Loop functionality which may include other software commands

such as enabling the motors or homing an axis.

Maintain Asynchrony
Robot Mode Set to Trajectory J Robot Mode Set to Manual
> - /V;A}/:e;there Trajectories in the Trajectory 1@?{7;— .__No By ooy Mot ez 1

lYes

- ﬁthere Trajectories Left to Follow 7~ ~__ No (
~~Is Trajectory Index < Trajectory List Length ? >— > Trajectory Complete Notice Logged

) ¢;€S

Get Trajectory at Trajectory Index from Trajectory List J ‘

|

Set Motor Output

For Each Axis Get Axis Set-Point From Trajectory J F
/L Motor Output Safeties ‘
_— T Yes [
<___ Areall axes within 1 tick of Set-Point? Increment Trajectory Index by One

T~ Control Signal To Motor Output
lNo )
‘/ For Each Axis Set Motor Set-Point To S int in Traject \M’ G te Ti idal Velocity Profil 1 : . / Velocity PID \
| or Each Axis otor Set-Point To Setpoint in Trajectory | Careent Axis Position | enerate Trapazoi elocity Profile | Current Axis Velocity |. ‘elocity ]

Figure 12: The figure shows a flow chart of the trajectory motion planning pipeline.
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Listing 10: This listing shows the high-level robot trajectory following method that

is responsible for commanding motor axes.

// NeuroRobot specific method for following a given trajectory
void NeuroRobot::FollowTrajectory(){

// TODO: Reach set points in desired amount of time

// TODO: Perform transformations and unit conversions to incoming trajectory as needed

// If there are setpoints to follow in the trajectory
Logger& log = Logger::GetInstance();

// If we haven’t reached the end of the trajectory

if (_trajectoryIndex < _trajectory.size()){
// If the current position is NOT the desired position, then travel to the desired positions
if(

! (_yawRotation.GetEncoderPositionTicks() >= _trajectory[_trajectoryIndex][1] -
_yawRotation._deadband && _yawRotation.GetEncoderPositionTicks() <=
_trajectory[_trajectoryIndex] [1] + _yawRotation._deadband) ||

! (_probeRotation.GetEncoderPositionTicks() >= _trajectory[_trajectoryIndex][2] -

_probeRotation._deadband ....)

) A
// Motor Set points are set to their current trajectory values
_yawRotation._setpoint = _trajectory[_trajectoryIndex][1];
_probeRotation._setpoint = _trajectory[_trajectoryIndex][2];

// Motor Velocity set points

double desiredPositionTicks = _trajectory[_trajectoryIndex][1];

double desiredVelTicksPerSecond = _trajectory[_trajectoryIndex] [8];
// _yawRotation.BangBang(desiredVelTicksPerSecond) ;

if (_trajectoryIndex == 0){
_yawRotation._velocity = _yawRotation.FollowTrapezoidalTrajectory(O,
desiredPositionTicks, desiredVelTicksPerSecond);
} else {
_yawRotation._velocity =
_yawRotation.FollowTrapezoidalTrajectory(_trajectory[_trajectoryIndex-1][1],

desiredPositionTicks, desiredVelTicksPerSecond);

// If the current position is the desired position, then increment the trajectory index
else {

_trajectoryIndex += 1;

}
} else {
log.Log("Trajectory Complete !", LOG_LEVEL_INFO, true);

_yawRotation._velocity =
_yawRotation.FollowTrapezoidalTrajectory(_trajectory[_trajectoryIndex-1][1],
_trajectory[_trajectoryIndex-1]1[1], 0);

// _mode = "Manual"; // Lets go back to manual mode on completion
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Trapezoidal Velocity Profile Generation

The Motor Class method FollowTrapezoidalTrajectory shown in Listing 11 is used
to generate a trapezoidal velocity profile.

The method receives a desired velocity, Vdesired, the current position, Pcurrent,
of a Motor Object as reported by the encoder calculation, and the start, Po, and end,
Pfinal, position of the trajectory. This information is used to generate a trapezoidal
profile as shown in Figure 13.

There are three stages to a trapezoidal profile: ramp up to reach the desired
velocity, maintaining a constant desired velocity, and ramp down to slow down as the
axis approaches the desired position. The current position of the motor determines
what stage the motor is in and what velocity setpoint should be returned. The
steepness of the trapezoid is the acceleration and deceleration of the ramp up and
down stages in the profile, respectively. The determined velocity setpoint is used as

the desired motor velocity in a joint level velocity control loop.

Vdesired

Vsetpoint

Velocity

Position

Po Pcurrent Pfinal

Figure 13: The figure shows an example of how the trapezoidal velocity method
generates a velocity setpoint.

Listing 11: The listing shows the method that controls trapezoidal velocity profile.

int Motor::FollowTrapezoidalTrajectory(double positionStartPointTicks, double

positionSetPointTicks, double velocitySetPointTicksPerSecond) {
// Set Motor Setpoint

_setpoint = positionSetPointTicks;

// Get the current position of the motor in ticks

int currentPositionTicks = GetEncoderPositionTicks();

//variables for creating trap profile
int totalTrajectoryLength = fabs(positionSetPointTicks - positionStartPointTicks);

int traveledTrajectoryLength = fabs(currentPositionTicks - positionStartPointTicks);

// created trapezoidal trajectory profile
double rampUp = 0.3;
double rampDown = 1 - rampUp;
if (traveledTrajectoryLength < rampUp*totalTrajectoryLength) {
double acceleratingVelocityRatio = (traveledTrajectoryLength)/(rampUp*totalTrajectoryLength);
if (acceleratingVelocityRatio < 0.05){
velocitySetPointTicksPerSecond = (velocitySetPointTicksPerSecond*0.05);
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Yelse {
velocitySetPointTicksPerSecond = acceleratingVelocityRatio*velocitySetPointTicksPerSecond;
}
} else if (traveledTrajectorylLength >= rampUp*totalTrajectoryLength && traveledTrajectoryLength
<= rampDown*totalTrajectoryLength) {
double constantVelocityRatio = 1;

velocitySetPointTicksPerSecond = velocitySetPointTicksPerSecond*constantVelocityRatio;

} else if (traveledTrajectoryLength > rampDown*totalTrajectorylLength && traveledTrajectoryLength
<= totalTrajectoryLength) {
double deceleratingVelocityRatio = abs(totalTrajectoryLength -
traveledTrajectoryLength)/(rampUp*totalTrajectoryLength) ;

velocitySetPointTicksPerSecond = velocitySetPointTicksPerSecond*deceleratingVelocityRatio;

} else {
StopMotor () ;

return true;

double desiredPositionUnits = positionSetPointTicks / _ticksPerUnit;

double desiredVelocityUnits = velocitySetPointTicksPerSecond / _ticksPerUnit;

// use controller to determine pwm value
double motor_control_cmd = PID(desiredPositionUnits, desiredVelocityUnits);

double motor_signal_velocity = ControlCommandToMotorQutputSignal (motor_control_cmd) ;

return motor_signal_velocity;

Joint Level Velocity Controller

The joint level velocity controller method is used to maintain a desired velocity
for the time step through the control loop for a given motor axis and is shown in
Listing 12. It receives a desired velocity in units and returns a motor command.
The gains used in the controller are custom to each axis allowing for different types
of motors to be tuned individually. The integral and derivative errors are stored
as class members to preserve their values as the trajectory occurs and to maintain
asynchronous behavior.

The VelocityController() method returns a motor control command. This motor
control command is used as an input to the ControlCommandToMotorOutputSig-
nal() method in the Motor class shown in Figure 13. This method is used to scale
and offset the output from the velocity controller to the range used for a given motor
type. This allows the controller to be used generically with different types of motors
and different motor outputs for maintaining a velocity profile. The developer then
simply needs to add another case to the switch statement when a new motor type
is used.

Once a motor signal has been calculated from the motor control command from

the controller, the value is safety checked against the maximum allowed velocity for
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that axis. If it is greater than this value, the velocity is capped.

Listing 12: The listing shows the Joint Level Velocity Controller used to regulate

robot motor output. Note that the gains are custom per axis.

int Motor::VelocityController(double desiredPositionUnits, double desiredVelocityUnits){

// TODO: Replace these weights with the robot specific weights
double KP = 1;
double KI 1;
double KD = -5;

// TODO: Figure out why current velocity units is zero
Logger& log = Logger: :GetInstance();
long double currentVelocityUnits = (_encoder._vel/_ticksPerUnit);

double currentPositionUnits = GetEncoderPositionUnit();

double positionErrorUnits = fabs(desiredPositionUnits - currentPositionUnits);

double velocityErrorUnits = KP*-170*positionErrorUnits - currentVelocityUnits;

_integral = _integral+(KI*-10)*velocityErrorUnits;

long double outputPIV = fabs(_integral - KD*currentVelocityUnits);

log.Log("POS: " + to_string(GetEncoderPositionTicks()), LOG_LEVEL_INFO, false);
log.Log("VELOCITY: " + to_string(desiredVelocityUnits) + " " + to_string(outputPIV) + " " +

to_string(currentVelocityUnits), LOG_LEVEL_INFO, false);

return outputPIV;

Listing 13: The listing shows the method that takes a control command that is
custom generated from a velocity controller output signal into a motor output that

is motor type specific.

double Motor: :ControlCommandToMotorOutputSignal (int controlCommand){
double motor_signal_velocity = _minVelocity;
switch(_cardType){
case card_type::externaldriver_pwm:
motor_signal_velocity = controlCommand + _minVelocity;
break;

case card_type::externaldriver_non_pwm:
break;

case card_type::highfrequency:
break;

default: // Unspecified or unlisted card type

break;

// Check Motor Safety’s before returning values
if (motor_signal_velocity > _maxVelocity){

motor_signal_velocity = _maxVelocity;
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if (motor_signal_velocity < _minVelocity){
motor_signal_velocity = _minVelocity;

}

return motor_signal_velocity;

}

4.2.8 Other Robot Components & Utilities

Other Robot Components and Utilities include :

e Force Sensor - interprets raw and calibrated force sensor ADC readings, this
is used in the Cooperative Control Case Study for the Prostate Robot [25]

e Limit Switch - checks if a limit switch has been triggered

e Timer - has two main methods tic() and toc() that are used for profiling

sections of code

e Packets - handles shared data distributed to robot components via incoming

SPI information packets

e FPGA Utilities - contains FPGA helper methods such as initialization and
LED toggling

e Logger - singleton used for warning/error handling, creates/writes to a log file
on the NI Module and sends log information to be displayed on the web-gui.

Code exceptions are also recorded by this singleton.

4.3 Developer’s Web Application

4.3.1 React Front End

ReactJS is an open source Javascript Library that allows developers to create declar-
ative and flexible web UI’s. The library is largely maintained by Facebook and
provides speed and scalability by using a virtual DOM?. This allows React to only
re-render sections of the DOM that have been modified, rather than re-rendering
the whole page. It also uses JSX to allow for Javascript and HTML to coexist in a
single file.

The Web UI can be accessed with a valid username and password on the login
screen. The main page of the application is comprised of five sectors: The Targeting
Panel, The Motor Panel, The Status Panel, The Communication Panel, and The

2Document Obect Model. This means the Web Page has objects that can be manipulated.
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Logger Panel. FEach panel has a little dot in the top right corner that becomes

red when the UI is not connected to the C4+-+ back-end server.

All the ReactJS

reducers, javascript code, HTML, CSS, and API for this front-end were developed
in this thesis. The following paragraphs give a detailed high-level description of the

function of each sector of the

web application.
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Figure 14: The figure

shows the main page of the engineers console.
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Figure 15: The figure shows the Login Page used to authenticate users for access to

the Main Page of the Ul
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The Targeting Panel

The targeting panel is located at the top of the UI and displays all data with respect
to the scanner’s coordinate frame. The left most 4x4 homogeneous transformation
shows the current treatment location. To the right of this non-editable field is the
4x4 registration transform. This field is editable and can be populated either by
hand or via OpenlGTLink. The targeting panel has a robot-generic input fields for
the x,y,z entry and target points that are located above the A,B,C,D robot-probe
specific input fields. These probe offsets are defined by the image shown in the
targeting panel and represent the tip to treatment zone distance, the entry point to
robot distance, the treatment to cannula distance, and the treatment to robot at
the home configuration distance, respectively. These are unique to the robot and
to the probe used. The final 4x4 transformation is the desired treatment position.
When an entry and target point have been input, the inverse kinematics of the robot
are called, and this transform is calculated. When the robot moves and reaches the
desired target location, the current treatment transform and the desired treatment
transform should match. To send values to the C++ backend, the sync button®
should be clicked.

The Motor Panel
The motor panel? is located below the targetting panel and on the right side of the
UI. It shows control options for each robot axis.

At the top of the panel are two buttons: load and save. The save button generates
a file that records the current control configuration of all robot motors. When this
generated file is dragged on top of the load button, all robot motors are updated
to the state recorded in that saved file. This functionality was implemented to
compensate for incorrect encoder counting during MRI scans, system reboots, or
other such scenarios during a procedure. In order to not lose the robot position, the
code allows the user to save and restore.

The motor panel is largely comprised of individual motor jog control options.
Each row represents an individual motor axis on the robot. The enable button is a
software trigger that prevents the motor from moving when disabled. The name of a
robot axis is displayed in order to indicate which motor the options will manipulate.
The slider in the middle of the row allows the user to jog the motor. This is
performed by dragging the motor setpoint, represented by a blue circle, around the
slider. The motor will then move its current positon, represented by a red diamond,

towards the setpoint when both the axis is enabled and the footpedal is pressed. The

3This button only appears after an editable input field has been changed
4Also called the Jogging Robot Panel
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numbers on the left and right side of the slider are the software limits. They are set
to an arbitrarily large value when the motor has not been homed, and they change
to the motor’s configured software limits when the axis has been homed. The gray
circle to the right of the slider represents the motor’s limit switch. It turns green
when the limit switch has been triggered and is gray otherwise. The "Go Home"
button when clicked turns red and changes its text to "Homing..". Then, regardless
of the blue setpoint in the slider, the axis will move towards its limit switch. The
Set-Home Button is clicked to tell the program that an axis is already in the home

configuration without having to re-run the homing procedure.

The Status Panel

The status panel shows information on the system and the Daughter Cards. The
first row tells the user the System State, whether the E-Stop has been pulled, and
whether the footpedal is pressed. The System E-Stop circle becomes green when
the E-Stop has pulled and is gray other wise. The Footpedal circle becomes green
when the Footpedal is pressed and is gray other wise. A list of Daughter Cards
statuses are also shown in this panel. Each row shows the slot id of the card, if it
is detected in that slot, if its heartbeat is still live, and the number of check sum

failures experienced on the card.

The Communication Panel
The communication panel shows network connections. Each row shows the type of
connection, whether a client has connected, and on what port. This is typically used

to monitor OpenlGTLink clients.

The Logger Panel

The Logger Panel is located at the bottom of the UI and shows messages about the
system. These messages can range from INFO, or nominal data, to SEVERE, or
critical errors. The logger panel can tell the user if the calculated inverse kinematics
are impossible for the system to reach, if a motor has stalled, or other system wide

messages or exceptions.

4.3.2 C++ HTTP Server API

A C++ HTTP Server back-end was created to serve API requests from the ReactJS
frontend. Three kinds of requests are used "GET", "POST", and "PUT". All data
sent to and from the server are sent as JSON, the JavaScript Object Notation. C++
does not natively support creating HT'TP Servers or JSON objects. The former was
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made by using the SimpleServer C+-+ library ® and the latter was accomplished by
using the picojson ¢ library.

The CustomWebServer class in the C++ software, is launched in a dedicated
thread and it creates the HT'TP Server. This class receives a pointer to an abstract
Robot, a list of pointers to IGT objects, and a port to listen on. The Robot*
parameter allows the Web UI to access and change fields within the main robot
object used throughout the C++ program. The Web frontend can send a request to
the HT'TP Server to modify a specific robot field. For example, when the sync button
on the Ul is pressed in the targeting panel, a "PUT" request is made on the path
"\registration" to the HT'TP Server, see Listing 15. The C-++ server interprets that
as a request to change the registration transform in the Robot Object, and fulfills
the request by unpacking the transform data sent as a JSON object. The same idea
is applied when the front end asks to receive information about the robot, such as
the configurations of each motor. An example of a GET request is shown in Listing
14. The Logger singleton in the C++ code records all JSON object transactions

timestamped between the frontend and the backend.

Listing 14: This listing shows an example of a GET request in the C++ HTTP
Server. GET requests are used when the ReactJS front end wants to receive infor-

mation.

[/ rokskok sk sk sk ok ok sk sk ok ok ok sk ok sk ok ok ok o sk sk ok ok ok ook sk ok ok ok o sk ok ok ok ok ook ok
// ***x GET /api/targetting
server.resource["/api/targeting"] ["GET"] = [&] (shared_ptr<HttpServer::Response> response,
shared_ptr<HttpServer::Request> request) {
Logger& log = Logger::GetInstance();
try {
// Record requests to the log
log.Log("Started GET ’/api/targeting’ for " + request->remote_endpoint_address(),
LOG_LEVEL_DEBUG, false);

// Put together motor data as JSON for processing
string json = "{";

json += "\"id\": 1,";

json += "\'"registration\":" +

ParseEigenToString<Eigen: :Matrix4d>(_robot->_registration) + " ,";

json += "\"ignore_registration_rotation\": false,"; // TODO: Add card type here

json += "\"entry_point\":" + ParseEigenToString<Eigen::Vector3d>(_robot->_entryPoint)+
ll’||;

json += "\"target_point\":" +

ParseEigenToString<Eigen: :Vector3d>(_robot->_targetPoint)+ ",";
json += "\"treatment_to_tip_offset\":" + to_string(_robot->_probe._treatmentToTip) +
"non.
P
json += "\'"canula_to_treatment_offset\":" +
to_string(_robot->_probe._cannulaToTreatment) + ",";
json += "\"robot_to_entry_offset\":" + to_string(_robot->_probe._robotToEntry) + ",";
json += "\"treatment_to_robot_at_home\":" +

to_string(_robot->_probe._robotToTreatmentAtHome)+ ",";

5Simple-Web-Server from https://github.com/eidheim /Simple-Web-Server
6PicoJSON from https://github.com /kazuho/picojson/
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json += "\"current_position\":" +

ParseEigenToString<Eigen: :Matrix4d>(_robot->_currentPose) + ",";
json += "\"desired_position\":" +

ParseEigenToString<Eigen: :Matrix4d>(_robot->_targetPose);

jSOIl 4= n}n;

SimpleWeb: :CaseInsensitiveMultimap header;

header.emplace("Access-Control-Allow-Origin", "*");

response->write(SimpleWeb: :StatusCode: :success_ok, json, header);
}
catch(const exception &e) {
response->write(SimpleWeb: :StatusCode: :server_error_internal_server_error, e.what());
log.Log("Failed GET ’/api/targeting’ for " + request->remote_endpoint_address() + "
error: " + e.what(), LOG_LEVEL_ERROR, false);

Listing 15: This listing shows an example of a PUT request in the C++ HTTP
Server. PUT requests are used when the ReactJS front end wants to change infor-

mation in the robot code.

[/ kokskokskokok ok sk ok sk sk ok ok ok ok sk sk s ok sk ok sk sk s ok ok ok sk sk o ok sk ok sk sk o sk ok ok ok ok ok
// ****x PUT /api/targeting/registration
server.resource["/api/targeting/registration"] ["PUT"] = [&] (shared_ptr<HttpServer::Response>
response, shared_ptr<HttpServer::Request> request) {
Logger& log = Logger: :GetInstance();
try {
// Get the request body
picojson::value request_body;
std::string err = picojson::parse(request_body, request->content);
if (! err.empty()) {
cerr << err << endl;

// Record requests to the log

Logger& log = Logger: :GetInstance();

log.Log("Started PUT ’/api/targeting/registration’ for " +
request->remote_endpoint_address(), LOG_LEVEL_DEBUG, false);

picojson::value registrationVector = request_body.get("registration");
_robot->_registration = (Eigen::Matrix4d() <<
stof (registrationVector.get(0) .to_str()),stof (registrationVector.get(1).to_str()),
stof (registrationVector.get(2).to_str()), stof(registrationVector.get(3).to_str()),
stof (registrationVector.get(4).to_str()),
stof (registrationVector.get(5).to_str()),
stof (registrationVector.get(6).to_str()),
stof (registrationVector.get(7).to_str()),
stof (registrationVector.get(8).to_str()),
stof (registrationVector.get(9) .to_str()),
stof (registrationVector.get(10).to_str()),
stof (registrationVector.get(11).to_str()),
stof (registrationVector.get(12).to_str()),
stof (registrationVector.get(13).to_str()),
stof (registrationVector.get(14).to_str()),
stof (registrationVector.get(15).to_str())).finished();
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string json = "{";

json += "\"id\": 1,";

json += "\"registration\":" +
ParseEigenToString<Eigen::Matrix4d>(_robot->_registration) + " ,";

json += "\"ignore_registration_rotation\": false,"; // TODO: Add card type here

json += "\"entry_point\":" +
ParseEigenToString<Eigen::Vector3d>(_robot->_entryPoint)+ ",";

json += "\"target_point\":" +
ParseEigenToString<Eigen::Vector3d>(_robot->_targetPoint)+ ",";

json += "\"treatment_to_tip_offset\":" +
to_string(_robot->_probe._treatmentToTip) + ",";

json += "\'"canula_to_treatment_offset\":" +

to_string(_robot->_probe._cannulaToTreatment) + ",";

json += "\"robot_to_entry_offset\":" + to_string(_robot->_probe._robotToEntry)
+ oy
json += "\"treatment_to_robot_at_home\":" +

to_string(_robot->_probe._robotToTreatmentAtHome)+ ",";
json += "\"current_position\":" +

ParseEigenToString<Eigen: :Matrix4d>(_robot->_currentPose) + ",";
json += "\"desired_position\":" +

ParseEigenToString<Eigen: :Matrix4d>(_robot->_targetPose) ;

json += "}";

SimpleWeb: :CaseInsensitiveMultimap header;

header.emplace("Access-Control-Allow-Origin", "*");
response->write(SimpleWeb: :StatusCode: :success_ok, json, header);

}
catch(const exception &e) {
response—>write(SimpleWeb::StatusCode::server_error_internal_server_error, e.what());
log.Log("Failed PUT ’/api/targeting/registration’ for " + request->remote_endpoint_address()
+ " error: " + e.what(), LOG_LEVEL_ERROR, false);
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| logs Request URL: http://192.168.0.100:30001/api/logs
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Figure 16: The figure shows API requests being made in Chrome’s Web Development
Console.
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4.3.3 Robot Specific Functionality & State Machine

The two surgical robots at the WPI Aim Lab have different procedures they must
be able to perform. The user can select between different robot specific function on
the web application via a dropdown menu in the Status Panel.

The dropdown menu is populated via a "GET" request to the C++ HTTP
Server. The server responds by returning a JSON object of the Robot classes list
of states. The states are unique to each robot, for example, the Prostate Biopsy
Robot can allow for cooperative control over the insertion access. When a selection
is made on the web Ul a "PUT" request is made to the C++ HTTP Server. This
changes the current robot state.

The Update() method in the Robot class has a state machine that executes
different procedures depending on the current robot state. The default state is
"Manual" and allows the user to jog the robot via the sliders in the Motor Panel.
Other states, however, can control the setpoints of different robot axes, thereby
moving the "blue" circles in the sliders, and this may prevent the user from changing

the setpoints by hand on the web-interface.

Status Panel
System Stat System E-Stop: FootPedal:
~ " Home

Frequency Sweep
Trajectory

Slot Heartbeat Checksum Failure

Figure 17: The figure shows the Drop Down Menu for Robot Specific Functionalities
as used in the Update() methods state machine.

Listing 16: This listing shows the Update() method for the NeuroRobot. Note
the switch case which takes in the robot state and the asynchronous nature of the

function.

// This is the central NeuroRobot method -- everything happens in this method
// This method should never be blocking, it must be asynchronous
void NeuroRobot: :Update (){
// Update sensor and encoder readings via the SPI packets
UpdateRobot (_loopRate) ;
// If the Footpedal is pressed
if (_fpga_util->IsFootPedalPressed()){
if (_mode == "Manual"){
//_timer.tic(); // SetPoints are given by the User via the Sliders
} else if (_mode == "Home"){
HomeRobot(); // SetPoints are given by the Home Method
} else if (_mode == "Trajectory"){
FollowTrajectory(); // SetPoints are given by the Trajectory
} else if (_mode == "Frequency Sweep"){
FrequencySweep(1); // Sweep Frequencies for a specific motor
}
// Move motors to their setpoints
_yawRotation.MoveMotor();
_probeRotation.MoveMotor() ;

_pitchRotation.MoveMotor();
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_probeInsertion.MoveMotor();
_lateralTranslation.MoveMotor();
_axialHeadTranslation.MoveMotor();
_axialFeetTranslation.MoveMotor();

}

// If the footpedal is not pressed

else {
// Update Motor Stall Detect
_yawRotation.UpdateMotorStallTime() ;
_probeRotation.UpdateMotorStallTime() ;
_pitchRotation.UpdateMotorStallTime();
_probelnsertion.UpdateMotorStallTime() ;
_lateralTranslation.UpdateMotorStallTime() ;
_axialHeadTranslation.UpdateMotorStallTime() ;
_axialFeetTranslation.UpdateMotorStallTime();

_probeInsertion._encoder._timer.tic();
_yawRotation._encoder._timer.tic();
// Stop all the motors of the robot
StopRobot () ;
}
CheckForStalls();
// As the current position of the robot changes, update _currentPose transform
Eigen::Matrix4d fk = _neuroKinematics.ForwardKinematics(
_axialHeadTranslation.GetEncoderPositionUnit(), _axialFeetTranslation.GetEncoderPositionUnit(),
_lateralTranslation.GetEncoderPositionUnit(), _probelInsertion.GetEncoderPositionUnit(),
_probeRotation.GetEncoderPositionUnit(), _pitchRotation.GetEncoderPositionUnit(),

_yawRotation.GetEncoderPositionUnit()) .zFrameToTreatment;

_currentPose = _registration * fk ;

4.4 A Generic Software Architecture

The code developed in this thesis research was constructed with the intent of being
able to generically control different MRI-Compatible Robotic systems. The software
follows an object oriented design structure that allows new robot objects to be cre-
ated based off of a parent Abstract Robot Class. Robot objects can be constructed
with the ability to configure the code to the desired use case and class members such
as Motor objects can be instantiated and customized as needed. The generic motor
class methods such as SetMotorOutputSignal() and ControlCommandToMotorOut-
putSignal() can vary functionality by motor type. The motor configurations also
allow for customization of axis names, position limits, velocity boundaries, control
gains, and others. This allows the Web Ul to display a unique setup for the robot
being used by receiving generic API requests. Robot specific functionality can be
executed on the Web Application by setting robot "modes" in a dropdown menu
that triggers a case in the state machine in the robot main loop. While the code
will continue to grow, the steps taken to establish a modular, extensible, and generic
software architecture should facilitate development of the code for any new robotic

system.
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5 Experimentation

In this section validations for the developed software architecture are presented.

5.1 Validation: Real-Time Loop Rates

Loop times were validated by profiling the code using the Timer classes tic() and
toc() functions. First inspection showed a substantial amount of jitter in the system,
see Figures 18 and 19, with spikes tripling the desired loop rate of 700us for the SPI
thread and 1000us for the main thread.

The cause of the jitter was context switching between different processes in the
operating system as determined by the scheduler. The operating system is able to
switch between multiple processes very quickly making it seem as though they are
running simultaneously. This is called multitasking. Parallelism is when a process
runs on different cores in the system. The sbRIO-9651 Arm Cortex has a two core
processor and Linux POSIX threads allow their core to be explicitly set.

There are two main types of schedulers that the NI Module operating system can
use: first in first out (FIFO) and round-robin (RR). The former only runs threads
in descending order by priority and will not give processor time to threads of equal
or lower priority until the first has finished. The latter guarantees that threads of
the same priority will each run for the same amount of time, in a cyclic manner.
The time devoted to each thread in a round robin scheme can be set in software.
The switching between threads is called a context switch. Experimentation with
thread allocation, core distribution, and thread priority revealed that this round-
robin cycling was causing consistent jitter in the system.

The jitter was fixed by consolidating the SPI Thread into the Main Robot
Thread. This initially lead to an increase in the main loop rate to 1700us. However,
this was largely fixed by optimizing the compilation of the matrix multiplication
library, Eigen, by applying the flag "-Ofast". These two changes lead to the most
tremendous impacts toward jitter and loop rate performance.

Additional optimizations included increasing the priority of the main thread and
dedicating one core of the CPU exclusively to this loop. The other core would be
used to run the OpenlGTLink and HTTP Server threads. With these modifications
the loop can run as fast as 800us and improved performance with significantly less
jitter at 1000us is shown in Figure 20 and 21.

Another improvement made to the loop times was to toggle transact all Daughter
Cards at once. The SPI functionality, at its fastest, originally ran at 1500us. By
transacting all daughter cards at once made possible by a dedicated bus, the loop
time improved to 700us. This was due to the fact that enabling all cards at once is

faster, than doing each card on an individual basis. The transact time independently
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takes 400us and currently the code is blocked when waiting for it to complete.

The code was tested under a number of different conditions to validate the ro-

bustness of the applied optimizations. The robot motors were moved, data was sent

through OpenIGTLink, requests were made to and from the Web Application and

other functionality were executed with little to no impact on the desired loop rate.

The code was also left to run for over an hour and the number of instances of each

recorded loop rate was plotted on a histogram. The desired loop rate of 1000us

occurred significantly more frequently than any of the deviated loop rates. This

result is illustrated in Figure 22 where Figure 23 shows a zoomed in version.
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Figure 18: The figure shows the loop pro-
file of the SPI thread before the fix to the

jitter was applied.
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Figure 23: The figure shows the results from
profiling the code for an hour, zoomed in to
illustrate the other loop rates.

5.2 Validation: Robot Targeting

Robot targeting was tested independently for the Neurosurgery and Prostate Biopsy
Robots. The NeuroRobot targeting abilities were validated by using the MRI Scan-
ner. An AAPM phantom filled with distilled water was used, see Figure 24. The
robot was placed in the bore of the MRI with the phantom, and an initial 3D FFE
scan was taken. The DICOM images from this second scan were imported to Slicer,
an entry/target point was selected, and the values were inputted in the respective
fields on the web application. The robot was then moved to the desired target po-
sition, and another 3D FFE scan was taken. The DICOM images from this scan
were imported to Slicer and the actual location of the probe was compared with the
desired position, see Figures 25 and 26. This was repeated 7 times and the data
is shown in Table 1. The results showed that there was an average RAS” error of

1.975mm, Omm, 1.236mm and an overall average targeting error of 2.37mm.

Table 1: Targeting Results for NeuroAblation Robot

Trial Desired Target Actual Probe Tip Error RMS

No. (RAS) (mm) (RAS) (mm) (RAS) (mm) | Error

Trial 1 | -3.523, 61.989, 11.74 | -5.618, 61.989, 12.378 | 2.096, 0, -0.638 | 2.19mm
Trial 2 | 7.336, 61.989, 11.74 4.7,61.989, 12.221 2.636, 0, -0.481 | 2.68mm
Trial 3 | -13.954, 61.989, -10.05 | -16.43, 61.989, -8.107 | 2.476, 0, 1.943 | 3.14mm
Trial 4 | -14.726, 61.989, 33.837 | -14.32, 61.989, 35.728 | -0.366, 0, -1.891 | 1.93mm
Trial 5 | -26.786, 62.989, 19.032 | -28.664, 62.989, 20.691 | 1.878, 0, -1.659 | 2.51mm
Trial 6 | -7.085, 61.989, -10.516 | -4.617, 61.989, -12.061 | 2.468, 0, 1.545 | 2.19mm
Trial 7 | -17.752, 61.989, 9.283 | -15.844, 61.989, 8.786 | 1.908, 0, 0.497 | 1.97mm

"MRI Coordinate Frame — Right, Anterior, Superior
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Figure 24: The figure shows the AAPM Phantom used during the NeuroRobot
Targeting Tests.

Figure 25: The figure shows the MRI Figure 26: Another example of a
scans of the probe after targeting the en- NeuroRobot MRI target scan.
try and target point shown.

Figure 27: The figure shows the experimental setup used to validate the NeuroRobot
targeting procedure in the MRI at UMass.

The Prostate Robot targeting abilities were validated with the Motion Capture
System in the lab. The web application allows the user to select and set a target.

Once chosen, the robot-base moves in the XY, direction to line up with this selected
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target, and moves the insertion axis to the desired depth. An experiment was
conducted with the robot to reach multiple particular targets to assess kinematic
accuracy. To avoid needle deflection the tests were performed in air rather than in
gelatin phantoms. A fiducial placed on the needle insertion shaft was tracked by
the Motion Capture System and its final location was compared with the desired
location set by the user. The process was repeated seven times and the results are

shown in Table 2. The data shows an average X,Y,Z error of 0.422mm, 0.272mm,

0.632mm and an average overall in plane error of about 0.923 mm.

Table 2: Targeting Results for Prostate Robot

Trial | Desired Target | Actual Needle Tip Error RMS

No. (X,Y,Z) (mm) (X,Y,Z) (mm) (X,Y,Z) (mm) Error

Trial 1 | 141.0, 0.0, 132.5 | 141.113, 0.012, 133.221 | 0.113, 0.012, 0.721 | 0.730 mm
Trial 2 | 150.0, 5.0, 132.5 | 150.671, 5.022, 131.191 | 0.671, 0.022, -1.309 | 1.471 mm
Trial 3 | 130.0, -5.0, 152.5 | 130.523, -5.108, 151.203 | 0.523, -0.108, -1.297 | 1.403 mm
Trial 4 | 120.0, 0.0, 112.5 | 120.455, 1.092, 112.616 | 0.455, 1.092, 0.616 | 1.334 mm
Trial 5 | 145.0, 15.0, 122.5 | 145.431, 14.567, 122.337 | 0.431, -0.433, -0.304 | 0.632 mm
Trial 6 | 147.0, -2.0, 152.5 | 147.466, -2.119, 152.196 | 0.466, -0.119, -0.304 | 0.569 mm
Trial 7 | 133.0, -2.0, 252.0 | 132.702, -2.119, 252.011 | 0.298, -0.119, 0.011 | 0.321 mm

Figure 28: The figure shows another angle of the experimental setup used to validate
the Prostate targeting procedure.

The results presented prove the targeting capabilities of the software architec-
ture implemented in this thesis. The kinematic solutions for both the NeuroRobot
and ProstateRobot are shown to be fully functional, however, angulation kinematics
should be implemented to augment orthogonal targeting on the biopsy system. The
results for the NeuroRobot show a systematic error or 2mm that can be attributed
to inconsistencies in the one registration transform calculated for the experiment
set. The performance, however, indicates that the treatment zone can be placed

accurately with a certain degree of error, demonstrating key treatment capabilities
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during MRI experimentation and pointing towards the completeness of the devel-

oped software architecture.

5.3 Validation: Robot Controllers

The robot trajectory following code and position/velocity controllers were tested in
the lab using the Logger singleton object to record velocities and positions through-
out the course of executing a set of paths.

Validations were performed on one axis of the NeuroRobot, the yaw motor, which
is controlled via pwm values. A simple trajectory from 0 to 600 ticks was chosen. The
results of the dead-band position controller are shown in Figure 30 and demonstrates
that the motor is able to reach the desired position within at least 1 tick or 0.07
of a degree. This is due to the short ramp-up and down times of the piezo-electric
motors used on this robotic system. As a result, a more sophisticated position
controller is not needed to satisfy the current application for this research, however,
the code is modular enough that a new controller could be easily implemented and
interchanged. This would require either integrating the new position controller in
the Robot TrajectoryFollowing() method or programming a new robot mode.

The results of the velocity validations are shown in Figure 29. It shows the desired
trapezoidal trajectory for the motor to follow and the actual velocity recorded at
each instant. The plot shows that the motor velocity follows a trapezoidal profile,
however, there is a lot of noise in the signal. This is attributed to noise in collecting
the actual velocity of the axis from the encoders. This is further made clear when
comparing the velocity estimate in Figure 29 and the corresponding control output
in Figure 31. The actual velocity calculation for an axis currently occurs in the
C++ encoder class. The jitter arises due to the fact that the C++ code runs at
1000us, whereas the encoder counts every 1200us at the expected count rate for the
yaw axis at the selected constant velocity. This can lead to a discrepancy in the
time value used to calculate the current velocity in the C++ code.

This can be fixed in a number of different ways. One solution would be to use an
encoder that can count much faster than the C++ code; with more ticks recorded,
the time discrepancy can be reduced. Another solution would be to move the lo-
cation of the encoder. The yaw axis is currently geared down on the NeuroRobot.
Moving the encoder to a more central location can increase the number of recorded
ticks. Finally, a critical contribution to fixing the problem would be to calculate
velocity on the even lower level FPGA code rather than in the C++ software. The
C-++ code can then use this information and decide which estimate calculation to

use as the current velocity of the axis.
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Figure 29: The figure shows the plot of the desired velocity profile and the actual
velocity of the motor.
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Figure 30: The figure shows the plot of the desired position and the position profile
of the motor.
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Figure 31: The figure shows the plot of the control output for the motor.
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5.4 Validation: NeuroRobot Surgical Workflow

The C++ low level software was validated in the NeuroRobot surgical pipeline
during animal trials at the UMass Memorial Hospital in Worcester, see the flow
chart in Figure 33.

The procedure begins by homing the robot and placing the system in the MRI
scanner. Then registration is performed. The animal is placed in the bore with
the robot, and a 3D FFE scan of the brain is taken. The Neuro-Surgeon selects
an entry/target point in Slicer on the DICOM images of the scan. The points are
entered in or sent via OpenlGTLink to the web-application and the C++ program
moves the robot motor set-points to target this vector. The robot is moved to line
up with the entry burr hole, and the neurosurgeon inserts the ablation probe into
the brain. A 3D FFE scan is taken to assess the location of the probe. The MRTI
software is prepared and an ablation is performed with the Theravision system.
After the procedure is complete, the probe is retracted from the brain, using the
Web U, and the robot is re-oriented such that the animal can be removed from the

scanner.

N . 2R /S

Web Applicton and C++ Software Architecture being |
utilized at the UMASS MRI Suite

-

CrueEs
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noo

F TR

Figure 32: The figure shows an example of the code being used at the UMass Medical
Hospital during an experimentation.
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Figure 33: The figure shows a flow chart of the NeuroRobot Surgical Pipeline.
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5.5 Validation: ProstateRobot Surgical Workflow

The C++ low level software was validated in the ProstateRobot surgical pipeline
during experimentation at the Brigham and Women’s Hospital AMIGO Research
Suite in Boston, see the flow chart in Figure 35.

The experiment begins by homing the robot and placing the system in the MRI
scanner. Then registration is performed. A gelatin phantom is placed in the bore,
and a MRI scan is taken. The user selects a target in the phantom through Slicer
and this value is entered in the web application. Then in the dropdown menu
"Cooperative Biopsy" mode is selected. The robot base is moved to line up with
the target. Then the user presses on the force sensor to insert the needle into the
phantom. At this time active compensation and membrane detect are active. The
former steers the needle towards the target to counter-act the effect of deflection
and the latter causes a small vibration in the insertion axis when a membrane has
been punctured by the needle. Once the target has been reached, the insertion axis

is retracted and a new target can be selected.

Web Application and C++ Software Architecture being
utilized at the Brigham and Women’s AMIGO MRI Suite

] )

Figure 34: The figure shows the Web Application in the Scanner Console room at
the Brigham and Women’s AMIGO Research Suite.
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Figure 35: The figure shows a flow chart of the ProstateRobot Surgical Pipeline.
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5.6 Validation: Software Tests & Code Documentation

A test suite and build environment were created to provide quantitative verifications
of the C++ low level program functions developed in this thesis. The unit test suite
was written using CUTE, a unit testing library for C+-+. The tests focused not only
on the main use case, but also on boundary cases and the functional requirements of
the software. Higher level "black" box and lower level "white" box tests where also
written. In black box testing, the inner working components of a function are not
considered, where as they are taken into account in white box testing. Cases ranged
from safety functionality such as stall detect to validations of kinematic equations.
Figure 17 shows an example of a unit test written to verify one specific function
in the program. The test suite was run on the NI-module in the control box and
results were reported in an exported XML file. An example of the output can be
seen in Figure 36 and it shows all unit tests passing. Figure 37 shows an example
of what the XML file output would look like when one test is failing. Tests can be
added to the unit suite by future developers by creating validation methods to the
UnitTest.cpp file following standard test driven development.

Listing 17: This listing shows an example of a unit test written to validate specific

robot functions.

// NeuroRobot Tests
void NeuroRobot_CheckForStalls(){

// Initialize a NeuroRobot for Testing

Packets _packets = Packets();
FPGA_Utilities* _fpga_util = new FPGA_Utilities();
NeuroRobot nr = NeuroRobot (&_packets, _fpga_util, 1000);

// Check for Stalls
bool isStall = nr.CheckForStalls();
ASSERT_EQUAL (false, isStall);

// Set Stall Condition
nr._yawRotation._enabled = true;
nr._yawRotation._setpoint = 100;
nr._yawRotation._stall_detect_time = 0;
nr._yawRotation.MoveMotor ()

isStall = nr.CheckForStalls();
ASSERT_EQUAL (true, isStall);

Doxygen, a tool for creating code documentation for C+-+, was used to develop a
written manuscript of the software in this thesis. According to the Doxygen website
8 "You can configure doxygen to extract the code structure from undocumented
source files. This is very useful to quickly find your way in large source distributions.

Doxygen can also visualize the relations between the various elements by means

8http://www.stack.nl/ dimitri/doxygen/
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of include dependency graphs, inheritance diagrams, and collaboration diagrams,
which are all generated automatically." The biggest benefit of using Doxygen is its

ability to generate documentation from source code. This means as the software is

built upon the documentation can also be constructed simultaneous.

1l<testsuites>
<testsuite name="Surgical Robot_Test_Suite" tests="16">

Je e W

<testcase
<testcase
<testcase
<testcase
<testcase

classname="Surgical Robot Test Suite"
classname="Surgical Robot_Test_suite"
classname="Surgical Robot Test Suite"
classname="Surgical_ Robot_ Test_Suite"
classname="Surgical Robot Test Suite"

NeuroRobot CheckForStalls"/>
NeuroRobot_ValidateForwardKinematics"/>
NeuroRobot RunInverseKinematics"/>
NeuroRobot_IsFootPedalPressed"/>
NeuroRobot_LisMotors"/>

8 <testcase classname:"SurqicaliﬁobotiTestisuite" NeuroRobotiGetMotor"/>

9 <testcase classname="Surgical Robot Test Suite" ProstateRobot CheckForStalls"/>

0 <testcase classname:"Surqical:Robot:Test:Suite" Pro5tateRobot:ValidateForwardKinematics"/>
<testcase classname="Surgical Robot_Test Suite" "ProstateRobot_RunInverseKinematics"/>

<testcase
<testcase
<testcase
<testcase
<testcase
<testcase
<testcase

classname="Surgical Robot Test Suite"
classname="Surgical_ Robot_Test_Suite"
classname="Surgical Robot Test Suite"
classname="Surgical Robot Test Suite"
classname="Surgical Robot Test suite"
classname="Surgical Robot Test Suite"
classname="Surgical Robot_Test_suite"

ProstateRobot IsFootPedalPressed"/>
"ProstateRobot_LisMotors™/>
ProstateRobot_GetMotor"/>

Motor GetMinTicksGetMaxTicks"/>
Encoder SetPosition"/>

name="Logger SetLogLevel"/>
name="Packets_Connection"/>

1 </testsuite>
20</testsuites>

Figure 36: The figure shows an example of the results of the tests exported as an
xml file with all successful tests.

<testsuites>

<testsuite name="Surgical Robot Test Suite" tests="16">
<testcase classname="Surgical Robot Test Suite"
<testcase classname="Surgical Robot Test Suite"
<testcase classname="Surgical Robot Test Suite"
<testcase classname="Surgical Robot Test Suite"
<testcase classname="Surgical Robot Test Suite"
<testcase classname="Surgical Robot Test Suite"
<testcase classname="Surgical Robot Test Suite" ProstateRobot_CheckForStalls"/>
<testcase classname="Surgical Robot Test Suite" ProstateRobot_ValidateForwardKinematics"/>
<testcase classname="Surgical Robot Test Suite" name="ProstateRobot RunInverseKinematics"/>
<testcase classname="Surgical Robot_Test_Suite" ProstateRobot_IsFootPedalPressed"/>
<testcase classname="Surgical Robot_Test_Suite" ProstateRobot_LisMotors"/>
<testcase classname="Surgical Robot_Test_Suite" ProstateRobot_GetMotor"/>
<testcase classname="Surgical Robot_Test_Suite" Motor_GetMinTicksGetMaxTicks">

"NeuroRobot_CheckForStalls"/>
NeuroRobot_ValidateForwardKinematics"/>
NeuroRobot_RunInverseKinematics"/>
NeuroRobot_IsFootPedalPressed"/>
NeuroRobot_LisMotors"/>
NeuroRobot_GetMotor"/>

2
4

<failure message="..\src\Test_Suite\Unit_Tests.cpp:283 Motor_GetMinTicksGetMaxTicks: 7 == max expected: 7  but was: 600000 ">
Motor_GetMinTicksGetMaxTicks: 7 == max expected: 7 but was: 600000
</failure>
</testcase>

<testcase classname="Surgical Robot_Test_Suite" name="Encoder SetPosition"/>
<testcase classname="Surgical Robot_Test_Suite" name="Logger_SstLogLevel"/>
<testcase classname="Surgical Robot_Test_Suite" name="Packets_Connection"/>
</testsuite>
</testsuites>

Figure 37: The figure shows an example of the results of the tests exported as an
xml file with one failing tests.

<« C | O file///CL
H Apps @ swsh [) NewTab

iM SurgicalRobot

e Lovarsery The software detailed in this documentation is for the creation of a generic program to control MRI Compatible Robots

edicine aborstory

:_prostate_ .html R+4

Main Page | Classes v | Files v

SurgicalRobot

Class Index

_lalbjcld]e[flhlilk|I[m|n|olp|g|r|s|t|v|x

fass Index.

Class Hierarch

deny_parse_context (picojson) Limitswitch
a null_parse_context::dummy_str (picojson) Logger
value::_storage (picojson) a ﬁ

6 Encoder Motor
ArgvTestFilter (cute::runner_aux) Motor_Config

assert_throws_failure_exception (cute:do_not_use._this_namespace)

Crypto::Base64 (SimpleWeb)
ide_listener::blank ToUnderscore (cute)

cardStatus
CaselnsensitiveEqual (SimpleWeb)
CaselnsensitiveHash (SimpleWeb)
Client (SimpleWeb)

Client< HTTP > (SimpleWeb)
ClientBase (SimpleWeb)

HitpHeader::FieldValue (SimpleWeb)
ForceSensor

ForceSensor_Config
FPGA_Utilities

has_begin_end_const_member (cute::clite_to_string:to_string_detail)
HttpHeader (SimpleWeb)

ide_listener (cute)
incarnate_for_member_function (cute)

Neuro_FK_outputs
Neuro_IK_outputs.
NeuroKinematics
NeuroRobot

null (picojson)

null_istener (cute)
null_parse_context (picojsor

OpenlGTLink
ostream_listener (cute)

»
Genersted by (IYGHACKRL) 1614

Figure 38: The figure shows an example of the Doxygen Documentation generated
for the C++ software.
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6 Conclusion and Future Directions

The contributions of this thesis was a designed and developed modular and exten-
sible low-level C++ architecture. A web-based engineers console was constructed
to provide a point of interface with the C++ code by developers. The software
system was built to address many of the shortcoming of earlier systems, followed
an object oriented approach, and included kinematic and control implementations.
The architecture was validated for real-time consistency, robot targeting, control
functionality, and safe-guards.

The C++ software architecture has also shown to be generically compatible
with different MRI surgical robot systems by integrating with the NeuroRobot and
ProstateRobot.

The program was also shown to be robust by testing the software system during
experimentation at the UMass Memorial Hospital in Worcester and the Brigham
and Women’s Hospital in Boston. The architecture can also be considered simple as
the web application is easy to use and the object oriented design of the code makes
it straightforward to extend and maintain. Customizable robot objects and motor
classes allow for different robot configurations and functionalities to be implemented.
Software tests provide further validation, and the program documentation can serve
as a guide for future developers.

Future work on the system should move past infrastructure and towards the
implementation of more complex behaviors. One example could be to extend the
C++ code for the NeuroRobot to allow for conformal ablation procedures. The
current construction of the software also facilitates programming these more sophis-
ticated behaviors as they can be coded within single methods, largely independent
from other parts of the software. Work should also be made to improve the con-
trol implementation to reduce noise in collecting the current velocity of any given
axis. This can be done by getting an encoder that counts faster than the C++ code
or moving the current velocity calculation to the FPGA code. Another avenue for
improvement could be to allow for Robot objects or class templates to be created
from xml or text files of desired configurations. The documentation should continue
to be built with changes to the code base, however, Doxygen largely facilitates this
process. While the software will continue to grow, the developed architecture will

serve as a solid foundation for any new robots or use cases.
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A Appendix

A.1 Code Repository & Documentation

With the proper authorization, the code developed in this thesis can be found at:
http://fischerlab2.wpi.edu:7990 /projects/ ROBCTRL /repos/software/browse
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