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ABSTRACT

The paper introduces a comprehensive analytical framework for predicting runners' endurance

performance, addressing limitations in existing research. It includes a broad range of data including

running gait, physiological, and anthropometric features. The feature selection method employed

combines filter, wrapper, and embedded methods. Specifically, the Maximum Relevance Minimum

Redundancy (MRMR) filter method, Recursive Feature Elimination (RFE) with a Random Forest model,

and Ridge Regression were used to optimize feature selection. This multi-faceted approach ensures the

selection of the most relevant and non-redundant features. The paper evaluates a variety of models,

including SVM, ANN, AdaBoost, XGBoost, and deep learning models, for predicting runners'

performance. The approach of testing multiple machine and deep learning models was intended to

overcome the limitations of prior research that often restricted their analysis to a few models. By

employing a more comprehensive range of models, this research aimed to identify the most accurate

predictive model for runners' endurance performance. The evaluation metrics suggest that the XGBoost

model yielded the most favorable results based on the error metrics provided: Mean Squared Error

(MSE): 2.07, Root Mean Squared Error (RMSE): 1.44, and Mean Absolute Error (MAE): 1.12. The

XGBoost model achieved the lowest values across these metrics, indicating its superior performance in

predicting the outcome variable with the least amount of error.
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CHAPTER 1: INTRODUCTION
Endurance performance in running reflects an athlete's capacity to sustain a rapid pace over an

extended period, such as during a marathon. It serves as a pivotal determinant of success in competitions,

with superior endurance often correlating with better race outcomes. Elite marathon runners such as Eliud

Kipchoge and Bashir Abdi often exhibit significantly higher VO2 max values, which is a key indicator of

their superior endurance capabilities. The VO2 max of these athletes typically ranges between 70 and 85

ml/kg/min, compared to about 43.5 ml/kg/min in untrained individuals. These athletes consistently

register among the top in various prestigious marathons worldwide clocking in at times near or below

2:03:00 in their races, illustrating their high endurance levels . Thus, understanding and investigating

endurance performance is highly desirable [1].

To optimize endurance performance in runners, coaches employ a multifaceted approach focusing

on structured training, nutrition, rest, and strength conditioning. This strategy involves crafting periodized

training plans that progressively enhance endurance through varied workouts, including long runs, tempo

runs, interval training, and recovery sessions. Such programs are designed to boost cardiovascular fitness,

increase aerobic capacity, and elevated lactate threshold. Additionally, coaches offer dietary advice to

ensure athletes are well-fueled for their endeavors, supporting both workout efficiency and recovery.

Emphasizing the significance of rest and recovery, these plans incorporate sufficient sleep, active

recovery, and scheduled rest days to prevent overtraining, facilitate physiological adaptation, and

minimize injury risks. Strength and conditioning exercises are integrated to target key muscle groups

relevant to running, improving strength, neuromuscular coordination, running economy, and delaying the

onset of fatigue in prolonged activities. This comprehensive approach is essential for enhancing athletes’

endurance capabilities and achieving superior performance in competitions [2].

While structured training programs and coaching strategies are instrumental in enhancing

endurance performance in runners, they sometimes face limitations. Human coaches might struggle with

the integration and interpretation of complex data from physiological, biomechanical, and psychological

sources, which can limit the effectiveness of training programs. Artificial Intelligence (AI), on the other

hand, is adept at processing this multifaceted data to extract deep insights into an athlete’s performance,

fatigue levels, and injury risks capabilities that extend beyond human analytical capacity. Additionally,

coaches often face challenges in monitoring and analyzing long-term performance trends, particularly

with multiple athletes. AI excels in managing and analyzing vast datasets over extended periods, helping

to identify trends and patterns that are crucial for developing effective, long-term athletic development



plans. This advanced data handling enables a more nuanced and scientifically informed approach to

training that can significantly enhance athletic performance.

The integration of AI and Data Science methodologies in running has revolutionized the way that

endurance performance is enhanced, offering a structured and analytical complement to the traditional,

multifaceted strategies employed by coaches. At the forefront of this scientific approach is the collection

of empirical data, encompassing both anaerobic and aerobic capacities through treadmill tests, alongside

the gathering of biomechanical parameters and demographic data. With this data the application of

various machine learning models and statistical methods designed to decode the complexities of

endurance running. Machine learning models, such as Convolutional Neural Networks (CNNs) and

Multilayer Perceptrons (MLPs), delve into biomechanical analysis, while regression analysis and

supervised learning algorithms like Random Forest and Support Vector Regression tackle the prediction

of athletes' anaerobic thresholds and performances in events like half-marathons [5,6,7]. Additionally,

Recurrent Neural Networks (RNNs) are utilized for estimating lactate thresholds, and advanced

algorithms, including Principal Component Analysis (PCA) and XGBoost regression trees, contribute to

the understanding of musculoskeletal modeling and key predictors of running velocity [3,9]. By

leveraging the predictive power of these models, coaches can design periodized training plans that not

only progressively enhance an athlete's endurance but also optimize their overall performance in

competitions. This blend of empirical data analysis and sophisticated modeling techniques with traditional

coaching wisdom underscores the transformative impact of technology in sports training. It presents a

data-driven pathway to improving endurance performance in runners, combining the experiential

knowledge of coaches with the precision of modern science to achieve superior competition outcomes.

However, common limitations in these studies include small sample sizes, reducing

generalizability, and reliance on self-reported data, which can introduce inaccuracies. Additionally, the

model development is static and does not allow for updates with new data, limiting long-term

applicability. Many papers either focus on a narrow range of features or when considering a wide range

do not employ feature selection methods to identify the most impactful features, thereby limiting the

performance and effectiveness of their models. Prior research also restricts themselves to a small set of

machine learning or deep learning models, not exploring a broader spectrum to identify the most suitable

model for their data. Lastly, no proper tool can support and help coaches understand and train their

running athletes.

To mitigate the above shortcomings, our research work proposes the development of a

data-driven analytical framework to support the improvement of runners’ endurance performance.



Specifically, our contributions are four-fold: (1) devise a data-driven, track-and-field domain-guided

pipeline to select the best set of predictors, among running gaits (Vertical Force, Contact Time, Running

Economy ), physiology (Vo2 Max, Lactate Threshold, Heart Rate), and anthropometry (Height, Weight,

Body Fat%) factors, to predict runners’ endurance performance; (2) use the state-of-the-art

ensemble-and-ranking-based technique to select the best set of relevant and non-redundant features for the

downstream Machine Learning (ML) regressor constructions. The approaches involve in this technique

include the filter method (Maximum Relevance Minimum Redundancy), the wrapper method (Recursive

Feature Elimination with Random Forest), and the embedded method (Ridge Regression) that respectively

provide the rank for each feature and then select the final list of features among them based upon their

average ranks; (3) develop and evaluate three different branches of ML regressors, including single-based

(SVM and ANN), ensemble-based (AdaBoost and XGBoost), and deep learning-based (Feedforward

Neural Networks) models to conduct an experimental analysis on our existing study data (131

professional runners) collected by our investigators in a sport research organization in Hong Kong. In this

study, we demonstrate that our ensemble-based XGBoost model outperforms the other two ML methods

by 98.7?% on average in terms Mean Squared Error, Root Mean Squared Error, and Mean Absolute Error;

and (4) design and implement a user-friendly dynamic dashboard to support professional coaches to

illustrate the interrelations among the features within and across the above three factors, as well as to

provide the insights to runners based upon their predicted endurance performance by our XGBoost model.

Following the introduction, the paper is organized as follows: Chapter 2 conducts a detailed

literature review focusing on prior research and methodologies in the realm of endurance performance

analytics. We examine various studies that have utilized physiological, biomechanical, and data-driven

approaches to predict and enhance runner performance. Chapter 3 describes our data-driven analytical

framework, detailing the processes of data collection, cleaning, and preprocessing which are crucial for

the integrity and usability of the data used in our analyses. In Chapter 4, we delve into the methodologies

for data cleaning and preprocessing in-depth, ensuring that the data set is robust and reliable for further

analysis. Chapter 5 presents a descriptive analysis of the runners' characteristics, providing insights into

the diverse variables captured in our study and their preliminary relationships. Chapter 6 explores the

interrelation and selection of features, employing advanced statistical and machine learning techniques to

refine the predictive model. Chapter 7 discusses the development of our predictive models, where we

evaluate various machine learning and deep learning approaches to find the most accurate predictive

model for endurance performance. Chapter 8 is dedicated to the evaluation of these models, comparing

their performance and discussing their implications. In Chapter 9, we introduce a dynamic and interactive

Tableau dashboard that illustrates the complex interrelationships among the analyzed features and



provides actionable insights based on the predictive models developed. Finally, Chapter 10 concludes the

paper by summarizing our findings, discussing the implications of our research, and suggesting directions

for future studies in this evolving field of sports analytics.



CHAPTER 2: LITERATURE REVIEW

During the research phase, we reviewed many different papers relating to predicting running

performance. We grouped these papers into three groups. The first group consists of papers that focus on

anaerobic and aerobic data. This data is similar to our physiological data. The second group of papers

focus on biomechanical analysis. This data is similar to our running gait data. The third group of papers

focuses on testing different machine learning models to make predictions. From this group of papers, we

created the list of models that we tested.

2.1 ANAEROBIC AND AEROBIC POWER MEASUREMENT

The studies in this group, which concentrates on anaerobic and aerobic power measurement,

bases their assumptions on the empirical data obtained using treadmill tests to assess the maximum speeds

that are supported by anaerobic and aerobic systems. The direct approach of measuring physiological

capacity within a controlled environment is one notable benefit of this method.

Directly measuring anaerobic and aerobic powers is an advantage in these studies, as it provides

physical evidence about the key abilities for endurance running. Therefore, the empirical data collected

from treadmill tests gives a simplistic and immediate impression of how well-trained athlete’s bodies can

cope with the pressure exerted during physical exercises

Conversely, the small sample size used in these studies limits the generalizability of results. A

major drawback to only using traditional mathematics-based modeling together with empirical knowledge

is that it overlooks potential benefits from advanced machine learning approaches. Consequently, such

studies may be deprived of any machine learning or deep learning approaches hence they might fail to

capture nonlinear and complex relationships that could exist between different variables when dealing

with a bigger number of datasets; thus hindering thorough understanding of factors associated with

endurance performance [3,4,5].

2.2 BIOMECHANICAL ANALYSIS WITH IMUS

The studies in this group use Inertial Measurement Units (IMUs) to capture detailed

biomechanical data via sensors attached to runners. This method involves the use of accelerometer,

gyroscope and magnetometer readings to examine minute constituents of running mechanics.

The richness of data from IMUs is one merit they have over other approaches that makes it

possible to analyze things such as average vertical loading rate and stride length more subtly. With IMUs,



one can obtain details that aid in getting an overall picture on how athletes move when running; this may

help uncover important facts about performance optimization and injury prevention.

However, some machine learning models especially Convolutional Neural Networks (CNNs) and

Multilayer Perceptrons (MLPs) are black boxes making them difficult to interpret. As well as this, using a

relatively small number of samples and only considering limited variables may prevent comprehensive

insights from being gained through biomechanical analysis [6,7,8].

2.3 MACHINE LEARNING FOR PERFORMANCE PREDICTION

The studies in this group focused on applying various machine learning techniques to predict

endurance performance. It involves models like RunNet-CNN, RunNet-MLP, GBDT, ANN, KNN, SVR

and others with emphasis being placed on the use of modern algorithms for precise predictions.

The key benefit of using machine learning is its potential to make accurate predictions and

uncover complex relationships in data. For instance, CNNs and MLPs can detect intricate patterns that

conventional methods would miss thereby providing a better understanding of the determinants of

performance.

Nevertheless, some machine learning models are “black box” meaning their interpretability is

hindered hence raising questions about transparency into decision-making processes. Furthermore,

because they belong to a broad range of athletes, including runners everywhere else within this population

will be compromised for overfitting risk when dealing with small sample sizes. There must then be

diverse datasets that capture individual physiology variations with regards to training and performance as

central to success of these approaches by machine learning [9,10,11].



CHAPTER 3: DATA DRIVEN ANALYTICAL FRAMEWORK

Our data-driven analytical framework is a comprehensive approach that begins with data

collection and cleaning processes, ensuring the dataset's accuracy and completeness. Through a series of

assessments and tests, you gather detailed information about runners' characteristics, including body

composition, running gait parameters, and cardiovascular fitness. Data preprocessing steps, such as

handling missing values, correcting errors, and transforming categorical variables, prepare the dataset for

analysis. We then explored key parameters and distributions to gain insights into gender differences,

running styles, and physiological indicators among the runners. Visualization techniques, such as pie

charts, histograms, and scatter plots, aid in presenting the data effectively, highlighting patterns and

trends.

Feature interrelation and selection play crucial roles in refining the dataset for predictive

modeling. Utilizing techniques like Pearson correlation tests, Maximum Relevance Minimum

Redundancy (MRMR), Recursive Feature Elimination (RFE), and Ridge Regression, you identify highly

correlated features and select the most relevant ones for further analysis. Model development

encompasses various machine learning and deep learning techniques, including Support Vector

Regression (SVR), Artificial Neural Networks (ANN), AdaBoost, XGBoost, and Feed Forward Neural

Networks. Each model is carefully trained and validated using appropriate methodologies to ensure robust

performance in predicting runners' maximum speed.

The development of Tableau dashboards adds an interactive layer to the analytical framework,

allowing users to explore the data dynamically. Features such as prediction sheets, min/max overviews,

variable relationship analyses, and sheets that show interrelationship between features provide users with

comprehensive tools for understanding the dataset, making informed decisions, and predicting

performance outcomes.



Figure 1. Data Driven Analytical Framework Process

CHAPTER 4: DATA COLLECTION/DATA CLEANING & PREPROCESSING
The data collection process for this project involved a single laboratory session for each

participant, during which they were instructed to abstain from strenuous activities for at least 24 hours

prior to data collection and wore their usual running attire, including shoes. Three distinct assessments

were conducted on the participants.

First, the Body Composition and Anthropometry assessment utilized a Bioelectrical Impedance

Analysis (BIA) scale (InBody 270, Inbody, Korea) to measure body weight, body mass index (BMI), and

body fat percentage. Measurements were taken with participants wearing lightweight clothing and bare

feet, following the manufacturer's instructions for data input. The Running Gait Parameters assessment

employed the MotionMetrix system in conjunction with two Kinect sensors (Microsoft, Washington, DC,

USA) positioned as recommended by the manufacturer. Subjects had a brief accommodation period on a

treadmill at a self-selected pace, followed by a one-minute run at their usual 10 km/h pace, with data

collection occurring during the final 30 seconds. This assessment provided analyses of various kinetic and

kinematic variables. Participants underwent a Cardiovascular Fitness Test (VO2max Test), involving a

standardized ramp treadmill test to evaluate cardiovascular fitness (VO2max) and HRmax. The treadmill

speed began at 4.8 km/h on a 2% incline and increased every 2 minutes until volitional exhaustion.

Criteria for VO2max achievement included a respiratory exchange ratio >= 1.15, VCO2 line crossing

over VO2 line, and HR exceeding 220 minus the participant's age. Gas analysis data (VO2 and VCO2)

were continuously recorded using a metabolic analyzer (PNOĒ metabolic analysis system, USA), and HR

data were captured through HR telemetry (H10 Sensor, Polar, Finland), with HRmax determined as the

highest recorded value at test completion. Data accuracy was ensured by adhering to the manufacturer's

guidelines for calibration, clothing, and lighting conditions.

Several actions were taken to clean and analyze the dataset effectively. Initially, data entries

missing Body Fat Percentage were excluded to ensure data completeness. Typographical errors, such as

misplaced commas, were corrected, and unnecessary characters, like the percent sign in Elastic Exchange,

were removed. Categorical variables like strike type (Rear Foot, Mid Foot, Fore Foot) and Gender (Male,

Female) were transformed using one-hot encoding, a method to convert categorical data into binary

vectors. Scatter plots were created for each variable to visualize their distribution. These plots were

generated by plotting each variable against a single value axis, providing a clear view of the data spread

and any potential anomalies. To handle these outliers, we created a function to calculate the interquartile



range (IQR) for a given column and identify outliers based on the IQR method. Outliers were detected for

each numerical column in the dataset, and the results were compiled into a single Data Frame, which was

then exported to a CSV file. The CSV file containing the identified outliers was sent to the RunLap team

for a thorough review. Their objective was to verify the accuracy of the outlier results and to examine if

any data had been incorrectly entered. After a detailed analysis, the RunLap team returned the file with

necessary corrections, ensuring that the data was precise and reliable for further analysis and use.



CHAPTER 5: DESCRIPTIVE ANALYSIS OF RUNNERS CHARACTERISTICS

The dataset we used contained 55 features that describe the running style and abilities of 167

runners examined. Figure below shows a table displaying the numerical features used in the model. The

table also shows the mean value, minimum value, maximum value, standard deviation, and description of

each of the features. The table is able to capture the summary of the numerical data and make it easy to

read and interpret.

Table 1. Descriptive Analysis of Numerical Features

The provided tables below summarize data on female and male runners, offering comparative

insights into their running styles and abilities. Key parameters such as Km/H, Elastic Exchange, and

Contact Time highlight differences in speed, energy efficiency, and stride mechanics between genders.

While the mean running speeds are slightly higher for males, both genders exhibit comparable energy

utilization efficiency. Joint angles and forces during running show similar ranges for both genders, though

individual values suggest the need for personalized training approaches. Physiological indicators like

VO2 Max and Lactate Threshold are higher for males, aligning with typical gender differences in aerobic



capacity. Physical fitness measures, including Weight, BMI, and Body Fat%, reflect expected gender

variations, with males presenting higher weight and BMI but lower Body Fat%.

Table 2. Descriptive Analysis of Numerical Features by Gender

The "Strike Type Distribution" graph presents an analysis of foot strike patterns among runners,

segregated by gender as well as a combined overview. It reveals that Mid-Foot striking is predominant

across the general running population at 38.52%, closely followed by Rear-Foot striking at 41.52%, with

Fore-Foot striking being relatively less common at 18.96%. When disaggregated by gender, female

runners show a preference for Mid-Foot striking (44.4%), with Rear-Foot (31.1%) and Fore-Foot (24.4%)

striking following respectively. Conversely, male runners exhibit a higher incidence of Rear-Foot striking

(45.6%), with Mid-Foot striking at 37.70%, and Fore-Foot striking at 16.7%. This data suggests a notable

difference in striking preference between genders, with females favoring Mid-Foot and males favoring

Rear-Foot striking. Fore-Foot striking is the least favored among both, albeit more common in females



than males.

Figure 2. Strike Type Distribution Pie Charts

The "Max Speed Distribution" graph is a dual histogram displaying the distribution of maximum

speeds achieved by male and female runners. The top histogram represents the total count of all runners,

while the bottom histogram provides a gender breakdown for each speed interval. From the total

distribution, we observe that the most common maximum speed interval among all runners is 15-16 km/h,

with 60 individuals falling into this category. The distribution appears right-skewed, indicating that fewer

runners achieve higher maximum speeds. Very few runners reach speeds above 20 km/h. When

examining the gender-specific histogram, it's noticeable that for males, the most frequent maximum speed

interval is also 15-16 km/h, with 46 males falling in this range. For females, the highest count is at a lower

speed interval of 13-14 km/h, with 14 females reaching this maximum speed. The histograms suggest that

on average, male runners tend to reach higher maximum speeds compared to female runners. In both

genders, there's a significant drop in the number of individuals with maximum speeds over 16 km/h.



Figure 3. Max Speed Prediction Bar Plots



CHAPTER 6: FEATURE INTERRELATION AND SELECTION APPROACH

6.1 FEATURE INTERRELATION

To determine the interrelationships between the features, Pearson correlation tests were

employed. Initially, the Pearson correlation tests were run between all features in the dataset. Each feature

was compared to every other feature one at a time to determine how correlated they were. The correlation

test results in a number between -1 and 1, with -1 being a perfect negative linear relationship and 1 being

a perfect positive linear relationship. A score of 0 represents no linear relationship between the two

features. The result of the Pearson correlation tests was stored in a large matrix and converted to the

heatmap. The heatmap displays negative relationships as dark blue and positive relationships as dark red.

Light blue represents minimal correlation. In addition to calculating the Pearson correlation coefficients

of all features, we calculated the correlation coefficients within each of the three feature categories

(anthropometric, physiological, and running gait) separately and their combinations. The features with

correlations greater than |0.8| were selected and deemed highly correlated. These highly correlated

features were used in the Tableau Dashboard - Interrelationship Section.

Figure 4. Joint Loading Feature Heatmap

Figure 5. In Body Feature Heatmap



Figure 6. VO2 Max Feature Heatmap

6.2 FEATURE SELECTION

Our feature selection process is a two-stage approach: Ensemble and Ranking. An ensemble

refers to a technique where multiple methods are combined to make a prediction or decision. The idea is

to leverage the strengths of individual methods to improve overall performance. Our proposed feature

selection approach incorporates a combination of filter, wrapper, and embedded methods to identify and

select the most relevant and non-redundant features for machine learning models. It begins with the

Maximum Relevance Minimum Redundancy (MRMR) filter method, which ranks features based on their

relevance to the target variable while minimizing redundancy between other features in the dataset.

Recursive Feature Elimination (RFE), is applied with a Random Forest model iteratively removing less

important features based on performance scores until desired number of features is reached. An embedded

feature selection method using Ridge Regression fine-tunes the selected features by shrinking the feature

coefficients towards zero to perform dimension reduction. In the ranking stage of our feature selection

process we combine the results obtained from the ensemble of methods (filter, wrapper, and embedded

methods) and provide a ranking of features based on their importance to the target variable.

MAXIMUM RELEVANCE AND MINIMUM REDUNDANCY

The Maximum Relevance and Minimum Redundancy (MRMR) criterion is designed to optimize

feature selection for machine learning models. MRMR focuses on selecting features that are highly

relevant to the target variable while ensuring minimal redundancy among them. In MRMR, 'Maximum

Relevance' is identified by selecting features with the highest mutual information with the target variable,

indicating their significant informational contribution. Simultaneously, 'Minimum Redundancy' is

maintained by minimizing the correlation between features, ensuring diversity in the information they

provide [12].

The script created proceeds by computing Mutual Information (MI) scores between each feature

and the target variable using the mutual_info_regression() function from the scikit-learn library. These MI

scores quantify the degree of association between individual features and the target variable, providing a

measure of their relevance in predictive modeling. The script calculates pairwise Mutual Information

among all feature pairs using the normalized_mutual_info_score() function. This step aids in evaluating



the redundancy or similarity between features, crucial for ensuring the selected features offer unique

predictive information. The MRMR score for each feature is computed. This score represents a balance

between the feature's relevance to the target variable and its redundancy with other features. The MRMR

score is calculated using a formula that considers the MI of the feature with the target variable relative to

its MI with other features. Once MRMR scores are determined for all features, the script sorts the features

in descending order based on their MRMR scores. It also generates the feature alongside their

corresponding ranks, providing a clear overview of the importance of each feature according to the

MRMR method.

Figure 7. MRMR Calculation Process

RECURSIVE FEATURE ELIMINATION

The Recursive Feature Elimination (RFE) method with a Random Forest model is a robust

technique aimed at enhancing the feature selection process. Just as Maximum Relevance and Minimum

Redundancy (MRMR) seeks an optimal subset of features by maximizing relevance to the target while

minimizing redundancy amongst them, RFE iteratively refines the feature set to identify the most

predictive features [13].

This code we created starts by dividing the dataset into training and testing sets using the

`train_test_split` function, ensuring that 80% of the data is reserved for training and 20% for testing.

Following this, a Random Forest Regressor model is initialized with default settings, setting the random

state for reproducibility. Sequential Feature Selector (SFS), a technique for feature selection, is then

initialized. SFS aims to identify the optimal subset of features by sequentially adding or removing them

based on a specified criterion, in this case, the negative mean squared error. The goal is to select the top

20 features from the dataset while performing backward elimination. After fitting SFS to the training data,



the indices and names of the selected features are obtained for further analysis. The Random Forest model

is trained using only these selected features. Subsequently, the test set is transformed to include only the

chosen features, and predictions are made using the trained model. The code generates a DataFrame to

rank the selected features based on their importance.

Figure 8. Recursive Feature Elimination Process

RIDGE REGRESSION

Ridge regression is a linear regression technique used for dealing with highly correlated features

in multiple regression data. Highly correlated features can cause problems in the model such as inflating

standard errors and making it difficult to interpret the coefficients in the model. Ridge regression combats

highly correlated features by adding a minimization constraint to the objective function. The ridge

regression constraint tells the program to try and minimize the square of the sum of the errors of the

coefficients. This constraint tends to shrink the size of the coefficients towards zero. Ridge regression is

typically good at dealing with datasets where the number of features is similar to the number of predictive

data points.

Our team implemented Ridge Regression using the Scikit-Learn library in python. We began by

prepping the dataset, which included filtering out features that were not needed in the model. We then

split the data into two groups, our target variable ‘Max Speed’ named ‘Y’ and the rest of our data named

‘X’. After, we used the train/test split function to split our data into training and validation groups. The

validation set was 20% of the total dataset. To begin training the model, we initialized the Ridge

Regressor and fit the model on the training data. Once the model was trained, we were able to export a

csv file containing the features ranked from most to least important.



Figure 9. Ridge Regression Predicted vs. Actual Speed

FINAL RANKINGS

To determine the final feature rankings, we averaged the ranking scores obtained from the three

feature selection methods: Maximum Relevance Minimum Redundancy (MRMR), Recursive Feature

Elimination (RFE) with Random Forest, and Ridge Regression. This approach ensured a balanced

consideration of each feature's relevance, non-redundancy, and predictive power. After averaging these

scores, we selected the top 20 features as the most significant for our model, providing a comprehensive

set of variables that are likely to impact and predict runners' performance effectively.



Table 3. Final Feature Rankings



CHAPTER 7: MODEL DEVELOPMENT

TRAINING AND VALIDATION SETS

To prevent overfitting, we split our dataset into two groups. The first group, the training set,

contained a random sample of 80% of the data. The second group, the validation set, contained the

remaining 20% of the data. While training our models, only the training set was used. This allowed us to

use the predictions on the validation set to test their accuracy. Additionally, we performed K-Fold cross

validation on the training set. K-Fold cross validation entails splitting the training set into K groups and

running the models K times, each time using a different group within the training set as a miniature

validation set. This method allows for better generalization within smaller datasets.

Figure 10. Model Training Flow Chart

ENSEMBLE MODELS

XGBOOST

XGBoost builds a model in stages, each new stage correcting errors made by the previous stage,

effectively refining the accuracy of predictions. XGBoost uses decision trees as its base models and

optimizes them through a technique called gradient boosting, which involves calculating errors and using

them to improve the model in subsequent iterations. This approach makes XGBoost powerful for handling

complex datasets and delivering precise predictions.



Our code starts by defining a dataset into features and targets, followed by a split into training and

testing sets. The code uses GridSearchCV from scikit-learn, which integrates grid search with k-fold

cross-validation to fine-tune the model's hyperparameters. In this process, the dataset is divided into five

folds, facilitating the evaluation of each parameter combination across all folds to mitigate overfitting and

ensure that the model generalizes well to unseen data. The `param_grid` outlines various values for

`n_estimators`, `learning_rate`, and `max_depth`, allowing `GridSearchCV` to explore a range of

parameter settings. The grid search, configured to optimize for the lowest negative mean squared error,

systematically evaluates each combination of parameters. It identifies the best settings (`best_params_`),

which are used to retrain the model (`best_estimator_`) on the entire training dataset. This rigorous

approach ensures the selection of the most effective model configuration. The model is evaluated on a

separate test set, calculating the mean squared error, mean absolute error, and root mean squared error to

quantify its performance.

Figure 11. XGBoost Flow Chart

ADA BOOST

Adaptive boosting, otherwise known as AdaBoost, is a machine learning method used for

classification and regression. It is effective in improving the accuracy of a typical decision tree. The idea

of AdaBoost is to combine the predictions of a group of weak learning models to create a stronger

learning model. AdaBoost trains a decision tree and computes the error. The model then assigns weights



to the tree based on the error. The model reruns the tree with the new weights and recalculates the error.

This process repeats for a specified number of iterations or until a predetermined accuracy score is

reached. After every step, the weights of the tree are evaluated and updated. AdaBoost focuses on the

features that are misclassified by the current tree, allowing these misclassifications to be corrected. To

begin training the model, we initialized the AdaBoost Regressor and fit the model on the training data.

Once the model was trained, we were able to export a csv file containing the features ranked from most to

least important.

Figure 12. AdaBoost Flow Chart

INDEPENDENT MODELS

SUPPORT VECTOR REGRESSION (SVR)

Support vector regression is a form of regression analysis that utilizes support vector machines to

model and predict continuous outcomes. The objective of the SVR is to determine an optimal hyperplane

that best represents the data. The model sets equidistant decision boundaries on both sides of the plane

and aims to keep as much data within these boundary lines as possible. SVR tries to minimize the error

margins of the points outside of the boundary by adjusting the plane and the weight of the decision

boundary, while also capturing the essence of the dataset. Our SVR model performed a grid search to test



all of the combinations of the model parameters, in order to find the optimal combination. The best

parameters for our SVR model were a linear kernel and a C value of 30. The linear kernel sets the

hyperplane to be linear. The high C value makes the fit well to the training data. We also implemented

5-fold cross validation of the data. Figure 13 below shows the line of best fit of the model. The points

closer to the line were more accurate than those further away.

Figure 13. SVR Flow Chart



Figure 14. SVR Actual vs Predicted Values

ARTIFICIAL NEURAL NETWORKS (ANN)

Artificial neural networks are machine learning models designed to function like the human brain.

ANNs are made up of three layers. The first layer is the input layer, it is where the data is put into the

model. The last layer is the output layer, it is where the final output/decision of the model is made. The

middle layer is called the hidden layer. This is where the meat of the model is. Each layer consists of

nodes connected by edges that have different weights. The data is input into the input layer, then it is

manipulated by the hidden layer, and output by the output layer. Once the error of the output layer is

determined, the model goes back and adjusts the weight of the edges connecting the nodes. This process is

known as an epoch. It is done to minimize the error of the model. This process of outputting scores and

adjusting weights repeats until the model is sufficiently trained. Our ANN training model contained 1400

epochs. The model determined the optimal number of iterations was approximately 1100. Figure 16

shows a comparison between the training and testing error scores. The blue dot shows the point where the

validation loss score stopped decreasing and began to increase.



Figure 16. ANN FlowChart

Figure 17. ANN Training and Validation Loss

DEEP LEARNING MODELS

FEED FORWARD NEURAL NETWORK (SKLEARN)

The process of developing a feed forward neural network starts with splitting the data into

training and testing subsets using the `train_test_split` function from `sklearn`. This function allocates

80% of the data to training and the remaining 20% to testing. Hyperparameter tuning is conducted

through `GridSearchCV`, which integrates seamlessly with a pipeline comprising preprocessing (standard

scaling) and a neural network (MLPRegressor). The grid search explores various configurations of neural

network parameters, including different sizes of hidden layers, activation functions, and regularization

strengths. By evaluating combinations across these parameters, `GridSearchCV` automates the selection

of the best settings for the model. Integral to the grid search is the use of k-fold cross-validation, specified

here as 5-fold cross-validation through `KFold(n_splits=5)`. This method enhances the model's validation

process by ensuring that each data subset serves both as a training and a validation set across different

iterations. This approach not only helps in mitigating model overfitting but also boosts the reliability of



the performance metrics, providing a more accurate reflection of the model’s effectiveness on unseen

data. The model’s performance is evaluated on the test set using critical metrics such as Mean Squared

Error (MSE), Root Mean Squared Error (RMSE), and Mean Absolute Error (MAE).

Figure 18. FNN (Sklearn) FlowChart

FEED FORWARD NEURAL NETWORK (PYTORCH)

We also utilized a deep learning architect developed with PyTorch. The model consists of an input

layer, a hidden layer with a ReLU activation function, dropout regularization, and an output layer. The

hidden layer for the PyTorch model contains 32 neurons, all of which employ ReLU activation. Model

training was conducted over 1000 epochs, with a learning rate of 0.01, a batch size of 16, and a dropout

rate of 0.8. The model parameters were decided using a grid search over a range of values for each

parameter. The same 20% validation split as the TensorFlow model was used. The training was optimized

using mean squared error and the Adam optimizer.



Figure 19. FFNN (PyTorch) Flow Chart

Figure 20. PyTorch FFNN Actual vs. Predicted Speeds



CHAPTER 8: MODEL EVALUATION

In predictive modeling, we evaluate the performance of models by using error metrics such as

Mean Squared Error (MSE), Root Mean Squared Error (RMSE), and Mean Absolute Error (MAE). Lower

values in these metrics typically indicate better predictive accuracy. The models compared in this

evaluation include Artificial Neural Networks (ANN), Feedforward Neural Networks implemented with

scikit-learn (FNN (sklearn)) and PyTorch (FNN (PyTorch)), Support Vector Regression (SVR), AdaBoost,

and XGBoost.

MSE measures the average of the squares of the errors—that is, the average squared difference

between the estimated values and the actual value. In this metric, ANN reported the highest error at 22.15,

indicating that on average, the square of its prediction error is greater compared to the other models.

XGBoost performed the best with the lowest MSE value of 2.07, suggesting that it has the most precise

predictions among the evaluated models.

RMSE is the square root of the MSE and provides a measure of the average magnitude of the

error. It is more sensitive to outliers than MSE. The results are consistent with MSE, with ANN having

the highest RMSE of 4.420 and XGBoost the lowest at 1.440. The RMSE values for all models suggest

that XGBoost tends to have the lowest variance in its predictions.

MAE measures the average magnitude of the errors in a set of predictions, without considering

their direction. It's a linear score which means all individual differences are weighted equally. Again,

XGBoost demonstrates the lowest error with a MAE of 1.120, indicating it has a better average absolute

deviation from the true values. In contrast, ANN has the highest MAE at 2.800, which suggests its

predictions are less accurate on average.



Figure 21. Final Error Metrics



CHAPTER 9: TABLEAU DASHBOARD

Figure 22. Tableau Dashboard Flow Chart

TABLE DEVELOPMENT

In order to construct the predictive dashboard in Tableau we first had to transform our runners

dataset. The process involved creating lists for each selected feature in the top 20, including 'Max Speed',

which was appended to the list of variables. This step involved iterating through the dataset to collect

values for each feature across the filtered records, effectively capturing the essence of each variable in a

separate list. These lists were then meticulously organized into a dictionary, where each key represented a

feature name, and its corresponding value was the list containing the data for that feature.

To enhance the comprehensiveness and utility of the predictive dashboard being developed for

Tableau we began preparing and analyzing the top 20 features. The process began with reading data from

three CSV files: feature rankings, runner data, and a list of data fields. An empty dataframe was created to

store minimum and maximum values for each of the selected features. By iterating through each feature,

minimum and maximum values were calculated and stored. This step was crucial for understanding the

range of data for each feature, facilitating better data visualization and analysis in Tableau. The min-max

dataframe was merged with the dataframe containing descriptions of each feature. This merging process

enriched the feature data with descriptive information, making the dataset not only more informative but

also more accessible for users of the predictive dashboard. The dataset was then exported to an Excel file,

laying the groundwork for its integration into Tableau.



SHEET DEVELOPMENT

PREDICTION SHEET

To create the sheet that predicts the value for integration into the dashboard, a calculated field was

established in Tableau that leverages Python scripting through the TabPy server. The script begins by

defining a DataFrame from the input arguments which are passed from Tableau. These arguments

represent the input features used in our model. The script then proceeds to separate the features into a

matrix X and a target vector y, with 'Max Speed' being the target. Then implemented the same XGboost

model that was developed previously that had the highest accuracy out of all the models we developed.

For the prediction phase, the script prepares the input by reshaping the array of parameters received from

Tableau and then uses the trained model to make a prediction of 'Max Speed'. This predicted value is then

rounded to one decimal place and returned as a string to Tableau, where it is displayed as a floating-point

number in the calculated field.

Figure 23. Tableau Prediction Sheet

MIN/MAX OVERVIEW SHEET

The Min/Max Overview Sheet was constructed from a dataset, specifically focusing on selected

features to highlight their minimum, maximum, and descriptive values. Each feature was arranged in

rows, allowing for an organized display. Adjacent to each feature, minimum and maximum values were

prominently presented as text labels, ensuring a clear and concise representation of the data range for each

feature.



Figure 24. Tableau Min/Max Overview Sheet

DEFINITION REFERENCE SHEET

The Definition Reference Sheet followed a similar creation process, emphasizing the provision of

detailed explanations for each feature. This approach facilitated a deeper understanding of the dataset's

components, making the information accessible and informative for users.

Figure 25. Definition Reference Sheet

VARIABLE RELATIONSHIP TO MAX SPEED ANALYSIS

To explore the dynamic relationship between variables and max speed, a specialized sheet was

developed. Initially, an empty variable was positioned in the rows section to serve as a placeholder. A



user-selectable parameter, named "Selected Variable," was introduced, granting users the flexibility to

choose the variable of interest. The inclusion of a trend line illustrates the correlation whether positive or

negative between the selected variable and max speed, offering valuable insights into how different

factors influence speed.

Figure 26. Variable Relationship to Max Speed Sheet

INTERRELATIONSHIP SHEETS

The dynamic dashboard we created also contains plots of the highly interrelated features. Within

each of the three feature categories (anthropometric, physiological, and running gait) there is a menu that

allows the user to select from a list of features. When a feature is selected, the dashboard displays a

scatterplot of the feature compared with the other features it is highly correlated to. We defined a high

correlation as having a Pearson correlation value greater than 0.8. For example, if ‘Vertical Force /BW’ is

selected, the dashboard below in Figure 27 is shown.



Figure 27. Sample of the interrelationship dashboard, Vertical Force /BW

The dashboard displays the relationship between ‘Elastic Exchange’, ‘M Vert (R Hip)’, ‘M Vert

(R Knee)’, ‘M Vert (L Knee)’ and the selected feature ‘Vertical Force /BW’. The dashboard is split

between blue and pink points, representing male and female runners respectfully. Additionally, there are

two lines of best fit for each plot, one for each gender represented. The dashboard also allows users to

filter by age and gender, which allows a user to get a better understanding of how they compare to similar

data points.

Users also have the ability to mouse over the plots to view more information. When mousing over

data points, the exact values for each feature on the dashboard is displayed. When mousing over the

regression lines, the r-squared value, p-value, and formula are displayed.

MAX SPEED BOXPLOT COMPARISON

To explore the max speed prediction, there is a menu that links to the dashboard shown below in

Figure 28. The dashboard allows the user to filter by age and gender, and compare their own max speed to



the box plots displayed. Users can mouse over the box plot to display the values of the upper whisker,

upper hinge, median, lower hinge, and lower whisker. Users can also mouse over the data points to

display the max speed of those runners.

Figure 28. Max Speed Boxplot

DASHBOARD INTEGRATION

The culmination of this process was the assembly of the final dashboard, integrating all individual

sheets into a unified display. An interactive feature was incorporated, allowing user interactions within the

Min/Max Overview Sheet to dynamically update the Definition Reference Sheet with information about

the selected variable. The Variable Relationship to Max Speed Analysis section provided users with the

capability to examine the impact of various factors on max speed through their selections. Positioned



prominently on the dashboard, the prediction sheet displayed the calculated max speed based on

user-manipulated input features, offering a predictive insight into performance outcomes. This cohesive

dashboard delivers a user-centric analytical tool, enabling interactive exploration, comprehensive

understanding, and predictive modeling of key performance indicators within the dataset.

Figure 29. Final Dashboard



CHAPTER 10: CONCLUSION

This research paper has delved deeply into the multifaceted aspects of enhancing athletic

performance through advanced data analytics, providing a comprehensive examination of several

predictive models aimed at forecasting endurance metrics. The integration of machine learning techniques

such as Support Vector Machines (SVM), Artificial Neural Networks (ANN), AdaBoost, and XGBoost

has been pivotal in understanding and predicting the performance outcomes of endurance athletes.

Notably, the XGBoost model emerged as the most effective, offering the highest accuracy and the least

prediction errors among the models tested.

This study not only validates the robustness of using sophisticated analytical methods in sports

science but also sets the stage for future explorations into this exciting field. It opens up possibilities for

integrating more complex data sets, including physiological, psychological, and environmental factors, to

create a holistic model of athlete performance. Additionally, further research could explore the impact of

real-time data analytics and its application in dynamic training environments.

Moreover, the implications of this work extend beyond the realm of sports science. The

methodologies and insights gained here could be applied to other fields where performance optimization

is crucial, such as rehabilitation medicine and human resource management. By continuing to refine these

models and expand their applicability, future research can provide more tailored and effective solutions to

a wide range of performance-related challenges.

In conclusion, this paper marks a significant contribution to the field of sports analytics,

highlighting the potential of machine learning to transform traditional training methods and enhance

athletic performance through data-driven insights. As this field evolves, it will undoubtedly continue to

provide valuable tools and methodologies for coaches, athletes, and researchers aiming to push the

boundaries of what is possible in sports and beyond.
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