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Abstract 

 

Advanced imaging techniques have been widely used to study the anatomical 

structure and functional metabolism in medical and clinical applications. Images are 

acquired from a variety of scanners (CT/MR/PET/SPECT/Ultrasound), which provide 

physicians with complementary information to diagnose and detect specific regions of a 

patient. However, due to the different modalities and imaging orientations, these images 

rarely align spatially. They need to be registered for consistent and repeatable analyses. 

Therefore, image registration is a critical component of medical imaging applications. 

 

Since the brains of rodent animal mostly behave in the rigid manner, their 

alignments may be generally described by a rigid model without local deformation. 

Mutual information is an excellent strategy to measure the statistical dependence of 

image from mono-modality or multi-modalities. The registration system with rigid model 

was developed to combine with mutual information for functional magnetic resonance 

(fMRI) analysis, which has five components: (1) rigid body and affine transformation, (2) 

mutual information as the similarity measure, (3) partial volume interpolation, (4) multi-

dimensional optimization techniques, and (5) multi-resolution acceleration. 

 

In this research three innovative registration systems were designed with the 

configurations of the mutual information and optimization technique: (1) mutual 

information combined with the downhill simplex method of optimization. (2) the 

derivative of mutual information combined with Quasi-Newton method. (3) mutual 
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information combined with hybrid genetic algorithm (large-space random search) to 

avoid local maximum during the optimization. These automatic registration systems were 

evaluated with a variety of images, dimensions and voxel resolutions. Experiments 

demonstrate that registration system combined with mutual information and hybrid 

genetic algorithm can provide robust and accurate alignments to obtain a composite 

activation map for functional MRI analysis. 

 

In addition, deformable models (elastic and viscous fluid) were applied to 

describe the physical behavior of the soft tissues (female breast cancer images). These 

registration methods model the movement of image as an elastic or viscous fluid object 

with material attributes corresponding to the constitution of specific tissues. In these two 

models the physical behavior of deformable object is governed by Navier linear elastic 

equation or Navier-Stokes equation. The gradient of image intensity was selected as the 

driving force for the registration process. The equations were solved using finite 

difference approach with successive over-relaxation (SOR) solver. Soft tissue and 

synthetic images were used to verify the registration method. All of these advancements 

enhanced and facilitated the research on functional MR images for rodent animals and 

female breast cancer detection. 

 



 iii

Acknowledgements 
 

I wish to express sincere gratitude to professor John M. Sullivan, Jr., my advisor, 

for his academic guidance and generous financial support for my PhD education at 

Worcester Polytechnic Institute. Throughout the four years of research work, his 

continuous help, enthusiasm and technical insights encourages me to overcome the 

problems and enrich my knowledge and skills.  

 

My deep appreciation goes to Dr, Allen H. Hoffman, Dr. Reinhold Ludwig, Dr. 

Gretar Tryggvason, and Dr. Zhikun Hou for their service as the committee member. They 

provided the valuable time, advice and suggestions in reviewing my thesis.  

 

Thanks to the all students, lab members and staff I have worked with at WPI and 

University of Massachusetts Medical School. As the member of lab, I benefit a lot from 

their friendship and support.  

 

I would like to express sincere gratitude to my parents who have given me 

lifetime love and encouragement.  

 

I wish to convey special thanks to my wife, Vicky. Her undying love and support 

encourages me to turn my instant inspirations into the reality. We will remember the 

cheerful time we spent together at WPI.  



 iv

 
Table of Contents 

Abstract............................................................................................................................... i 

 
Acknowledgements .......................................................................................................... iii 

 
Table of Contents………………………………………………………………………..iv 
 
 
List of Figures................................................................................................................. viii 

 
Chapter 1     Introduction................................................................................................. 1 

1.1 Medical Imaging Modalities ..................................................................................... 2 
 

1.1.1 Computerized Topography (CT)........................................................................ 2 

1.1.2 Magnetic Resonance Imaging (MRI)................................................................. 3 

1.1.3 Functional Magnetic Resonance Imaging (fMRI) ............................................. 6 

1.1.4 Positron Emission Topography (PET) and Single Position Emission 

Computerized Topography (SPECT).......................................................................... 8 

1.2 Medical Image Registration...................................................................................... 8 
 

1.2.1 Definition of Registration .................................................................................. 9 

1.2.2 General Workflow for Synthetic Imaging ......................................................... 9 

1.3 Applications of Medical Image Registration .......................................................... 10 
 

1.3.1 Radiation Therapy............................................................................................ 11 

1.3.2 Cancer Detection.............................................................................................. 11 

1.3.3 Template Atlas Application ............................................................................. 11 

1.3.4 Functional MRI Analysis................................................................................. 12 



 v

1.3.5 Image-guided Surgery...................................................................................... 13 

 
Chapter 2     Background ............................................................................................... 15 

2.1 Registration Methodologies .................................................................................... 15 
 

2.1.1 Manual Registration......................................................................................... 15 

2.2.2 Landmark Registration..................................................................................... 17 

2.2.3 Surface Registration......................................................................................... 19 

2.2.4 Intensity-based Registration............................................................................. 20 

2.2 Classifications by Model......................................................................................... 24 
 

2.2.1 Rigid Transformation....................................................................................... 24 

2.2.2 Deformable Transformation............................................................................. 25 

2.3 Objectives of the Dissertation................................................................................. 29 
 
 
Chapter 3     Rigid Registration..................................................................................... 31 

3.1 Rigid-body Model................................................................................................... 32 
 

3.2 Affine Model........................................................................................................... 33 
 

3.3 Coordinate System Transforms............................................................................... 34 
 

3.3.1 Image-to-world Transform............................................................................... 35 

3.3.2 World-to-image Transform.............................................................................. 36 

3.3.3 Image-to-image Transform .............................................................................. 37 

3.4 Mutual Information................................................................................................. 37 
 

3.4.1 Definition ......................................................................................................... 37 

3.4.2 Gradient of Mutual Information....................................................................... 41 

3.5 Interpolation............................................................................................................ 43 
 



 vi

        3.5.1 Nearest-neighbor Interpolation…………………………………………...…..45 
 

3.5.2 Trilinear Interpolation...................................................................................... 46 

3.5.3 Partial Volume Interpolation............................................................................ 48 

3.6 Multi-dimensional Optimization Techniques ......................................................... 49 
 

3.6.1 Downhill Simplex Method............................................................................... 50 

3.6.2 Quasi-Newton .................................................................................................. 54 

3.6.3 Genetic Algorithm (GA) .................................................................................. 55 

3.7 Multi-Resolution Speedup ...................................................................................... 63 
 

3.8 Implementation ....................................................................................................... 63 
 
3.8.1 3D Registration System ................................................................................... 63 

3.8.2 Registration Framework................................................................................... 65 

3.8.3 Application on Functional MRI Analysis ........................................................ 66 

3.9 Validation................................................................................................................ 67 
 
 
Chapter 4     Deformable Registration .......................................................................... 70 

    4.1 Deformable Registration with Linear Elastic Model……………………………...71  

    4.1.1 Navier Linear Elastic Equation........................................................................ 71 
 

4.1.2 Image Registration with Linear Elastic Model ................................................ 72 
 

        4.1.3 Experiment of Linear Elastic Image Registration…………………………….75 

        4.1.4 Limitations ……………………………………….…………………………..76 

    4.2 Deformable Registration with Viscous Fluid Model……………………………...76 

    4.2.1 Navier-Stokes Equation ................................................................................... 76 
 

    4.2.2 Viscous Fluid Image Registration.................................................................... 77 
 

4.2.3 Experiment of Viscous Fluid Image Registration............................................ 78 



 vii

 
4.3 Discussion ............................................................................................................... 79 

 
 
Chapter 5     Results........................................................................................................ 82 

5.1 Rigid Registration on 3D Synthetic Images……………….……………….……...82 
 
5.2 Rigid Registration on 3D Rat Brain Images…..………………………….…….....84 
 

    5.3 Deformable Registration on 2D Rat Brain Images……….…………………….....90 

 
Chapter 6     Conclusions................................................................................................ 94 

 
References........................................................................................................................ 97 



 viii

 

List of Figures 

 

Figure 1 -1     The schema of computerized topography (CT) imaging ............................. 3 

Figure 1 -2     The movement of proton.............................................................................. 4 

Figure 1 -3     a) with the external field the movement will aligned with B0...................... 5 

Figure 1 -4     Magnetic resonance (MR) images of human brain. ..................................... 6 

Figure 1 -5     “Lit-up” example of function MRI brain analysis ....................................... 8 

Figure 1 -6     Image registration process............................................................................ 9 

Figure 1 -7     The workflow of synthetic imaging ........................................................... 10 

Figure 1 -8     The rat brain atlas overlaid on subject provides standard information. ..... 12 

Figure 1 -9     Two subjects of rat brain in functional MRI analysis ................................ 13 

Figure 2 -1     An example of 2D landmark registration................................................... 18 

Figure 2 -2     Illustration of “fit a hat to head” algorithm................................................ 19 

Figure 2 -3     Transformation of rigid-body model.......................................................... 24 

Figure 2 -4     Transformation of affine model ................................................................. 25 

Figure 2 -5     Transformation of deformable model ........................................................ 26 

Figure 3 -1     Definitions of world and image coordinate systems .................................. 34 

Figure 3-2     Representation of mutual information (MI)................................................ 38 

Figure 3-3     The relation between entropy and mutual information ............................... 41 

Figure 3 -4     The pseudo code for coordinate mapping .................................................. 44 

Figure 3 -5     2D example for coordinate mapping.......................................................... 44 

Figure 3 -6     Nearest-neighbor interpolation................................................................... 45 



 ix

Figure 3 -7     The pseudo code of nearest-neighbor interpolation ................................... 46 

Figure 3 -8     Trilinear interpolation ................................................................................ 46 

Figure 3 -9     The pseudo code for trilinear interpolation................................................ 48 

Figure 3 -10    The pseudo code for partial volume interpolation .................................... 49 

Figure 3 -11    The initial simplex..................................................................................... 50 

Figure 3 -12    Reflection away from the highest point .................................................... 51 

Figure 3 -13    The reflection and expansion away from the highest point ...................... 51 

Figure 3 -14    Contraction in one direction from the highest point ................................. 52 

Figure 3 -15    Contractions in all directions towards the best point ................................ 52 

Figure 3 -16    The pseudo code for downhill simplex method ........................................ 53 

Figure 3-17    The workflow of genetic algorithm …….………………………………...59 

Figure 3-18     Three crossover operators……………………………..…………………60 
 
Figure 3-19    The workflow of hybrid genetic algorithm ………………………………63 
 
Figure 3 -20    Multi-resolution registration with 3 levels……………………………….65 
 
Figure 3 -21    The constitution of registration component……………………………...66 
 
Figure 3 -22    The mutual information registration in application of fMRI analysis…...67 
 
Figure 4–1    The elastic registration of female breast image. .......................................... 74 

Figure 4–2     The deformation field of reference image .................................................. 75 

Figure 4–3     Experiment on the synthetic image circle and rectangle. ........................... 78 

Figure 4-4     The deformation process at different time steps ......................................... 80 

Figure 4-5     The similarity measure within fluid registration……………………..........80 
 
Figure 5–1     The performance of GA, Downhill simplex and Quasi-Newton methods for 

test data 1-3 (reference 2 with subject 9). ......................................................................... 87 



 x

Figure 5–2     Image views for registration results of experiment 4……………………..89 

Figure 5-3     Solid model views for registration results of experiment 4…………….....90 

Figure 5-4     Deformable registration on reference 2 and subject 9………………….....91 

Figure 5-5     Linear elastic registration on reference 2 and subject 9…………………...92 
 
Figure 5-6     Viscous fluid registration on reference 2 and subject 9…………………...93 
 



 1

 

Chapter 1 Introduction 
 

 

Rapid development of computer techniques expands the imaging tools to study, 

diagnose and predict the illness of patient. In early 1970s computerized topography (CT) 

was put into the clinical application. Other imaging modalities such as magnetic 

resonance imaging (MRI), positron emission topography (PET), single photon emission 

computed topography (SPECT), functional magnetic resonance imaging (fMRI), 

followed the CT pathway into the surgical and radiotherapy applications. With the aid of 

advanced diagnostic techniques, physicians can obtain accurate and complementary 

information about a tumor or situation, which greatly benefits the early detection of 

diseases and unhealthy conditions. 

 

In clinical and surgical procedures, patients undergo a series of medical imaging 

studies CT, MRI, PET before the treatment. Since each imaging strategy alters the 

orientation and positioning of the patient, the physician must address the issue of how to 

compare and analyze the images from all the modalities. The best strategy is image 

fusion [1] that integrates the useful information from all the images into one image. All 

the images need to be co-registered into the same spatial location before they can be 

integrated and visualized. 

 

Function MRI analysis is a newly developed strategy to study psychological 

behaviors associated with various physical and/or psychological stimulations like fear, 
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hunger or other chemical stimuli. During the experiment, images are acquired from a 

group of subjects to explore the brain functional activities. Registration of images from 

all subjects is a critical step to obtain an accurate composite activation map. 

 
Medical image registration plays a very important role in clinical and medical 

applications. To analyze the image from different scanners, all the images need to be 

aligned into the same location where the structure of tissues can be compared. Various 

registration strategies based on manual registration, landmark, voxel similarity were 

developed to satisfy the increasing needs of medical applications. 

 
1.1 Medical Imaging Modalities 
 

Generally, medical imaging modalities are divided into two main categories: (1) 

the anatomical imaging with high resolution (CT and MRI) to describe the primary 

morphology. (2) the functional imaging with low resolution (PET, SPECT and fMRI) to 

study the functionality of underlying anatomical structures. The integration of the images 

from the different modalities provides the complementary information for surgical 

planning and guidance of radiotherapy.  

 
1.1.1 Computerized Topography (CT) 
 

CT was the first medical imaging modality [2]. The x-ray tube is rotated around 

the patient. X-rays are emitted by the tube as it transverses around the body. Linear 

detectors are installed on the other side of the x-ray tube to receive the transmitted x-ray 

beams after attenuation.   
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Since the x-ray attenuation properties of various tissues differ, the final 

transmitted x-rays can be correlated to the tissue properties within its path. Detectors will 

collect the profiles of x-rays with different strength passed through the patient and 

generate the projection data. Through the backward projection method, the cross-section 

image slice will be reconstructed from the collected data. Figure 1-1 shows the schema 

that x-ray tube rotates around the patient and detectors collect the passing beam of x-rays. 

 

                                                      
 

 
Figure 1 -1:     The schema of computerized topography (CT) imaging 

Source: http://www.fda.gov/cdrh/ct/what.html 
 

 
1.1.2 Magnetic Resonance Imaging (MRI) 
 

MRI [2] [3] is an imaging technology that does not employ ionizing radiation. 

According to the quantum mechanic of atomic structure, the nucleus of hydrogen spins 

around the axis and produces the magnetic moment. In the biological tissue there are 

abundant hydrogen nuclei with the form of water (H2O) and other carbon hydrogen 

compounds. Hydrogen nuclei (protons) have the strongest magnetic moment, which 
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makes MR imaging possible by analyzing the reaction of protons within the biological 

tissue under the external magnetic field. 

 

 
 
     
                            
 
 
 
 
 
 
 

(a) 
 
 
 
 
 

 
 

 

 

 

  

(b) 

Figure 1 -2     The movement of proton. (a) spinning movement under the external 
magnetic field (b) random movement without the external magnetic field. 

 

 
In the absence of an external magnetic field, the direction of magnetic moment for 

protons is random. If an external magnetic field is applied, the nuclear magnetic moment 

will align with the external magnetic field. 

External Magnetic
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(b) 

Figure 1 -3     a) with the external field the moment will aligned with B0, b) magnetic 
moment is turned into the transverse plane. 

 
 

In MR imaging, a radiofrequency (RF) pulses generated by RF coil, as the 

external field, are applied on the patient. Under the RF perturbation, the hydrogen nuclei 

(protons) in the patient absorb the energy and leave the location of equilibrium. Through 
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the transverse relaxation and longitudinal relaxation, the protons will return to 

equilibrium after some time that depends on the magnetic property of the biological 

tissue. During this period of time, the energy of protons will be dissipated as the radio 

wave. These electromagnetic waves emitted by the protons will be detected by another 

coil (receiver) that surrounds the patient.  

 

The slice selection is accomplished by varying the gradient of the magnetic field 

as a function of position. This causes the linear variation of the proton resonance 

frequency along with the position. The MR imaging system uses the frequency encoding 

and phase encoding to determine the position of each signal within the patient. 

 
 
 
 
 
 
 
                                        
 
                                 
 
 
 

Figure 1 -4     Magnetic resonance (MR) images of human brain. 
Source: Visible Human Project (VHP), NLM [10] 

 
 
 
 
1.1.3 Functional Magnetic Resonance Imaging (fMRI) 
 

Functional MRI is an approach to explore which part of brain is activated by 

various types of physical simulations (sound, sight and fear) or chemical stimulation. 
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A time series of 3D images are acquired during the functional MR imaging 

experiments. In general, the experiment is designed with two time periods: control period 

and stimulation period. During the control period the subject is performing normal 

functions or a normal task. During the stimulation period, the subject is applied with 

single or multiple well-controlled stimulus or specific tasks. 

 

It is believed that when an area of the brain is activated with the specific task, it 

will require more energy and oxygen. Consequently, the blood flow increases to that 

region of activity. The MRI is sensitive to the slight changes in blood flow and therefore 

the intensity in that region changes.  Frequently this response is labeled Blood 

Oxygenation Level Dependant (BOLD). Pixels with significant change or corresponding 

changes in image intensities indicate their association of the input specific task. With the 

statistical analysis, the areas of activated pixels are determined. The map of brain 

activation can either be overlapped on the co-registered anatomical image or “lit up” over 

multiple time steps and visualized in three-dimensional brain surface. This approach 

provides the researchers to study the areas of brain function and illness. 

 

The statistical time analyses include Student T-test, Anova (univariate analysis of 

variance), Manova (multivariate analysis of variance) and GLM (General Linear 

Regression Model). 
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Figure 1 -5     “Lit-up” example of function MRI brain analysis. 
Source: http://astor.som.jhmi.edu/~esg/TALKS/fMRI.ppt 

 
 
1.1.4 Positron Emission Topography (PET) and Single Position Emission 

Computerized Topography (SPECT) 

PET and SPECT [2] images are generated by depicting the distribution of 

radioactive isotopes in patients. When the radio-labeled compounds are injected in trace 

amounts, their emissions can be detected similar to x-rays in CT imaging. The resulting 

image represents the distribution of the labeled compound, which may reflect the blood 

flow, oxygen or other metabolism.  

 
1.2 Medical Image Registration 
 

The spatial registration of multimodality images is the essential pre-requisite of 

surgery and medical imaging applications. 

 

Many strategies have been proposed and implemented for the image registration 

based on either the geometrical features (point-like anatomic features or surfaces) or 

intensity similarity measures (cross correlation, squared intensity differences or mutual 

information). 
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1.2.1 Definition of Registration 
 

Image registration is the process to find the best alignment to map or transform 

the points in one image set to the points of another image set. The matching process 

mainly involves: firstly defining a metric (goodness of registration) to measure how well 

two images are aligned; and secondly, searching for the best transformation to bring two 

images into the spatial alignment.  

 
 
                                                             Transform 
 
 
 
 
 
 
                                                                            
 
 

Figure 1 -6     Image registration process is to search for 
the best spatial transform between two images. 

 
 
1.2.2 General Workflow for Synthetic Imaging 
 

Although the anatomical nature of specific areas of biological tissue (shape, 

position, size, etc) is same, visibility of same tissue is different under various modalities. 

Although it is visible in one modality, it may not be seen in the other imaging modalities. 

The combination of images from different modalities leads to additional clinical 

information which is not apparent in the separate imaging modality. For this reason 

physicians prefer multiple imaging modalities to obtain more details. Image fusion is 

performed to extract all the useful information from the individual modality and integrate 
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them into one image. For the images obtained from different scanners, they must be 

aligned into the same spatial location before image fusion and visualization. 

 

Figure 1-7 shows the workflow of synthetic imaging [54]. Images from the 

different scanners are co-registered into the same geometrical location. Then all these 

images are integrated into one image through image fusion. The resulting composite 

image is visualized [4] with computer graphic system. This strategy provides physician 

the most complete information integrated from each individual modality.  

 
 

              
 

Figure 1 -7     The workflow of synthetic imaging. 
 
 
 

1.3 Applications of Medical Image Registration 
 
Medical image registration is widely used in the clinical and medical applications. 
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1.3.1 Radiation Therapy 
 

The radiation therapy utilizes the ionizing radiation (X-rays, Gamma rays) from a 

linear accelerator to kill or stop the growth of tumor. The goal of radiation treatment is to 

deliver energy dose of radiation to abnormal tissue to stop cancer cells from dividing. At 

the same time with precise therapy simulation and planning, damage of therapy will be 

minimized for the surrounding normal tissue. 

 

Therefore, before therapy treatment, both CT and MRI scans are employed on 

patient. MR imaging is suitable for the localization of tumor; CT imaging for calculation 

of radiation dose and determination of optimal path.  

 

1.3.2 Cancer Detection   
 

Image registration is important in the early detection of cancers [5]. Radiologists 

need to identify the exact anatomical location of cancer and monitor its effects on motion. 

It is still difficult to localize and determine the tumor with the anatomical information 

from CT and MR scans because of the low contrast between the tumor and the 

surrounding tissues. SPECT and PET imaging makes it possible to acquire high contrast 

images. However, they do not provide enough anatomic detail to determine the position 

of a tumor or other lesion. It would be more useful to align the structural anatomic image 

from CT/MR onto the functional image from SPECT/PET.   

 
1.3.3 Template Atlas Application 
 

As the standard information database, an atlas is constructed from imaging studies 

of a large number of subjects. Therefore, an atlas includes the most details about the 
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anatomical structure of subject, which is very helpful for understanding the structure and 

function areas of subject. In the functional MRI analysis, matching MR scans with 

anatomic atlases provide an important means to evaluate and identify the features (size, 

shape, location) of anatomical areas.  This registration process is accomplished through 

several operations: (1) manually manipulate the images into the same location. (2) 

identify the anatomical landmarks and transform image to the atlas space by minimizing 

the distance among landmarks. (3) deform atlas into the shape of any subject. Through 

these operations, atlas and subject image will be overlapped with the corresponding areas 

aligned, which helps researcher compare structures of multiple subjects to the atlas 

(reference) quantitatively. 

 
 

                                     
 

 
Figure 1 -8     The rat brain atlas overlaid on subject provides standard information. 

 
 
 
 
1.3.4 Functional MRI Analysis 
 

In functional MRI experiments, time-sequential 3D images are acquired for 

statistical analysis. When the images are analyzed to infer the activation response for 

statistical confidence level, it is based on assumption that a given pixel of functional area 
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is located at the same location for all the subjects. If the subject moves around during the 

scans, the false BOLD activation areas will be identified in the time-series analysis. 

Therefore, it is critical to register the time series of images from the spatial and temporal 

space before statistical data analysis. 

 

Figure 1-9 shows two MR images of rat brain acquired from different subjects. 

There are dramatic anatomical differences (size and shape) between the two images. In 

addition, it is impossible to have the subjects positioned at the same location during 

scans. Inter-subject registration work is necessary to align two images geometrically 

before the functional MRI analysis. 

 
                       
 
 
 
 
 
     
 
 
 
 
                                     (a)                                                            (b)           

 
Figure 1 -9     Two subjects of rat brain in functional MRI analysis. 

(a) misalignment; (b) good alignment 
 
 

1.3.5 Image-guided Surgery 
 

Image-guided surgery is the part of computer-assisted surgery, which is composed 

with pre-operative planning and intra-operative navigation. Pre-operative planning 
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includes obtaining the information from CT and MR scans to localize the lesion or tumor, 

generating three-dimensional model and determining the optimal path of surgery. During 

the intra-operative navigation each movement of instruments is tracked from the video 

camera and superimposed on the image, which assists a surgeon identify intra-operative 

movement of the instrument relative to pre-operative 3D model of patient. This powerful 

computer technology provides the ability of 3D rendering and analysis like the real-time 

surgery. During the surgery image registration is employed in the navigation system to 

real-time track the changes of instruments in relation to 3D model built from the pre-

operative CT/MR scans.   
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Chapter 2  Background 
 

This chapter provides a literature review for medical image registration. Since a 

large number of publications in this area are available, the papers were reviewed 

following the classification of medical image registration techniques. 

  

2.1 Registration Methodologies 
 

The classification of image registration methods [6][7][8] can be based on the 

nature of matching base or the nature of transformation. According to the nature of 

matching base, medical image registration is divided into four main categories: manual 

registration, landmark-based registration, surface-based registration, and intensity-based 

registration. According to the nature of transformation, image registration can also 

grouped into several categories:  rigid body model, affine model, linear elastic model, 

viscous fluid model, finite element model (FEM), radial basis function (RBF) model, 

optical flow model, and others. 

 

2.1.1 Manual Registration 
 

Manual registration is the process that user needs to do all the registration work 

interactively with the visual feedback from computer system. Many medical image 

applications [9] provide the utility of manual registration to align image studies from 

same or different modality. Users are able to manipulate images through 3 orthogonal 
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views (axial, coronal and sagittal) interactively with real-time visual feedback and 

achieve accurate alignment with the help of anatomical and surface features.  

 

Manual registration has some limitations. The accuracy of registration depends on 

the user’s judgment on the correspondence between anatomical features. Different users 

have different results. And it may take user much time to get good alignment. 

 
Figure 2-1 shows the human brain MR image from VHP project [10] displayed in 

three views (axial, coronal and sagittal).  Good alignment is achieved by manual 

adjustments of one image volume to fit another in three-dimensional space. The 

transformation is the linear combination of translations, rotations and scale factors in x, y, 

z directions, respectively. 

 

                   
 

Figure 2-1     Manual registration. a) two unaligned image volumes, b) manual 
registration adjustment GUI, c) aligned image volume sets. 
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2.2.2 Landmark Registration 
 

Landmark registration [11][12][13][14][15] involves the identification of the 

locations of corresponding points within different images and determination of the spatial 

transformation with these paired points. 

 

There are two types of landmark: internal landmark and external landmark. 

Internal landmark are commonly known as anatomical markers, which are point-like 

anatomical features within the images of all the modalities. They are identified and 

marked by medical expert by means of software to define the corresponding anatomical 

structures. External marker is the artificial object attached to the patient before image 

acquisition. They need to be visible and easily identified within all images. 

  

The basic process of landmark registration is: (1) identifies and pairs the 

landmarks (anatomical features or external marker) from the corresponding images. (2) 

calculate the geometrical transformation by minimizing the distance between the 

coordinates of these landmarks. The definition of landmark registration:  given 2 sets of 

corresponding N points P = {pi} and Q = {qi}, we are looking for the transformation T 

which minimizes the root square distance between the corresponding points: 

                                   
∑ −=
i

ii qpTdiffSum 2
1

2 )))(((_
                                             (2.1) 

 
 

In 1998 Fitzpatrick et al [16] mathematically analyzed error occurring in rigid-

body landmark-based registration, which is decomposed into three parts: (1) fiducial 
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localization error (FLE): displacement error resulting from improper placement of 

landmarks; (2) target registration error (TRE): the registration error from the 

corresponding landmarks;  (3) fiducial registration error (FRE): registration error from 

searching for transformation by minimizing the root square distance difference between 

the corresponding landmarks.  Formula 2.1 belongs to the least-square problem [17], 

which is solved by singular value decomposition (SVD) or other least-square solvers. 

 

Figure 2-2 shows an example of 2D landmark registration between MR image and 

a slice of rat brain atlas [18]. Within each image four or more points need to be identified 

and paired (A1, B1), (A2, B2), (A3, B3) and (A4, B4). The registration process is driven by 

minimizing the distance between the coordinates of these paired landmarks.  

 

Figure 2 -1     An example of 2D landmark registration. 
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2.2.3 Surface Registration 
 

Surface-based registration [19][20][21][22][23] involves the extraction of the 

surface models from the images and determination of transformation by minimizing of 

the distance between the corresponding surface models. For landmark-based registration 

control points are identified by user manually, whereas the surface-based technique needs 

to reconstruct surface models from a stack of contours segmented from image slices.  

 

Pelizzari et al [24] developed a surface matching strategy to accurately align CT, 

PET, and /or MR brain image, which he described as “fit a hat to head”. Through this 

technique two surface models were generated: “hat” and “head”. The “hat” surface is a 

skin surface from PET scan with low resolution. The “head” surface is a stack of skin 

contour from CT or MR scans with high resolution. Two segmented surfaces were 

visualized in 3D computer graphic system and aligned by minimizing the mean square 

distance between them. 

       
 

Figure 2 -2     Illustration of “fit a hat to head” algorithm. 
Source: Internet 
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In Figure 2-3, two 3D surface models were generated from the images: “hat” 

surface was represented as a list of discrete 3d points with low resolution, while “head” 

surface consists of a stack of contours with high resolution.  Accurate alignment was 

achieved by minimizing the distance between two surface models. 

 

Borgefors [25] proposed the fast “Hierarchical Chamfer Matching “algorithm for 

surface matching. A chamfer distance map was defined by the distance of corresponding 

edges. The surface matching applies this distance map as a potential function and the 

total potential was minimized with hierarchical approach to reduce computational load. 

 

Besl and Mckay [26] presented more general-purpose registration strategy 

“Iterative Closest Point (ICP)”. For each iteration of registration process, the closest point 

in one surface was determined from all the points relative to another surface. These point 

correspondences were used to align the image by optimizing the transformation. 

 

2.2.4 Intensity-based Registration 
 

Since the early of 1990s, many fully automatic algorithms have been put forward 

for image registration by optimizing voxel similarity measures. From the statistical view 

an image is the distribution of random variable (image intensity). Intensity-based 

registration is to measure the similarity of two images, the distributions between two 

random variables, by the statistical description and optimize it by adjusting the 

transformation parameters.  
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Correlation Coefficient (CC) 
 

The correlation coefficient (CC) [27][28], also called Pearson’s product-moment 

correlation coefficient, was used for the intra-modality registration. It is expressed as: 
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∑
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x
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                             (2.2) 

in which 
−

A  and 
−

B  are the mean intensity values of image A and B, respectively. T is the 

transformation. 

 

Squared Intensity Difference (SSD) 
 

The sum of squared intensity differences (SSD) measure [29] [30] was also 

applied for intra-modality registration of medical images. The SSD measure is calculated 

by: 

                                 ∑
=

−=
N

i

T xBxA
N

SSD
1

2)]()([1                                                      (2.3) 

 
where A(x) and B(x) are the intensity values at the corresponding voxel x in image A and 

B, respectively. N is the total pixel numbers of image A. T is the transformation. 

 
Ratio Image Uniformity (RIU)  
 

Woods et al [31][32][33][34] introduced the ratio image uniformity (RIU) as the 

similarity measure in 1992 for intra-modality alignment of PET and MR images, as well 

as cross-modality registration of PET and MR images. 
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If A(x) and B(x) are the intensity values at the corresponding voxel x of image A 

and B, respectively. The gray scale intensity ratio is calculated by R(x) = A(x) / B(x). The 

registration strategy assumes that R(x) is maximally uniform across voxels if the two 

images are accurately registered. If σ is the standard deviation of R(x) and 
−

R  is the mean 

value of R(x), this strategy uses σ /
−

R as the similarity measure to evaluate how well the 

two images are registered.  
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Mutual Information (MI) 
 

In 1994 Viola and Wells [35] [36], and Maes et al [37] presented a new approach, 

maximization of mutual information, based on information theory. This approach applied 

mutual information to evaluate the statistical dependence (association) between two 

image intensity distributions. It assumes that mutual information will be maximized if 

two images are spatially aligned. 
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According to communication (information) theory, the uncertainty of a random 

variable x with probability mass function )(xpx  is measured by its entropy )(xH . The 

Shannon entropy [38] is defined as:           

                           ∑−=
x

xx xpxpxH )(log)()(                                                               (2.8) 

 
 

Given two random variables x and y with joint probability mass 

function ),( yxPxy , the amount of information that one variable contains about another is 

evaluated by mutual information: 

               )|()(),()()( yxHxHyxHyHxHMI −=−+=  

                                                          )|()( xyHyH −=                                               (2.9) 

in which,  

          Joint entropy of x and y:      

                           ∑−=
yx

xyxy yxpyxpyxH
,

),(log),(),(                                               (2.10) 

          Conditional entropy of A given B: 

                          ∑−=
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xyxy yxpyxpyxH
,

)|(log),()|(                                              (2.11) 

           Conditional entropy of B given A: 

                         ∑−=
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,

)|(log),()|(                                                (2.12) 

 
 

Therefore, mutual information is the difference between the marginal entropy of x 

and y and the joint entropy of x and y. 
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2.2 Classifications by Model 
 

The registration methods are classified into two main categories by transformation 

models: rigid model and deformable model, which reveal the inherent characteristic 

(physical or optical) of transformation that drives one image warp into another image. 

 

2.2.1 Rigid Transformation 
 

Rigid body and affine transformation define rigid transformation in which the 

transformed coordinates are the linear transformations of the original coordinates.  

 

Rigid-body Model 
 

Rigid body modal only includes the combination of translations and rotations.  

The object has no shape change. The distance between two points in the first image is 

preserved after mapping into the second image. 

                                 
 
                                                                      
 
 
 
 
 
                                              
                                            (a)                                                      (b) 
 

 
Figure 2 -4     Transformation of rigid body model. 
(a) Original image, (b) Rigid body transformation. 
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Affine Model  
 

Affine model [39] involves the succession of translations, rotations and scalings. 

The parallelism will be preserved when the straight line in the first image is mapped into 

straight line in second image.  

 

                                       
 
                                                                       
                                        (a)                                                                (b)  
 

Figure 2 -5    Transformation of affine model. 
(a) Original image, (b) Affine transformation. 

 
 
 
2.2.2 Deformable Transformation 
 

The general formulation of image deformable registration is to minimize the 

energy or cost function. The cost function, the objective function of optimization, is 

defined as 

 
                                  ∫ ∫−=

volume volume

similarityndeformatiotcos                                     (2.13) 

 
The similarity term works as the external driving force to maximize the similarity 

of two image sets , which can be either the distance between landmarks (anatomical 

structure) or intensity similarity (intensity difference, mutual information). 
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                                         (a)                                                       (b)  

 
Figure 2 -6     Transformation of deformable model. 

(b) Original image, (b) deformable transformation. 
 

The deformation term is the motion of object to be registered. The motion 

depends on the physical properties of object, which can be linear elastic deformation, 

viscous fluid deformation and other complicated forms. 

 
Elastic Model 
 

The registration with elastic model was presented by Bajcsy et al [40][41][42][43] 

to align the human brain images. The principle of elastic registration is to imagine the 

registration process as deforming elastic object under the external body force. The motion 

of elastic object is governed by the Navier linear elastic equation: 

                                          0)()(2 =+⋅∇∇++∇
→→→

fuu µλµ                                         (2.14) 

in which: 
→

u  is the deformation field. 
→

f  is the external force. λ and µ are elasticity 

constants, which determine the material properties of object to be registered.  
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Viscous Fluid Model 
 

In 1994 Christensen [44][45][46] proposed viscous-fluid-continuum model to 

accommodate the large deformation while keeping continuity and smooth deformation of 

the object. It can model the local small deformation, while linear elastic registration not. 

In the Eulerian reference frame, the formulation of viscous fluid model is described by 

Navier-Stokes equation: 

 

                              0)()(2 =+⋅∇∇++∇
→→→

fvv µλµ                                                    (2.15) 
 

 in which ,
→

v  is the velocity field. 
→

f  is the external force. λ and µ are viscosity constants.  

∇2 is the Laplace operator. 

 

Christensen solved this equation by using successive over-relaxation (SOR) 

method within the finite difference frame. It is very time consuming to numerically solve 

the equation at each grid over the full 3D image set.  Bro-Nielsen [47] accelerated the 

registration process by applying the multi-dimension convolution filter derived from the 

linear elasticity operator. 

  
 Finite Element Model (FEM)  
 

Finite element model [48][49][50] is also called the biomechanical model. The 

Navier linear elastic equation is solved at a set of discrete nodes on finite element mesh. 

This method will segment the image volume into various tissues of interest, generate the 

volume meshes for specific tissue and assign them the specific tissue material properties 

as the deformation constraints. Similar to the finite difference solver, the extern forces 

can the gradient of similarity measures (mutual information, correlation coefficient, 
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intensity difference) and the distance between the landmarks (anatomical areas). By 

tracking and visualizing the motion of tissues, the finite element model is suitable for 

image-guided surgery.  

 
Radical Basis Function (RBF) 
 

Deformable registration can be also realized by representing the deformation field 

through a linear combination of radial basis functions, which can be high-order 

polynomials, thin-plate spline, B-splines, and so on. The general formulation is like: 
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Wood et al implemented an AIR (automatic image registration) package to 

provide the deformable registration [51] with high-order polynomial whose order varies 

from low to high. The seventh order polynomial provides 360 degree of freedom.  Mayer 

et al [52] [53] [54] proposed the thin plate spline for warping registration. Rueckert [55] 

presented the free-form B-spline to align the female breast MR images. Radial basis 

function was also applied for human brain mapping within Fristion’s [56][57][58] 

statistical parametric mapping (SPM) software. 

 
Optical Flow Model 

This approach of deformable registration was presented by Thirion [59][60] to 

apply the optical flow, which assumes that the image intensity remains constant to 

recover the movement between object and viewer over time span of image sequences.  
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                      ),,,(),,,( dttdzzdyydxxItzyxI ++++=                                        (2.17) 

Therefore, the temporal derivative of image intensity is equal to zero.  
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The vector field can be derived and added to the previous the deformation field. 
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2.3 Objectives of the Dissertation 
 

The goal of this thesis is to develop automatic rigid and deformable registrations 

to align functional MR rat brain images and deformed soft-tissue images such as those 

associated with breast cancer imaging.  

 

In this thesis, image registration systems with the rigid model and deformable 

model were designed, implemented and validated. 

 

For rigid model (rigid-body and affine model) registration system, an innovative 

method was proposed to calculate the gradient of mutual information by using finite 

difference approach. This approach is to evaluate the derivative of mutual information 

with partial volume interpolation. Compared with the other methods, it can provide the 
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accurate derivative of mutual information while improving computational efficiency 

greatly.   

 

Most registration systems were built on the conventional multi-dimensional 

optimization techniques to search for maximum mutual information of two image 

volumes. However, because of image distortion, interpolation methods, bin size of 

histogram and other reasons, the registration process may contain many local maxima.  

Conventional optimization methods require a good initial start location. Sometimes, they 

fail due to entrapment of local maxima.  A global optimization strategy using the genetic 

algorithm (GA) was implemented to ensure the convergence to a solution from almost 

any starting point. Three registration systems with non-gradient method (downhill 

simplex), gradient method (Quasi-Newton method) and global method (genetic 

algorithm) were designed and implemented. Experiments were conducted and compared 

with images of different dimensions and voxel resolutions on these systems. Coupling 

with mutual information with GA strategy was proved to be a robust and accurate 

strategy for image registration. 

 

For the female breast cancer images the registration systems were also designed 

with deformable models (linear elastic model and viscous fluid model). Squared sum of 

intensity difference as the external force was selected to drive the deformation process. 

The systems were validated by female breast MR images and synthetic images. 
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Chapter 3 Rigid Registration 

 

The image registration is the process to search for the best alignment that 

transforms the points in one image to the corresponding points in another image.  In the 

rigid registration the material of subject is hard and its movement is approximately 

described as the combination of translations and rotations. 

 

 Two image sets are required to input for registration: the moving image (subject 

image) and the fixed image (reference image). Subject space and reference space are 

three-dimensional spaces defined by their dimensions and spacings in x, y and z 

directions. 

 

To measure the dependence of two images, four major operations are involved: 

(1) transforming the coordinates of subject image into the reference space; (2) generating 

new image with interpolation within the reference space; (3) comparing the new image 

with the reference image through similarity measure; and (4) adjusting the transformation 

parameters according to the goodness of fit measure until a good alignment is achieved. 

The similarity measure (objective function) will be maximized (or minimized) in the 

optimization process to find the best alignment. 

 

Both rigid body model and affine model have a matrix representation with 

homogenous coordinate as shown in formula (3.1), which is a succession of rotation, 

translation and scaling.  
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The matrix M transforms the coordinates ]1[ zyx  from subject space into 

reference space ]1[ ''' zyx . It involves a series of coordinate transforms that include 

world-to-world transform wM , image-to-world transform sM  in subject space and world-

to-image transform rM in reference space.  

 

3.1 Rigid-body Model 
 

World-to-world transform for rigid body model is the product of translations and 

rotations matrices, which is specified by 

                       zxyw RRRTM ⋅⋅⋅=                                                                             (3.2)  

in which, 

Translation matrix T describes the displacements ][ zyx ttt in x, y, z directions. 
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Rotation matrix yR  describes the rotation about y-axis (roll). 
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Rotation matrix xR  describes the rotation about x-axis (pitch). 
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Rotation matrix zR  describes the rotation about z-axis (yaw). 

                    

















−

=

1000
0100
00cossin
00sincos

γγ
γγ

zR                                                                   (3.6) 

 

3.2 Affine Model 
 

World-to-world transform for affine model is the product of translations, rotations 

and scalings. 

                            SRRRTM zxyw ⋅⋅⋅⋅=                                                                  (3.7) 

in which,  

Scaling matrix S describes the scaling ratios about the origin in x, y, z directions. 
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3.3 Coordinate System Transforms 
 

Image coordinate system: defined the coordinate associated with image. The 

origin is located at the left up corner in the first slice of image set. The x-axis is from left 

to right along the column direction. The y-axis is up to down along the row direction. The 

z-axis is from the first slice to the last slice along the plane direction. 

  

World coordinate system: described the movement in the real world. It is 

generally defined by the RAS coordinate system. The origin is positioned at the center of 

FOV (field of view). The x-axis is from the left to right (L-R). The y-axis is from the 

posterior to anterior (P-A). The z-axis is from the inferior to superior (I-S). 

 

 

                                                                 

 

 

 

 

 

 

 

Figure 3 -1     Definitions of world and image coordinate systems. 
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3.3.1 Image-to-world Transform 
 

Image-to-world transform is performed in the subject space to map the image 

coordinates to world coordinates. Three-dimensional subject space is defined with 

dimensions ][ szsysx DDD , field of views ][ szsysx FOVFOVFOV  in x, y, and z 

directions.  

                                  Spacing (voxel size) in x:     
sx

sx
sx D

FOV
v =  

                       Spacing (voxel size) in y:    
sy

sy
sy D

FOV
v =   

                       Spacing (voxel size) in z:    
sz

sz
sz D

FOV
v =                        

The image-to-world transform sM  is calculated by 

                             sss CVM ⋅=                                                                                                                           (3.10) 

in which,  

Center Matrix sC  describes the movement of image coordinate from the origin of 

image coordinate system to that of world coordinate system.  
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Voxel size matrix sV  describes the voxel sizes in x, y, z directions, respectively. 

                           



 36

                              



















=

1000
000
000
000

sz

sy

sx

s v
v

v

V

                                                                        (3.12) 

 

3.3.2 World-to-image Transform 
 

World-to-image transform is performed in the reference space to map the world 

coordinate to image coordinate. Three-dimensional reference space is defined with 

dimensions ][ rzryrx DDD , field of views ][ rzryrx FOVFOVFOV  in x, y, and z 

directions.  

                                  Spacing (voxel size) in x:     
rx

rx
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FOV
v =  

                       Spacing (voxel size) in y:    
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ry
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v =   

                       Spacing (voxel size) in z:    
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FOVv =           

The world-to-image transform sM  is calculated by: 

                             
11 −− ⋅= rrr CVM                                                                                       (3.13) 

in which 

Center Matrix rC describes the movement of world coordinate from origin of 

world coordinate system to that of image coordinate system. 
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Voxel size matrix rV describes the voxel sizes in x, y, z directions, respectively. 
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3.3.3 Image-to-image Transform 
 

The overall transformation from subject space into reference space is represented 

by a single matrixM , which is the concatenation of world-to-image transform rM  in 

reference space, world-to-world transform wM  and image-to-world transform sM  in 

subject space. 

                        swr MMMM ⋅⋅=                                                                            (3.16) 

 
3.4 Mutual Information 
 
3.4.1 Definition 
 

Image is the collection of pixel intensities, the distribution of random variable 

(image intensity) from the statistical description. Mutual information is one of measures 

to evaluate the statistical dependence between two images.  
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Figure 3-2 depicts the concept of mutual information given two image sets. Here 

we have two rat brain MR images (a), which can be represented by their histograms (b). 

The mutual information is the common (overlapping) area under the two distributions. It 

will be maximized if two images are geometrically aligned. 

  

                             

(a) 

 

            

(b) 

Figure 3-2     Representation of mutual information (MI). 
(a) MR images; (b) histograms 
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There are two situations about the dependence of two distributions. The first is 

that one distribution is independent of another distribution. The second is that one 

distribution is dependent (associated) with another distribution.  

 

The mutual information is used to measure the strength of dependence of two 

distributions, which applies the information-theoretic concept of entropy. According to 

the information theory, entropy represents the measure of information with the 

probability of occurrence.  

 

Given the random variable x and its probability mass function )(xpx , the entropy 

)(xH  is defined: 

                                   ∑−=
x

xx xpxpxH )(log)()(                                                  (3.17) 

                      
For two discrete random variables x and y, the joint histogram is constructed with 

the entries xyN . N  is the total count of possibilities. .xN  is the count of possibility for x 

only. yN .  is the count of possibility for y only. The marginal probability mass functions 

)(xpx  and )(ypy , and the joint probability mass function ),( yxpxy  are determined by:  

              Marginal probability of x            
N
N
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              Marginal probability of y            
N
N

yp y
y

.)( =                                  (3.19) 
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Correspondingly, the marginal entropies )(xH  and )(yH  as well as joint 

entropy ),( yxH  are defined: 

Marginal entropy of x         ∑ ⋅−=
x

xx xpxpxH )(log)()(                           (3.21) 

Marginal entropy of y         ∑ ⋅−=
y

yy ypypyH )(log)()(                           (3.22) 

Joint entropy of x and y     ∑ ⋅−=
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xyxy yxpyxpyxH
,

),(log),(),(                (3.23) 
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Conditional entropy of y given x 
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The strength of dependence between x and y is measured by their mutual 

information: 

           )|()(),()()( yxHxHyxHyHxHMI −=−+=                                      (3.26) 

                         )|()( xyHyH −=  

The mutual information is also expressed as: 
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             Normalized mutual information [27] is defined as 
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Figure 3-3 illustrates the relationship between the entropy and mutual 

information. 

 

 
 

 
Figure 3-3     The relation between entropy and mutual information. 

Source: [61] “Elements of Information Theory” 

 

3.4.2 Gradient of Mutual Information 
 

To maximize mutual information via gradient-based optimization approaches, one 

needs accurate gradient of mutual information. Wells et al presented [36] the Parzen 

window function to construct the smooth function of mutual information from the 

samples. For this method the settings of window function will affect the accuracy of 

image registration greatly. Maes et al [37] derived analytical expressions for the gradient 

of mutual information with partial volume interpolation. 

 

In this research a finite difference approach was proposed to evaluate the 

derivative of mutual information with partial volume interpolation and successfully 

applied it in Quasi-Newton optimization for image registration. 
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The joint histogram was constructed by the partial volume interpolation. This 

interpolation strategy has the mutual information vary smoothly as a function of 

transformation parameters. Therefore, a small transformation parameter adjustment 

results in a well-behaved small change of mutual information. 

  

The finite difference method was used to approximate the derivative for each 

transformation parameter. According to the theory of finite difference method, a function 

)(xf  is deployed by Taylor expansion: 
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If the high-order terms is ignored, then  

                 Forward Difference  
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                 Backward Difference  
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                 Center Difference: 
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The affine model was 4 by 4 matrix involving translations, rotations, and 

differential scaling in all 3 directions, independently. The finite difference formulation 

provides accurate derivative information and computation efficiency for a rapid 



 43

registration technique. The affine transformation model required 9 evaluations of the 

mutual information (one for each degree of freedom); the rigid model needs only 6 

evaluations.   

 

3.5 Interpolation 
 

To map the voxel from subject space into the reference space, the image-to-image 

transformation with formula (3.16) is applied on the each voxel of subject image. The 

three dimension reference space is defined by dimensions ][ rzryrx DDD  in the x, y, 

and z directions, respectively.  

In x direction: rxr DI <≤0  

In y direction: ryr DJ <≤0  

In z direction: rzr DK <≤0  

Similarly, the three-dimension subject space is defined by dimensions 

][ szsysx DDD  in the x, y, and z directions, respectively. 

 In x direction: sxs DI <≤0  

In y direction: sys DJ <≤0  

                                            In z direction: szs DK <≤0  

The process of mapping the coordinates from subject space into reference space is 

shown with the pseudo code in Figure 3 -4. 
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Figure 3 -4     The pseudo code for coordinate mapping. 
 

Subject Image Reference Image

 

Figure 3 -5     2D example for coordinate mapping. 
 

Figure 3-5 shows a 2D example of coordinate mapping. The new coordinate in the 

reference space will not coincide with the grid point after the transformation. Therefore, 

For szs DK ,0=           // Loop all the slices 

       For sys DJ ,0=     // Loop all the columns 

  For sxs DI ,0=    // Loop all the rows 

         ],,[],,[ '''
ssssss KJIMKJI ⋅=           // Apply the transformation 

         If rxs DI <≤ '0   &&  rys DJ <≤ '0   &&  rzs DK <≤ '0   

            // Check if within reference space  

            =),,( '''
sss KJIR Interpolation_In_Reference_Space ),,( '''

sss KJI  

   End 

      End 
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it is necessary to compute the intensity value at an arbitrary point in the reference space 

with interpolation technique. 

 

There are a variety of interpolation methods available: nearest-neighbor 

interpolation, trilinear interpolation, partial volume interpolation, B-spline interpolation 

and so on. Their qualities vary from the low to high, which affect the accuracy of 

registration directly.   

 

3.5.1 Nearest-neighbor Interpolation 

Nearest-neighbor interpolation is the simplest but least accurate method of 

interpolation.  The voxel closest to interpolation point amongst eight neighboring voxels 

is identified and its intensity value is assigned to the interpolation point.  The intensity is 

the piecewise function with the middle point as the separator between the grid points. 

R(i,j,k)

R(i,j,k+1)

R(i,j+1,k+1) R(i+1,j+1,k+1)

R(i+1,j,k+1)

R(i,j+1,k)
R(i+1,j+1,k)

R(i+1,j,k)  

Figure 3 -6     Nearest-neighbor interpolation. 
 

With the nearest-neighbor interpolation the joint histogram is constructed by: (1) 

calculating the intensity for point after transformation with the nearest-neighbor 
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interpolation within the reference space. (2) the joint histogram of these paired points will 

be updated by 1. The pseudo code is shown in Figure 3-7. 

 

 

 

 

Figure 3 -7     The pseudo code of nearest-neighbor interpolation. 
 

3.5.2 Trilinear Interpolation 

Trilinear interpolation assumes the intensity varies linearly with the distance 

between the grid points along each direction. It considers all the contributions to 

interpolation point from the eight neighboring pixels. The distances are different between 

interpolation point and each of neighboring voxels. Therefore, the contribution (weight) 

from each voxel is different. Trilinear interpolation sums up the contribution (weight) 

from each neighboring voxel as the intensity value of interpolation point. Figure 3-8 

shows the trilinear interpolation in 3D space.  

                 R(i,j,k)

R(i,j,k+1)

R(i,j+1,k+1) R(i+1,j+1,k+1)

R(i+1,j,k+1)

R(i,j+1,k)
R(i+1,j+1,k)

R(i+1,j,k)  

Figure 3 -8     Trilinear interpolation 
 

      Find_Minimum_Distance mi RRMs =),(  

      mRMsR =)(  

        Joint histogram: 1))(),(( =+MsRsSh  
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The new coordinates are designated as ],,[ '''
sss KJIMs = after mapping from 

subject space into reference space. In the reference space, '
sI falls into the interval 

between ][ix  and ]1[ +ix . '
sJ  falls into the interval between ][ jy  and ]1[ +jy . '

sK  falls 

into the interval between ][kz  and ]1[ +kz .   

That is,  

                         ]1['][ +≤≤ ixIsix         

                         ]1['][ +≤≤ jyJsjy         

                         ]1['][ +≤≤ kzKskz    

The distance  

                          iIsTx −= '  

                          jJsTy −= '  

                          kKsTz −= '  

The weight from each voxel is calculated as follows: 

  ]][][[0 kjiRR =                             )1()1()1(0 zyx TTTw −⋅−⋅−=  

  ]][][1[1 kjiRR +=                         )1()1(1 zyx TTTw −⋅−⋅=  

  ]][1][[2 kjiRR +=                        )1()1(2 zyx TTTw −⋅⋅−=  

  ]][1][1[3 kjiRR ++=                   )1(3 zyx TTTw −⋅⋅=  

  ]1][][[4 += kjiRR                         zyx TTTw ⋅−⋅−= )1()1(4  

  ]1][][1[5 ++= kjiRR                    zyx TTTw ⋅−⋅= )1(5  

  ]1][1][[6 ++= kjiRR                    zyx TTTw ⋅⋅−= )1(6  

  ]1][1][1[7 +++= kjiRR               zyx TTTw ⋅⋅=7                                         (3.33) 
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With the trilinear interpolation the joint histogram is constructed by: (1) calculate 

the weights of eight neighboring voxels with the formula (3.33). (2) the joint histogram of 

these paired points will be updated by 1. The pseudo code is shown in Figure 3-9. 

 

 

 

 

 

 

 

 

 

Figure 3 -9     The pseudo code of trilinear interpolation. 
 
 
3.5.3 Partial Volume Interpolation 
 

The partial volume interpolation is the technique [37] to construct the joint 

histogram without introducing new intensity values. Rather than interpolating the 

intensity value in the reference space, partial volume interpolation distributes the 

contribution from image intensity )(sS over the neighboring eight voxels within the 

reference space. Eight entries of the joint histogram are updated by adding the 

corresponding weight at the same time.  The calculation of weights from eight voxels is 

identical to the trilinear interpolation. 

 

The weight:  

                  ∑
=

=
7

0
1

n
nw  

The intensity value of interpolation point is: 

                  ∑
=

⋅=
7

0

)(
n

nn wRMsR  

 
The joint histogram is updated by: 

                 1))(),(( =+MsRsSh  
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With partial volume interpolation the joint histogram is constructed by: (1) 

calculate the weights of eight neighboring voxels with the formula (3.33). (2) eight 

entries of joint histogram corresponding to eight paired points will be updated by the 

weight. The pseudo code is shown in Figure 3-10. 

 

 

 

 

 

 

Figure 3 -10    The pseudo code for partial volume interpolation. 
 

This interpolation strategy has the mutual information vary smoothly behaved as a 

function of registration parameters. As a consequence, small transformation parameter 

adjustments results in well behaved small mutual information changes. 

 

3.6 Multi-dimensional Optimization Techniques 
 

To find the best alignment between the subject image and reference image, multi-

dimensional optimization techniques is applied to optimize the similarity measure 

(objective function) by adjusting the transformation parameters. 

 

 

 

 

The weight:  

                  ∑
=

=
7

0
1

n
nw  

The joint histogram is updated by: 

                 nwMsRsShn =+∀ ))(),((:  
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3.6.1 Downhill Simplex Method 
 

Nelder-Mead simplex method [62] starts with the initial simplex defined by 

( 1+N ) points and will optimize the transformation parameters of all the points at the 

same time. The starting point is 0P , followed by other N  points  

 

                                                         ii ePP λ+= 0                                                         (3.34) 
 
in which, λ is the constant to along each vector direction. ie  are the N  unit vectors to 

define a set of directions. N is the problem size (number of parameters). 

 

The simplex algorithm searches for the minimum value through a series of 

operations: reflection, reflection and expansion, contraction and multiple contractions.  

 

 

 

 

 

        

 
 

Figure 3 -11    The initial simplex. 
 
 

Reflection: moving the highest point of the simplex through the opposite face of 

simplex to a lower point. 

 

 

high

low  
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Figure 3 -12    Reflection away from the highest point. 
 

Reflection and expansion: if the value of reflection point is less than the lowest 

point, then expand the distance by 2 along reflection direction. 

 

 

 

 
 
 
 
 
 
 
 

Figure 3 -13    The reflection and expansion away from the highest point. 
 

 

Contraction: if the value of reflection point is between the second-highest and 

highest values, the simplex will contract itself in one direction. 

 
 
 

low reflection

high

low  

low
reflection

high

low

expansion
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Figure 3 -14    Contraction in one direction from the highest point. 
 

Multiple contractions: if the contraction point is greater than highest point, the 

simplex contracts itself in all directions, pulling itself in around lowest (best) point. 

 

 

 

  

 

         

 

Figure 3 -15    Contractions in all directions towards the best point. 
 

Convergence is declared if:  (1) the difference between lowest and highest value 

at the vertices of the simplex is less than the threshold. (2) The maximum number of 

iteration is reached without the convergence. (3) The objective function (MI) cannot get 

improved with 5 iterations. 

high

low

reflection

contraction

multiple
reflection

low

high
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Figure 3 -16    The pseudo code for downhill simplex method [62]. 

1. Set 1+N  points, 121 ,..., +nPPP , to define the initial simplex. 
 
2. While (iteration < Max_iteration) 
    { 
 
            Evaluate the function at these 1+N  points.  
            highP  is the point having the highest value. 
            lowP  is the point having the lowest value. 
            ondPsec  is the point having the second highest value. 
 
            If ))()(( lowhigh PfPffabs −  < tolerance   
 
                   Break;         // convergence 
 
            Else if 

                  ∑
+

=

=
1

1

n

i
isum PP  

 
                  // Reflection 

                  highsumreflection P
n
nP

n
P ⋅

+
−⋅=

)2(2  

 
                      If   )()( lowreflection PfPf <       // Expansion 
 

                           highsumansion P
n
nP

n
P ⋅

+
+⋅

−
=

211
exp  

 
                   Else if  )()( secondreflection PfPf >  && )()( highreflection PfPf <  
                  
                           // Contraction in one direction 

                           highsumonconstracti P
n
nP

n
P ⋅

+
+⋅=

2
1

2
1  

                           If )()( highncontractio PfPf ≥       // Contraction in all directions 
                                For i = 1, 1+N                 // all the points 
                                      )(*5.0 lowii PPP +=  
                  End  
         End 
} 
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3.6.2 Quasi-Newton  

Quasi-Newton method [62] is an efficient gradient-based multi-dimensional 

optimization method. It constructs and updates an approximation of Hessian matrix 

H instead of calculating it directly, which involves a lot calculation used in the Newton 

type methods. 

 

Function f (x) can be approximated by its Taylor series, that is, 

    )()(
2
1)()()()(

→→→→→→→→→

−⋅⋅−+∇⋅−+= iiiii xxAxxxfxxxfxf                               (3.35) 

    )()()(
→→→→

−⋅+∇=∇ ii xxAxfxf                                                                        (3.36) 

Using Newton’s method leads to: 

           )(1
→

−
→→

∇⋅−=− ii xfAxx                                                                             (3.37) 

 

The main idea of Quasi-Newton method is how to build the computable 

approximation A-1 for Hessian matrix. The iteration step becomes: 

          [ ]iiii ffAxx ∇−∇⋅−= +
−

→→

+ 1
1

1                                                                     (3.38) 

 

There are two well-known implementations for Quasi-Newton methods:  

Davidson-Fletcher-Powell (DFP) algorithm and Broyden-Fletcher-Goldfarb-Shanno 

(BFGS) algorithm. The main difference of two approaches is the way on how to update 

the Hessian matrix 1−A  during the iteration process. BFGS provides the formulation for 

updating Hessian matrix: 
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3.6.3 Genetic Algorithm (GA) 
 

Different from the previous two classical methods, genetic algorithm (GA) [63] 

[64][65][66][67][68][69][70] is a global optimization method based on the biological 

metaphor on a group of samples. It follows the principle of Darwinian natural selection 

(survival of the fittest).  

 

There are three basic biological operators on the group of samples: 

Selection: selects the individuals from the population for reproduction. The 

principle of selection is based on the fitness of individual. The individual with higher 

fitness value has the more chance to participate the reproduction. 

 

Crossover: randomly exchanges some part of parents at the crossover point to 

generate the new individuals. If we have two parents (genome), parent A is expressed as 

[011011] and parent B as [111101]. When the crossover point is randomly chosen to be 

first bit, two new individuals will be generated: [111011] and [011101]. 

 

Mutation: this operation is to randomly flip some parts of parent to generate new 

individual. Mutation generally takes place with small probability, which is useful to keep 
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away from the local optima during the optimization process. If parent A is selected to do 

mutation at the second bit, the offspring will be generated as [101011].  

 

The general workflow of a genetic algorithm is shown on Figure 3-17, which is 

described as follows:  

1. Randomly generate an initial population. The population of individuals is 

created among the multi-dimensional search space. 

 

2. Evaluate the fitness of initial population. Mutual information is selected as 

fitness function for the registration process. 

 

3. Repeat the following natural selection operation until the termination measure 

is satisfied.  

(a). the selection process identifies individuals as the parents based on the their 

fitness to participate the reproduction. The individual with the largest fitness value in 

current population will be selected as a parent at default. 

 

(b). the selected parents will take part in the reproduction to create new 

individuals with crossover probability.  

 

(c). the selected parents will architecture-alter some parts with mutation 

probability to generate the new individual.  
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(d). evaluate the fitness of current population including the parents and new 

individuals, and update the population based on the fitness while preserving the size of 

population. 

 

(e). once the termination criteria are satisfied, the best individual evolved from the 

population. If not, go back to step (a) and repeat the whole process. 

 

For medical image registration, the transformation parameters are optimized to 

find the beat alignment between two images. The transformation parameters of rigid-

body model are expressed as a vector ],,,,,[ zyxzyx RRRTTT  in multi-dimensional space. 

The transformation parameters of affine model are represented as 

],,,,,,,,[ zyxzyxzyx SSSRRRTTT . They are similar to the expression of genome which 

consists of some genes. User specifies the search space for each parameter of 

transformation model. The range of each parameter is specified in section 5.2. Mutual 

information is the fitness function (objective function) for the registration process. 

 

There are three popular crossover operators for genetic algorithm: 

(1) Unimodal normal distributed crossover operator (UNDX ): the offspring are 

normally distributed around the mean vector determined by parents.  
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Generate initial population
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Figure 3-17    The workflow of genetic algorithm. 



 59

(2) Simplex crossover operator ( SPX ): the offspring are uniformly distributed 

around the mean vector within the predefined space.  

 

(3) Parent-centric crossover operator (PCX ): the offspring have more probability 

to be distributed around each parent. 

 

Figure 3-18 shows three crossover operators: (1)UNDX , (2) SPX , (3)PCX . 

Since the SPX operator can produce the offspring faster than UNDX  and PCX  operator, 

SPX operator is applied to generate the offspring for our image registration system. 

 

 

(a)                                               (b)                                            (c) 

Figure 3-18     Three crossover operators. (a) UNDX , (b) SPX , (c) PCX . 

Source: KanGAL Report [64] 

 

To improve the computational efficiency while preserving the robustness of 

genetic algorithm, the hybrid genetic algorithm was designed and implemented that 

integrates the global random search (GA) with local optimization (downhill simplex 
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method) to accelerate the registration process. The workflow of this hybrid genetic 

algorithm is described as follows. 

(1) Generate the initial population composed of M individuals. They are generated 

randomly within the user-specified search space. To utilize the local downhill simplex 

method, the population size M will be the product of point number (degree+1) of initial 

simplex and number of groupsN . 

                              )1(deg* += reeNM                                                                      (3.40) 

in which, M is the population size. Degree is the freedom of transformation model. N is 

the number of group. For rigid body registration, the population size may be selected as 

the number like 14, 21, 28, which are 2, 3, 4 times of point number (7) of simplex. 

 

           (2) Begin the new generation. The population will be divided into N groups. N  

simplex are created to search for the maxima locally. The N  local maxima will be 

generated from the population and selected as parents. 

 

(3) Generate the M offspring by SPX crossover among N  parents. The centroid 

(mean vector) of N  parents will be calculated and M offspring will be uniform deviate 

random number within the space defined by the centroid and range settings.  

               The centroid of N parents is calculated by:         ∑
=

=
N

i
ii v

N
c

1

1                     (3.41) 

               The new individual is created by:           iii rcv +=                                      (3.42) 
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in which, iv  is the parameter i  of transformation vector. ic  is the centroid (mean value) 

of transformation parameter iv . ir  is the uniform deviate random number around mean 

vector within the predefined space. 

 

(4) Mutate the parents to produce N offspring by randomly selecting one 

parameter from transformation vector of each parent, replacing it with uniform deviate 

random number around mean vector within the predefined space while keeping other 

parameters unchanged. For each parent, the randomly selected parameter i : 

                                        ii rv =                                                                                   (3.43) 

in which, iv  is the selected parameter i  of transformation vector. ir  is the uniform 

deviate random number around mean vector within the predefined space. 

 

(5) Evaluate the fitness function (mutual information) of the new population 

including parents and new individuals )2( MN + , sort the individuals and keep 

N individuals based on fitness to form new population. 

 

(6) If maximum iteration number is reached or the difference between the fittest 

value of old population and new population is less than tolerance, then the program will 

be terminated and output the final transformation parameters. 

 
(7) If not, then go back to step (2) to repeat the whole process. Figure 3-19 shows 

the workflow of hybrid genetic algorithm. 
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 Figure 3-19    The workflow of hybrid genetic algorithm. 
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3.7 Multi-Resolution Speedup 
 

The evaluation of mutual information, the objective function of optimization, is a 

time-consuming task. Multi-resolution technique is an efficient approach to accelerate the 

registration process and avoid local maxima. 

 

The whole registration process is divided into several levels to build up the image 

pyramid, a hierarchical representation shown in Figure 3-20.  The different parameters 

were set for each level: termination criteria and sampling rate. Through this strategy, the 

registration process can be realized from the coarse level to fine level. At the coarse level, 

it is relatively easy to find the approximate location of maxima. At the fine level, the 

maximum is searched with the full resolution to ensure the accuracy. The different 

sampling rate is selected along each dimension of space. For different optimization 

techniques, the sampling rates may be [441, 221, 111], [331, 221, 111] and so on. 

 
 

3.8 Implementation 
 
3.8.1 3D Registration System 
 

The complete 3D registration system is designed with 4 major components:  

            (1) GUI (graphical user interface): to receive the parameters of registration 

(tolerance, the selection of transformation model) defined by users. 

 
            (2) Registration component: to provide the ability for image registration on rigid-

body model and affine model, and output the final transformation matrix for best 

alignment. 
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Figure 3 -20    Multi-resolution registration with 3 levels. 
Source: The ITK Software Guide [71] 

 

            (3) Reslice component: to generate new image volume within the reference space 

by applying the transformation matrix output from registration component on subject 

image.  

 

            (4) Validation component: to evaluate the goodness of registration with the 

similarity measure quantitatively and with the visual check qualitatively. 
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Figure 3 -21    The components of 3D registration system. 

 

3.8.2 Registration Framework 

The component of registration consists of four parts: 

            (1) Similarity measure: mutual information is selected to measure the statistical 

dependence between two images. And it is the objective function of optimization process.  
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            (2) Optimization technique: to search for the maximum value of objective 

function by adjusting the transformation parameters within the multi-dimensional space. 

 

            (3) Interpolation: to determine the intensity value at the interpolation point within 

reference space after rigid transformation. 

 

            (4) Transformation: the rigid or deformable movement to map the points of the 

image from subject space into reference space. 

 
 

Figure 3 -22    The constitution of registration component. 
Source: The ITK Software Guide [71] 

 
 

3.8.3 Application on Functional MRI Analysis 
 

The rigid body and affine registration systems were integrated into our application 

of functional MRI analysis. They provide an accurate and convenient registration work of 

the subjects within the study group, which is a vital step to get an accurate map of brain 

activation from fMRI studies. 
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Figure 3-23 shows the graphical user interface of mutual information registration 

integrated into the application for fMRI analysis. During the fMRI analysis, images for 

the group of subjects are acquired and loaded into the fMRI module. Mutual information 

registration is applied for the automatically register all subjects to the standard image. 

User can select two models of registration: ‘Rigid-6DOF’ and ‘Affine-9DOF’. ‘Rigid-

6DOF’ button refers to the rigid body model that registers images by translations and 

rotations. ‘Affine-9DOF’ button refers to affine model that registers images by 

translations, rotations and scalings. The registration process will start when ‘Align’ 

button is pressed. The time of registration varies with the dimensions and FOV of the 

specified images as well as the type of model. Generally it takes 5 minutes to align a pair 

of images. The output transformation matrix will be applied on all the subjects after the 

registration process is done. User can visually check the results of registration by 

overlapped standard image and subject image displayed in three image windows (axial, 

coronal and sagittal).  

 

3.9 Validation 
 

Three registration methodologies were implemented and validated with the 

configuration of objective function and optimization technique: 

             System 1: the function of mutual information combined with downhill simplex 

(DHS) optimization technique.  
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Figure 3 -23    The mutual information registration in application of fMRI analysis. 
 
 
            System 2: the derivative of mutual information combined with Quasi-Newton 

(QSA) optimization technique.  

            System 3: the function of mutual information combined with hybrid genetic 

algorithm (GA) optimization technique. 

 

The Table 3.1 indicates the features (optimization type, objective function, 

accuracy, speed, interpolation method, transformation model, and endian type) provided 

by these three different registration systems. Chapter 5 demonstrates the results from a 

series of 3D image sets experimented on three systems. 
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Table 3.1     Features of three systems for rigid registration. 

Feature System 1 

DHS 

System 2 

QSN 

System 3 

GA 

Optimization Local Local Global 

Objective function Mutual 

information 

Derivative of 

mutual information 

Mutual 

information 

Optimization strategy Downhill simplex Quasi-Newton  Genetic Algorithm 

Accuracy Good Good Good 

Time Fast Fast Fast for global 

optimization 

Interpolation Partial Volume Partial Volume Partial Volume 

Model Rigid-body & 

Affine 

Rigid-body & 

Affine 

Rigid-body & 

Affine 

Endian  Big & Little  Big & Little Big & Little 
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Chapter 4 Deformable Registration 
 

Rigid body and affine model are widely used in the medical imaging applications 

to register the human brain or brain image of rodent animals. During the matching 

process the shape and form of anatomical structure keep unchanged.  

 

However, these two models cannot describe the behavior of deformable tissue 

such as: the female breast image, lung of human images and so on.  A deformable model 

needs to be built to depict the physical behavior under some kind of external force 

mathematically. 

 

The deformable model in behavior can be described by some form of partial 

differential equation (PDE). The deformable registration of soft tissue images is the 

process to (1) solving the PDE to calculate the deformation field at each time step. (2) 

applying the deformation field on the reference image to warp it into subject image.  

 

For the deformable registration with linear elastic model and viscous fluid model 

were applied as the motivation of the physical models. However, these models are not 

valid for large strain case. Therefore, the number of iterations for convergence is large for 

deforming soft tissue. For these two models, the homogeneous coefficients µ and λ are 

applied for image registration. 
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4.1 Deformable Registration with Linear Elastic Model  

4.1.1 Navier Linear Elastic Equation  
 

The physical behavior of elastic model is described by Navier linear elastic 

equation [72], which is defined as: 

                          0)()(2 =+⋅∇∇++∇
→→→

fuu λµµ                                                           (4.1) 
 

This equation can be deployed in x and y direction.  In x direction 
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The finite-difference representation of equation (4.2) can be written as: 
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After the simplification, the deformation at the time step n is: 
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In the successive-over-relaxation (SOR) iterative method, w is defined as the over 

relaxation factor. The updating form of equation (4.4) from time step n to n+1 is derived 

in x direction by: 
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Similar expression in y direction can be derived by: 
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4.1.2 Image Registration with Linear Elastic Model 
 

The registration process of linear elastic object is imagined as applying the 

external force on the elastic object and warping it with elastic constraints. 

 

Two spaces are defined: reference space R  and subject space S . Each voxel 

within the reference space is tracked by it position at different time step. Through the 

concatenation of deformation at each time step, a voxel at the position of x ∈ R and its 

grayscale intensity value will be mapped into the S space: )())(( xSxTR = . 
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The registration process is to find the deformation field which maps the voxel in 

one image space into the voxel of another image space by minimizing the similarity 

measure between two images. The sum of intensity difference was selected as the cost 

function for optimization. When the sum of intensity difference at the corresponding 

position is minimized, two images will be aligned with local deformation. 

 

The first order derivative of the cost function, the gradient of image intensity, works 

as the external body force to drive the deformable registration. 

                   [ ] ),(|)()),(()),(,( txuxRxStxuxRtxuxf −∇⋅−−−=                                (4.7) 

 

In this work the equation (4.1) was solved by the finite difference approach with 

successive over-relaxation (SOR) iterative method on each image grid at different time 

step. The procedure to solve the elastic linear PDE becomes: 

(1) it = 0 and ),( itxu  = 0. 

(2) The drive force )),(,( itxuxf  is calculated through the formula (4.7). 

(3) Solve the elastic linear equation (4.5) and (4.6) with SOR iterative solver to obtain 

the deformation field ),( itxu  at the time step it . 

(4) Update the deformation field and apply this deformation to warp the reference 

image. 

(5) Repeat this process until the sum of intensity difference between two images is 

minimized.  
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4.1.3 Experiment of Linear Elastic Image Registration 

The system of elastic registration was implemented in C on PC with the 

configuration (Pentium 4 Celeron, 2.6 Ghz, Windows XP OS). Female breast cancer MR 

images are used to validate the system of elastic registration. 

 

Figure 4-1 shows the results of elastic registration on female breast MR images. 

The images have 256x256 in-plane dimensions.  The computation time of mapping two 

images was about 5 hours. The number of iterations for warping images was 

approximately 400 times. 

 

 

 

 

           

 

Figure 4–1    The elastic registration of female breast image with µ=1.0 and λ=0.1. 
(1) reference image  (2) subject image (3) deformed reference image 

 

 Figure 4-2 demonstrates the deformation process of image grid for elastic 

registration on female breast images. By concatenating the deformation field at each time 

step and applying it on reference image, reference image warps itself into the subject 

image under body force.  
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Figure 4–2     The deformation field of reference image output at every 100 iterations. 
 

4.1.4 Limitations  

Image Registration with linear elastic model can model the deformation of elastic 

object under the external force and cover the shape difference between images. However, 

the linear elastic model has some limitations: 

(1) It works only for the linear elastic deformation, which is not valid for large 

strain case. 
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(2) In this test case, we only consider the motion of image within 2D plane under 

body force. When converting linear elastic equation from 3D to 2D case, the assumptions 

of plane strain need to be made. The strains in z direction are equal to zero. There is no 

displacement in z direction.  

 

(3) The female breast consists of fat, glandular and other tissues. In this 

preliminary case, the lame’s coefficients µ and λ are homogeneous for all the tissues 

within female breast. 

 

(4) It cannot model the large deformation since elastic energy increases linearly 

with the strength of the external body force. 

 

4.2 Deformable Registration with Viscous Fluid Model 

4.2.1 Navier-Stokes Equation  
 

In the Eulerian reference frame, the behavior of viscous fluid can be described by 

Navier-Stokes equation [44]: 

               0),()),(()(),(2 =+⋅∇∇++∇ txftxvtxv µλµ                                  (4.8) 
 
in which, ),( txv  is the velocity field. ),( txf  is the external force. λ and µ are viscosity 

constants. 

 
At each time step velocity field is calculated in viscous fluid registration rather 

than the deformation field in elastic registration.  Then the deformation field is derived 

from velocity field by: 
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                             ),(),(),(),( txutxvtxv
t
txu

∇⋅−=
∂

∂                                                    (4.9) 

The perturbation  

                              ),(),(),(),( txutxvtxvtxP ∇⋅−=                                                    (4.10) 

The derivate of grayscale intensity works as the extern body force to drive the 

registration process. 

                    [ ] ),(|)()),((),( txuxRxStxuxRtxf −∇⋅−−−=                                    (4.11) 

 

4.2.2 Viscous Fluid Image Registration 
 

The sum of intensity difference is selected to be similarity measure in the 

registration process. It will be minimized if two images are aligned with local 

deformation. The general framework of viscous fluid registration is: 

(1) When it = 0, the 0),( =itxu , 0),( =itxv . 

(2) Derive the intensity force by using the formula (4.11). 
 

(3) Solve the PDE (4.8) to obtain the velocity field ),( itxv  at time step it . 
 

(4) Calculate the perturbation ),( itxP  with the formula (4.10). 
 

(5) The time step t∂  is selected to satisfy max_|),(| utxPt i <⋅∂ , u_max is the 

limit of deformation in each iteration. 

(6) Calculate the deformation field ).( 1+itxu  with the formula (4.9). 

(7) Concatenate the deformation field and apply it to deform the reference image 

(8) If the jacobian of deformation field is less than 0.5, regrid the deformed 

reference image. 
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(9) Go back to step (2) and continue above operations until the sum of intensity 

difference is minimized 

 
4.2.3 Experiment of Viscous Fluid Image Registration 

The experiment with same breast images was conducted with viscous fluid 

registration. Viscous fluid registration allows for the large deformation and more degrees 

of variability. Therefore, the computational time of viscous fluid registration is much less 

than that of elastic registration to achieve the desired deformation. The total time of 

mapping two breast MR images was about 50 minutes. 

 

The viscous fluid registration was also validated by the synthetic image. In this 

experiment two images were generated: circle and rectangle. The circle and rectangle 

have nearly same area. Each of them was divided into two parts and assigned with 

different intensity values. The shape and form of two synthetic images were shown in 

Figure 4-3. 

 

 

 

 

 

 
Figure 4–3     Experiment on the synthetic image circle and rectangle with µ=1.0 and 

λ=0.1. (1) reference image (2) subject image (3) deformed image 
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The figure 4-4 demonstrates the concatenation of deformation process to warp the 

circle into rectangle. The result of registration exhibits the powerful ability of 

deformation underlying two images. 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
     

 
 
 

Figure 4 -4     The deformation process at different time steps. 
 
 
4.3 Discussion 
 

There are some limitations for deformable registration. The formula (4.11) is used 

to calculate the driving force. It consists of two parts: the first part is the intensity 
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difference for the corresponding space between two images [ ])()),(( xStxuxR −− . The 

second part is the gradient of intensity of subject image ),(| txuxR −∇ . For the case if two 

images have no overlapping area, the driving force is always equal to zero. The global 

movement is required to transform two images into the same location before deformable 

registration. 

 

 
 

Figure 4-5    The similarity measure within fluid registration.  
 
 

 
The sum of intensity difference is selected as the objective function in optimizing 

the similarity of two images. It is suitable for registering the images from same modality. 

If two images are from the different modalities (cross-modality), mutual information 

needs to be applied as the similarity measure for image registration. 
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My current registration system works on two-dimensional images. It can be 

extended to three-dimensional space. And the computation time is much longer. The 

deformable registration is time-consuming process. Some strategies will help to improve 

computational efficiency. 

(1) Applying the multi-resolution strategy to realize the registration process from 

the coarse level to fine level. This will speed up the registration process effectively. 

 

(2) Apply other efficient solvers instead of the SOR method to solve the linear 

elastic equation and Navier-Stokes equation. 

 

(3) Develop the serial code working on single machine into the parallel code, 

which distributes the computational work among a group of computers (cluster). It is an 

excellent strategy for improving the computational efficiency. 
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Chapter 5 Results 
 
 

To validate the registration systems, numerous experiments were conducted with 

images of different dimensions and pixel resolutions. Registration systems were 

implemented in C and tested on a Pentium 4 Celeron, 2.6 Ghz PC with a Windows XP 

OS.  The registration techniques demonstrated in this chapter are the Downhill simplex 

method (DHS), the Quasi-Newton method (QSN), the hybrid genetic algorithm method 

(GA), linear elastic model and viscous fluid model.  

 

5.1 Rigid Registration on 3D Synthetic Images 

Reference image: the 3D MR image of rat brain whose parameters (modality, 

dimensions, field of view, data type, endian type) are listed in Table 5-1. 

 

Table 5-1     The parameters of reference image. 

Image  Modality Dimension FOV (mm) Data type Endian 

Reference-1 MR 256x256x18 30x30x18 16 bit Big  

 

Subject images: six subject images were synthetically generated by adjusting the 

transformation parameters relative to the reference image. ],,[ zyx TTT  are translations in 

x, y, z directions.  ],,[ zyx RRR  are the rotations around x, y, z directions, ],,[ zyx SSS  are 

scaling ratios in x, y z directions. The length unit is pixel for translation and degree for 
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rotation. Table 5-2 indicates the spatial relations between the reference image and subject 

images.  

 

Table 5-2     The relations between reference image and subject images. 

Operations xT  yT  zT  zR  xS  yS  

Subject 1 20      

Subject 2 15 20     

Subject 3 15 20 3    

Subject 4 15 20 3 5   

Subject 5 15 20 3 5 1.2  

Subject 6 15 20 3 5 1.2 1.2 

 

Registration settings:  For the system with Downhill simplex method, the initial 

position ],,[ zyx TTT , ],,[ zyx RRR , ],,[ zyx SSS  were selected as [10, 10, 3] [1, 1, 1], [1, 1, 

1] respectively. For the system with Quasi-Newton method were set as [10, 10, 1.2] [0, 0, 

3], [1, 1, 1]. For the system with genetic algorithm, the range of transformation 

parameters was set by users: [-20, 20] pixels for translation, [-10, 10] degrees for rotation 

and [0.5, 1.5] for scaling ratio. 

 

Registration result: the parameters of rigid body and affine transformation 

matrix output from three registration systems were listed in Table 5-3. 
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Table 5-3     The outputs from three registrations. 

System Exp xT   yT  zT  zR  xS  yS  

DHS Sub 1 20.000 0.000 -0.000 -0.000   

QSN Sub 1 20.000 0.000 -0.000 -0.000   

GA Sub 1 20.000 -0.000 -0.000 -0.000   

DHS  Sub 2 15.000 20.000 -0.000 0.000   

QSN Sub 2 15.000 19.999 0.000 -0.000   

GA Sub 2 15.000 20.000 -0.000 0.000   

DHS  Sub 3 15.242 19.994 2.955 -0.002   

QSN Sub 3 14.999 20.001 2.999 -0.000   

GA Sub3 15.005 19.992 2.999 0.006   

DHS  Sub 4 14.902 19.983 2.999 4.993   

QSN Sub 4 14.973 19.970 2.999 5.001   

GA Sub 4 14.975 19.978 2.999 5.009   

DHS  Sub 5 15.443 18.816 2.942 3.948 1.193 0.987 

QSN Sub 5 15.337 19.932 3.000 4.276 1.197 0.999 

GA Sub 5 15.448 20.089 2.999 4.417 1.199 1.002 

DHS  Sub 6 14.959 20.016 2.999 5.028 1.200 1.438 

QSN Sub 6 14.984 19.982 2.998 4.998 1.200 1.200 

GA Sub 6 14.987 19.981 3.000 4.998 1.200 1.441 

 

Discussion: In this test series, three registration systems provided accurate 

registrations for single subject with image sources from same modality. However, for 
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Downhill simplex method, Quasi-Newton method, good initial search location needs to 

be provided within the normal range of misregistration. As the function of mutual 

information varies with the input image sets, the Downhill simplex method and Quasi-

Newton method may fail due to bad initial search point. Since the hybrid genetic 

algorithm generates large number of random start points within the searching space, it is 

more likely to find the maximum mutual information globally. 

 

5.2 Rigid Registration on 3D Rat Brain Images 

Test data: this group of rat brain images has 6 subjects and their specifications 

were described in Table 5-4. Each image set had (256x256) in-plane pixel resolution. 

However, the pixel spacing and slice counts were different. Dataset entitled Reference-2 

was assigned as the reference image, and all others as subject images.  

 

Table 5-4     Specifications of rat brain images. 

Num Name Dimension FOV (mm) Data type Endian 

1 Reference-2 256x256x18 30x30x18 16 bit Big 

2 Subject 7 256x256x16 30x30x16 16 bit Big 

3 Subject 8 256x256x16 30x30x16 16 bit Big 

4 Subject 9 256x256x16 30x30x16 16 bit Big 

5 Subject 10 256x256x18 30x30x18 16 bit Big 

6 Subject 11 256x256x16 30x30x16 16 bit Big 
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Registration settings: No pre-processing (smoothing, threshold setting) was 

required for registration process. All the test data were validated for six-degree rigid body 

registration. For the system with Downhill simplex method, the initial position 

],,,,,,[ xzyxzyx TRRRTTT  are selected as [10, 10, 3, 1, 1, 1, 20]. For the system with 

Quasi-Newton method initial location are set as [10, 10, 1.2, 0, 0, 3]. For the system with 

genetic algorithm, the range of transformation parameters was: [-20, 20] pixels for 

translation, [-10, 10] degrees for rotation and [0.5, 1.5] for scaling ratio. 

 

Registration results: three registration systems registration were validated with 5 

pair of image sets. The computational time, initial mutual information and maximum 

mutual information of each experiment were listed in Table 5-5. 

 

Table 5-5   The outputs from three registration systems. 

System Experiment Time (sec)  Initial MI Maximum MI  

DHS 1-2 369.1 0.325 0.389 

QSN 1-2 429.8 0.325 0.556 

GA 1-2 2017.2 0.325 0.596 

DHS 1-3 307.1 0.325 0.401 

QSN 1-3 1064.0 0.325 0.664 

GA 1-3 2108.4 0.325 0.618 

DHS 1-4 341.5 0.317 0.476 

QSN 1-4 620.6 0.317 0.485 

GA 1-4 2696.6 0.317 0.489 
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DHS 1-5 341.5 0.400 0.469 

QSN 1-5 295.6 0.400 0.446 

GA 1-5 2890.6 0.400 0.453 

DHS 1-6 538.3 0.457 0.613 

QSN 1-6 942.3 0.457 0.562 

GA 1-6 1759.4 0.457 0.624 

 

 

 Figure 5–1     The performance of hybrid GA, Downhill simplex and Quasi-Newton 

methods for test data 1-3 (reference 2 with subject 9). 

 

Figure 5-2 shows an example of two image sets: reference 2 and subject 9. Figure 

5-2 (a) displays the initial misalignment at 3 distinct regions of the brain prior to 
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registration. Figure 5-2(b) shows the 3 regions after registration. Figure 5-2(c) shows the 

initial misalignment in an axial, sagittal, and coronal view. Figure 5-2(d) shows the final 

alignment corresponding to those presented in (c). The alignment differences within the 

brain are graphically indistinguishable. Figure 5-3 shows the solid model views for 

registration results of experiment 4 on reference 2 and subject 9. 

 

                

(a) 

 

                

(b) 
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(c) 

 

                 

(d) 

Figure 5–2     Image views for registration results of experiment 4. 

       (a) 3 distinct regions of the brain prior to registration; (b) the 3 regions after 

        registration;(c) one region of brain in three views before registration;(d) one region 

         of brain in three views after registration. 

 

                
(a) 
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(b) 

Figure 5-3     Solid model views for registration results of experiment 4. 

(a) Before registration (b) after registration 

 

Discussion: the registration results were compared with the Downhill simplex, 

Quasi-Newton and Genetic Algorithm on the same group of image sets. Figure 5-1 

demonstrates the performance of GA, Downhill simplex and Quasi-Newton methods on 

test data 1-3 (reference 2 with subject 9). Although Downhill simplex and Quasi-Newton 

methods had faster registration speeds, the GA approach always produce good alignments 

without any user interaction The results demonstrate that as the global optimization 

technique, registration with GA could achieve more robust and precise alignment than 

other methods. 

 

Conclusion: An image registration strategy using the global maximization of 

mutual information was developed [73]. Coupling this mutual information with a GA 

strategy was shown to be a robust and accurate registration strategy. The registration 

quality was superior to the conventional alignment techniques. Significantly, the GA was 

not strongly sensitive to the initial start point nor was it susceptible to local maxima. 
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5.3 Deformable Registration on 2D Rat Brain Images 

Test data:  the slice 10 of reference-2 after rigid registration was selected as the 

reference image and slice 10 of subject 9 as the subject image. Each image set had 

(256x256) in-plane dimension and area of brain was segmented from the original image. 

Figure 5-4 (a) shows deformable registration on reference 2 and subject 9 (a) reference 2, 

(b) subject 9. 

                                                

                                                       (a)                                                  (b) 

Figure 5-4     Deformable registration on reference 2 and subject 9. (a) reference 2, (b) 

subject 9. 

 

Linear Elastic Registration of 2D Rat Brain Images  

Registration settings: linear elastic model was applied for deformable 

registration. The difference of image intensity drives the registration process. The SOR 

solver is applied to solve Navier linear elastic equation. If the termination criteria is 

satisfied: (1) the maximum iteration number (500 times) is reached;(2) the squared 

intensity difference can not get improved within 10 times, then the process of registration 

will be stopped. 
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Registration results: Figure 5-5 shows the linear elastic registration on reference 

2 and subject 9: a) reference 2 after registration, (b) difference image (embossed) before 

registration, (c) difference image (embossed) after elastic registration. The difference 

image (b) and (c) demonstrate the shape and intensity change of reference 2 to match 

subject 9. The total number of iteration was 91 and the corresponding deformed reference 

image output at each time step  

                   

                      (a)                                           (b)                                            (c) 

Figure 5-5     Linear elastic registration on reference 2 and subject 9. (a) reference 2 after 

registration, (b) difference image before registration, (c) difference image after 

registration. 

 

Viscous Fluid Registration on 2D Rat Brain Images 

Registration settings: viscous fluid model was selected for deformable 

registration. The difference of image intensity drives the registration process. The SOR 

solver is applied to solve Navier-Stokes equation. If the termination criteria is satisfied: 

(1) the maximum iteration number (500 times) is reached;(2) the squared intensity 

difference can not get improved within 5 times, then the process of registration will be 

stopped. 
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Registration results: Figure 5-6 shows viscous fluid registration on reference 2 

and subject 9: (a) reference 2 after registration, (b) difference image (embossed) before 

fluid registration, (e) difference image (embossed) after fluid registration. The difference 

image (b) and (c) demonstrate the shape and intensity change of reference 2 to match 

subject 9. The total number of iteration was 20 and the corresponding deformed reference 

image output at each time step. 

                 

                        (a)                                             (b)                                         (c) 

Figure 5-6     Viscous fluid registration on reference 2 and subject 9. (a) reference 2 after 

registration, (b) difference image before registration, (c) difference image after 

registration. 

 

Conclusion: Both linear elastic model and viscous fluid model can effective warp 

the reference 2 into subject 9 to cover the shape differences of two images, which cannot 

be eliminated by rigid model. Since the viscous fluid registration can accommodate the 

large deformation and large variability, the process of fluid registration needs less 

iteration than the linear elastic model.  
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Chapter 6 Conclusions 
 
 

The research was focused on the development of automatic rigid and deformable 

algorithms for medical image registration.  

 

One of the main advances was the rigid registration with mutual information.  

Mutual information is a good similarity measure for image registration. A novel strategy 

is presented to calculate the derivative of mutual information. It provides the accurate 

gradient of mutual information while improving computational efficiency.  

 

Conventional optimization methods depend on good initial search point. They 

sometimes fail by catching the local maximum when image sets with different size, 

resolution and image quality are input.  An innovative strategy was proposed to combine 

the mutual information with the genetic algorithm, which is a global optimization method 

to efficiently searching for the maximum value within the large searching space. To 

improve the computational efficiency, the hybrid genetic algorithm was developed to 

integrate the large-scale random search with efficient local optimization. Experiments 

demonstrate it is robust, accurate and efficient strategy for image registration with rigid 

model. 

 

Three innovative registration systems were developed and implemented with the 

configurations of objective function and multi-dimensional optimization technique: the 

function of mutual information combined with the downhill simplex method, the 

derivative of mutual information combined with Quasi-Newton method and the function 
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of mutual information combined with the hybrid genetic algorithm (GA) method.   The 

experiments were conducted with images with different dimensions and FOVs.  The 

results from three registration systems were compared, which provides the valuable 

information about the design of registration system.  

 

The registration systems of rigid-body model and affine model were integrated 

into the application of functional MRI analysis. It provides the fast, precise, robust 

automatic image registration work to align a group of subjects of rodent animals, which is 

the vital step to determine the area of brain activation in fMRI research. 

 

Another advance is the deformable registration system based on elastic model and 

viscous fluid model. The registration of soft tissue images (female breast cancer images, 

lung image) still remains an obstacle because the mathematical modeling of soft tissue is 

difficult and the mapping of soft tissue is computational complicated. The female breast 

is actually the composite of different materials. It can be approximately described by the 

linear elastic model and viscous fluid model with the appropriate elastic constants for 

specific patient.  The registration system of elastic model and viscous model were 

developed and validated by woman breast MR images and synthetic images.   

 

Parallel computing, high performance computing on cluster, is the promising 

strategy to improve the computational efficiency by utilizing the power of computer 

resource. The parallel computing strategy can be applied on linear elastic and viscous 
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fluid registrations, which involve solving partial differential equations on a large 

collection of data independently. 

 

All of these advancements enhanced the research of medical image registration 

significantly. It provides the useful information about modeling and system 

implementation of medical image registration.  The registration systems designed in this 

work have been successfully applied on the functional MRI research of rodent animals. 
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