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Prepared by William McDonald on behalf of the 2022 Auditory Grouping: Using Machine Learning to Predict Locations of Groups in Music Clips MQP team


This document serves as a reference for future groups who intend to continue the research into the machine perception auditory grouping problem. This document has four sections, roughly aligning with phases of a potential project. These sections are: Research, Data Collection, Data Pre-Processing, and Modelling.
[bookmark: _d487imwuvker]Research
There are generally three areas that research should target for this problem: auditory grouping, psychological data collection, and machine learning. Our project investigated all three of these to mixed success. There is opportunity to develop a more in-depth understanding of the psychological literature of grouping as it is described in gestalt theory and other frameworks. Our investigation of survey practices, however, was more thorough. We estimate it is adequate for the methodology we undertook, but more research would be called for if different methodology was to be explored or implemented. The most significant front for new research would be in the machine learning domain. The field is rapidly developing and any future project will have a new state-of-the-art to consider. We especially find this relevant as our project made use of current cutting-edge models, and we anticipate future groups will be able to exploit the advance of that front. Advancements in audio modeling will clearly be relevant, but any image processing improvements are also relevant due to the possibility of applying them to generated spectrogram images. Additionally, any sequence-to-sequence models might have applicable components for modeling the grouping-boundary sequence.
[bookmark: _rzbjiww1szy]Data Collection
	For a more detailed breakdown of the underlying theory behind our data collection and survey methodology, consider this report's sister report: Machine Perception - Auditory Grouping. At a high level, we found our methodology capable of discovering ground-truth grouping data on provided audio clips. After initial setup and testing, the survey application was able to perform this task for our entire survey cohort without issue. The survey application is included in this distributable, alongside instructions for usage. We recommend that any changes to the methodology use this application as a baseline for modification, as it is robust and field tested. The only changes we would recommend on this front are which clips survey participants should actually listen to. That topic will be explored in the next section.

[bookmark: _p7vjlptfbe7r]Data Pre-Processing
	This section will cover both how we believe audio should be prepared for the survey, and how resulting grouping data should be processed.
With respect to preparing audio data, the first step is clip selection. Our methodology for this was to select 19 songs from a variety of genres and sources and cut out an audio clip of 10 seconds in length. During a survey session a participant would listen to each of our clips three times, with the order randomized. This methodology meant that we ended up with high multiplicity for our data on a per-clip level, but a low sample size of clips. This distribution accommodated data validation very well, as we could see the different ways a single clip could be grouped. It also allowed us to make a reasonable train/test split for model validation. However, as expanded upon in our results section, it did a poor job with regards to managing our degree of fit: our model ended up overfitting on the specific genres we trained it on. 
To accommodate this, we recommend a different scheme with lower clip multiplicity, and a wider corpus of audio to survey against. To do this, we would recommend selecting a higher number of songs. Additional research could be invested here to more intentionally diversify audio against metrics besides genre, primary instrument, and country of origin to improve model generality. For each of these songs, we believe that it is unnecessary for each survey to listen to them 3 times. By lowering each survey’s clip multiplicity to 2, 50% more clips could be presented to listeners.  Additionally, while it is valuable for a given participant to group each clip multiple times (to validate that they have a ground truth grouping they are exposing) it is not necessary for all survey participants to group the same set of clips. We recommend that the total number of clips surveyed be increased at least 5 fold, to the order of 100, while each participant groups a randomized selection of those clips pursuant to expected survey response.
With respect to processing grouping data into model input, there are many things to consider. The first is that the survey application currently allows users to input “small” and “large” groupings, corresponding to a hierarchical grouping model. We found that very few participants actually used this, so processing the data we provide should likely either ignore the sizing, or omit the responses that are labeled “small” groups. The next aspect to consider is how to encode time-series grouping information for the model to process and predict. There are two major approaches here: one is to encode each clip’s grouping timeline for training and inference, and the other is to precompute a statistical distribution of groups for a given clip and use that as model input. We found that the second method was more successful, as it allowed the model to better interpret the reality that different people decide to “group” on different levels of the grouping hierarchy. Some people only marked phrase boundaries, where others marked note or beat boundaries. A distribution of groups for a given clip (with time as the independent variable) lets a model interpret both of those phenomena. This is because they show up as different magnitude peaks on the probability distribution if we assume that a higher order grouping like a “phrase” has a boundary that also falls on the lower order groupings like “notes”. If the team was interested in period groupings, a frequency-space transform of that distribution could also be a valuable target for a model as well.
If future research would like to explore working with time-series information on a discrete per-clip encoding, we recommend against one-hot encoding the groups against time based buckets. This results in very sparse prediction vectors, and vanishing gradient problems. Instead, this approach is best considered by models which work with sequence data where the output is a sequence of events labeled either by absolute time or by time since the last event. Neither of those encodings were very successful for us, but developments in sequence-to-sequence models, like transformers, may bear fruit in this regard.

[bookmark: _d9k0m0jmov7k]Modeling
	With regards to modeling, recommendations are difficult to give. The reason is that we anticipate the most successful models will be ones developed between the time of this writing and any future research. On a high level, though, we can share guidelines for how to pursue models. Our best model was a Convolutional Neural Network derivative that operated on the spectrogram of the audio-clip as image input targeting the time-series distribution of grouping as the output. We quickly found that the image-processing models were the most successful in this regard, with the spectrogram of the audio clip serving as an image input. This was for many reasons, but a main one was that image-processing CNN models were relatively efficient for us to train with our constrained resources compared to much larger transformer models while still providing adequate differentiation between audio clips. Given that image processing continues to be an important domain in machine learning development, we expect that this approach will continue to be a worthwhile one.




