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Abstract

As polarization among political officials and the public at large has increased dra-

matically in recent years, the social media landscape has followed suit. The increased

prevalence of disinformation, inflammatory rhetoric, and harassment online has aug-

mented polarization in turn, propelling a feedback loop resulting in the erosion of

democratic norms. Effective content moderation can mitigate this problem, but many

existing major social media platforms employ moderation systems that are autocratic,

with decisions about what sorts of content are acceptable shaped by the platforms

themselves, potentially disregarding community knowledge and cultural nuances when

making these decisions. We conducted a two-phase study to compare how a social

media platform employing a traditional, top-down moderation system would impact

outcome measures of the polarization of its users in comparison to a peer-based digital

jury moderation system, which promises to make platform users active participants

in digital governance. While our study did not observe a significant impact on the

polarization of moderators or users, moderators on average viewed the system as just,

legitimate, and effective at reducing harmful content. Furthermore, there were no

significant differences between user perceptions of the content they were shown from

either system, indicating that implementing such a peer-based digital jury modera-

tion system has the benefit of providing users agency in platform governance without

adversely impacting user experience.
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1 Introduction

When the major social networking and file sharing websites (Facebook, Twitter, YouTube,

Reddit, etc.) were introduced in the early 2000s, many were hopeful that these platforms

would enable the creation and sharing of content and ideas in an inclusive, participatory,

and global way [40]. Company executives and researchers were optimistic that, with enough

adoption worldwide, social media could provide “dramatic new possibilities for pluralizing

flows of information and widening the scope of commentary, debate, and dissent” [27]. In

many respects, these hopes have come to fruition: as of March 2022, Facebook has a global

user base of 2.9 billion people [7], and the two largest social media platforms in the US,

YouTube and Facebook, were used by 81% and 69% of US adults, respectively [10]. News

can break on Twitter before it appears in traditional mass media [47]. Indeed, Internet-

based communication and social media platforms have been used so far throughout the 21st

century by citizens of repressive regimes to coordinate protest activities and to communicate

effectively, in some cases circumventing government interference. The ability to quickly

disseminate news and mobilization information played critical roles in the impeachment and

removal of President Joseph Estrada of the Philippines in 2001 [96]; the revolutions of the

Arab Spring in the early 2010s [46]; the Ukrainian Revolution in 2014 [16]; and the Hong

Kong protests of 2019–20 [91].

Despite these successes, social media has also played a role in amplifying and disseminat-

ing sensational divisive content [93, 108]. Recent examples include the spread of conspiracy

theories along partisan lines regarding the existence of widespread voter fraud and foreign

interference in the 2016 and 2020 U.S. presidential elections [35], the competing #Black-

LivesMatter and #AllLivesMatter social media campaigns and the associated protests and

counter-protests [36], and a partisan divide in compliance with public health measures to

mitigate the effects of the COVID-19 pandemic. (According to Milosh et al. [67], out of

several covariates, partisanship was the most significant predictor for local mask use, with

Republican voters significantly less likely to wear masks than Democrats.) How is it that

tools for fostering connections could be misused to sow division instead?

To reconcile these disparate outcomes, it is useful to first clarify what, exactly, we mean

when we refer to “social media platforms.” Adopting the definition from Gillespie’s Custo-

dians of the Internet [40], social media platforms “are online sites or services that

a) host, organize, and circulate users’ shared content or social interactions for them,

b) without having produced or commissioned (the bulk of) that content;

c) are built on an infrastructure, beneath that circulation of information, for processing

data for customer service, advertising, and profit; and

d) platforms do, and must, moderate the content and activity of users, using some logistics
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of detection, review, and enforcement.”

Platforms, therefore, are systems designed with the needs of various stakeholders (e.g., end

users, advertisers, moderators, lawmakers, the public, and the platforms themselves) in

mind. Above all, platform employees are tasked with creating and maintaining systems

people will want to use, while also ensuring their venture is profitable. From the context

of affordance theory [39, 98], the design decisions platforms make to this end afford these

stakeholders the means for navigating this complex array of incentives. Such affordances

influence the construction and negotiation of authority and trust on platforms [98], shaping

social norms and behaviors that continue to evolve over time. Platforms have an incentive

to ensure they have a sizeable user base (to create and share content, and entice advertisers

with a large audience) and sustained user engagement (so user behavior can be measured

and advertisers can target specific user demographics). The ability to follow other users,

easily share content, and engage with content and communities that users find meaningful

are consequently common features on several platforms [90, 98, 73]. Platforms, in turn, may

curate personalized feeds of content to keep users engaged, and moderate this content to

maintain a safe, welcoming environment for users and to preclude legal issues or regulatory

action [105]. While these design elements arguably well-intentioned, malicious actors have

nonetheless been able to circumvent or weaponize them for their own ends.

The scale and ease with which harmful content can spread poses challenges for several

platforms. Facebook, for instance, has deployed a large-scale fact-checking operation that

appears to be at least somewhat effective at mitigating the spread of misinformation [75],

though it is not without its limitations [76]. A common theme of existing social media mod-

eration structures on most mainstream platforms such as Facebook, Instagram, or Twitter is

that they are autocratic: users interact in ecosystems where the rules and their enforcement

are chiefly the responsibilities of the platforms themselves (despite the fact that they pur-

port to be neutral hosts of content generated by users [40]), with employees or contractors

performing moderator duties. However, content may require context-specific knowledge and

information about local sociocultural norms to be moderated effectively [59, 54], and en-

forcement of moderation policies can be uneven: an independent civil rights audit [69] found

Facebook sometimes fails to enforce its own community standards, and that harmful content

could be left on the platform for too long, especially if it targeted members of minority com-

munities. Even on platforms where most moderation is performed by select user volunteers,

such as Reddit, content users perceive as toxic is still prevalent [108], and moderation deci-

sions may still lack transparency [56]. Given the shortfalls of existing governance structures

on social media platforms, could other more democratic methods prove more effective?

Digital jury moderation, a system piloted by Fan & Zhang [32] which places the responsi-

bility for moderation in the hands of end users, presents a promising alternative. Instead of

moderators existing as separate entities from day-to-day users, a digital “jury of one’s peers”

is selected among a group of users to place content to be moderated “on trial” and reach
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a consensus on what, if any, consequences should be employed. Digital juries are perceived

as more transparent and procedurally just than existing practices, while also ensuring that

members of online communities play an active role in moderating the content they interact

with. However, while Fan & Zhang explored the design considerations for such a system and

assessed how moderators perceived it, no existing work compares the attitudes of end users

interacting with political social media communities moderated with an implemented digital

jury versus traditional, top-down moderation.

This thesis examines the impact of implementing a digital jury moderation system on the

political polarization of social media end users as well as user perceptions of such a system.

We aim to gain a greater understanding of how the design of social media moderation

systems can lead to different societal impacts, and the extent to which designs that support

democratic processes lead to more positive outcomes than existing systems. To do so, we

conducted a pre-post study comparing measures of liberal and conservative participants’

polarization before and after two weeks of interaction with social media feeds containing

political posts that had been moderated with either Reddit’s existing top-down moderation,

or our implementation of a digital jury moderation system, where other participants acted

as jurors. We find that while neither system had a significant impact on users’ polarization,

our jurors regardless of partisanship were satisfied with the jury’s verdicts, and believed

the system was fair, while users had similar views of the content they observed for both

systems, indicating digital jury moderation could be a plausible, more democratic alternative

to existing systems.

1.1 Definitions of Polarization

We distinguish between three different types of polarization:

Ideological polarization The difference in ideological self-placement, e.g. on a liberal–

conservative scale [50].

Affective polarization How positively or negatively partisans feel about members of an

in-party versus an out-party [100].

Social polarization How likely partisans are to socially self-segregate from members of an

out-party [100].

2 Related Work

2.1 Political Polarization and Social Media

The current level of extreme polarization in the US has been decades in the making [102].

Since roughly 1980, both major US political parties have polarized steadily [17] as they
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developed distinct and cohesive policy agendas in the wake of the civil rights movement,

and today the median Democrat and Republican are more ideologically divided than ever

before [1]. Partisanship has become closely linked to social identity, and perceived ideological

differences have generated remarkable levels of hostility between members of opposing parties

[108]. Such identity politics can drive people to support their party’s policy stances out of

disdain for the opposition, rather than ideological agreement on issues. High polarization

can worsen this phenomenon. One study [30] asked participants to evaluate policy positions

bolstered by either weak or strong arguments. When participants were told that political

parties were unpolarized on the issues, they based their policy support on the strength

of the arguments; when instead they were told that the parties were highly polarized on

the issue, they favored the position of their own party, regardless of the strengths of the

arguments they were shown. Other work [94] has shown that people with high dispositional

empathic concern tend to be more affectively polarized, as people tend to display more

empathy toward their in-group than their out-group. This is especially true for those who

strongly identify with a particular party. The opposite was true for social polarization,

however, as empathic participants were more likely to feel comfortable with outparty contact.

There is also evidence that the behavior of party elites may drive polarization among the

electorate [102], where politicians’ inflammatory rhetoric demonizing their opponents and the

absence of bipartisan cooperation, coupled with the tendency of partisan media to select for

polarizing content, contribute to their constituents’ unfavorable views of the out-party and

exaggerating perceptions of ideological differences [108]. When traditional news reporting

frames elite polarization as problematic, however, partisans are more likely to hold favorable

views of bipartisan cooperation, despite little effect on their preferred policy positions [83].

Independents, however, reported significantly less political interest, trust, and perceived

government efficacy when polarization was made salient, regardless of how it was framed.

Social media has the ability to amplify divisive political rhetoric, allowing political lead-

ers to immediately disseminate information and opinions directly to their bases of support.

Several studies have suggested that a tendency for social media users’ to self-segregate into

echo chambers or filter bubbles [37], where they are only exposed to information that rein-

forces their political views and are isolated from those with opposing views, are to blame

for increasing polarization [14, 97]. This “cyberbalkanization” leads to increased opportu-

nities for enclave deliberation, where conversations only occur among like-minded people.

While not inherently negative (political group membership on Facebook, for example, was

correlated with offline political engagement [25]), members of homogeneous groups tend to

adopt more extreme positions after discussions with their peers, either because the diversity

of arguments is limited or because they are more likely to voice popular opinions in order

to obtain the approval of as many other members as possible [14]. However, other studies

have shown that cross-cutting interactions on social media are more frequent than commonly

believed [102, 13, 14], with exposure to ideologically diverse news and opinions more com-
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mon online than from either in-person networks or traditional media consumption. One way

to reconcile these seemingly contradictory observations is that social media platforms allow

users to maintain contact with “weak ties”: classmates, coworkers, and other acquaintances.

It is through weak ties that people are exposed to novel information [43], and their views

are more likely to differ from one’s own than those of close friends and family members.

Some work has assumed that such exposure to opposing views would decrease polar-

ization [37]. Rather than decreasing polarization, however, cross-cutting interactions with

political content on social media may exacerbate it instead. Bail et al. [12] showed that ex-

posure to messages with opposing political views from political elites can increase ideological

polarization. The authors recruited a large sample of Republicans and Democrats, who were

tasked with following a Twitter bot that would share messages tweeted by political leaders

from the opposing party. After one month, post-experiment surveys showed that Repub-

licans had become significantly more conservative, while Democrats became slightly more

liberal (though this difference was not statistically significant). This seems to indicate the

presence of a backfire effect (at least among partisans who use Twitter), whereby exposure

to opposing views caused participants to double down on their existing views. Suhay et al.

[100] similarly found that participants who read news articles with negative comments that

were critical of either party were more affectively and socially polarized than those who read

negative nonpartisan comments, indicating that criticism of partisan identities, rather than

opinions about specific issues, could be driving polarization on social media. Interestingly,

this effect was also stronger among Republicans than Democrats. Leaving social media could

potentially reverse these effects: Allcott et al. [8] surveyed people who had deactivated their

Facebook accounts, and found that their ideological polarization had decreased. However,

their knowledge of current events also decreased, which could indicate that lower exposure

to political news overall could explain the reduction in polarization.

It is interesting to note the asymmetric partisan divide in the measures of polarization

observed by Bail et al. [12] and Suhay et al. [100] between Democrats and Republicans.

While such partisan differences have been noted elsewhere [1, 35, 67, 102], the specific causes

for these asymmetries are varied and not clearly defined. Suhay et al. attribute them to the

current political climate and power distribution in Congress, differences in the strength of

party identity, and cultural and historical factors. Personality traits that may be correlated

with party identity, such as openness or conscientiousness, as well as the asymmetry of

clickbait and hyper-partisan content (i.e., its greater prevalence on the right than the left)

may also play a role [14].

This thesis focuses mainly on political polarization in the United States, but it is also

worth mentioning that polarization is a global phenomenon. The types of content users find

objectionable and their relative perceived severity differ from country to country [54], and

media diets and cultural and political landscapes vary widely. While the US has a two-party

system with plurality electoral rules, other nations may have multi-party political systems
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with different voting rules (e.g., majoritarian, proportional, or mixed). In an analysis of the

Twitter audiences for the political parties of several different democratic countries, Urman

[103] found that polarization was highest in countries with two-party systems with plurality

electoral rules, and lowest in countries with multi-party systems and proportional voting.

Research on polarization on social media in the US is thus not necessarily generalizeable to

other nations.

2.2 Influences of Platform Activity on User Behavior Dynamics

Given that certain types of content can exacerbate polarization on social media platforms,

how is it that end users come in contact with polarizing content? Stewart et al. [99] model

interactions on social media as “influence networks,” whereby the flow of information is

constrained by collective decisionmaking: individuals continuously revise their perspectives

by weighing their views against the views of others until a consensus is reached. The au-

thors developed a voting game to assess how the set of perspectives that were visible to

players would influence those they adopted, simulating real-world networks of political dis-

course. The assortment of influence throughout the network had a substantial impact on

the eventual winner. “Information gerrymandering,” which occurs when the assortment of

influence is asymmetric between teams, favored teams that were tightly connected, or had

more relative influence on the opposing team. The researchers also found that including

bots, which supported their own team regardless of others’ choices, increased their team’s

odds of winning if their influence was asymmetric. Analysis of several real-world political

social media networks, as well as US Congress and EU legislatures, revealed such influence

gaps, indicating they play a role in existing partisan interactions. Therefore, parties and

malicious actors are incentivized to create such influence gaps, and employ strategic use

of bots or encourage a zero-sum worldview on social media platforms, as this can provide

disproportionate advantages.

We can see this illustrated in the sorts of posts that are widely circulated on platforms:

language referring to political opponents in posts from news sources and politicians on Face-

book and Twitter was a substantially better predictor for engagement and whether content

would be shared than the presence of emotional language [81] (though negative language is

also a strong predictor of engagement and virality [95], and posts referring to opposing par-

ties tended to be negative). An investigation into which factors contributed to toxic online

disinhibition and influenced users’ likelihood of engaging in hostile flaming behavior when

engaging in discussions online found that lack of eye contact with other users was the chief

contributing factor, though the anonymity and invisibility platforms can afford users also

influenced negative behaviors [61].

However, as alluded to in Stewart et al.’s work, evidence shows that in addition to indi-

viduals, collective campaigns by political parties, hyper-partisan media outlets, conspiracy

6



groups, and state actors take advantage of these phenomena, at times deploying networks of

bots to distort narratives and propagate misinformation. While the efforts of state-sponsored

groups in Russia and China are well-known, political parties in several democratic countries

have also used bots to inflate follower counts, promote certain hashtags, and amplify certain

narratives over others [18]. A study analyzing the deployment of political bots on Twitter

prior to the 2020 US election found that just a few thousand bot accounts were able to

generate spikes in conversation about real-world events comparable to the volume of activity

of humans, and exacerbated content consumption produced by users with similar political

views [33]. The bots were more likely to share right-leaning or conspiracy-related content;

such “attention hacking,” coupled with sharing content that is sensational and novel, ex-

ploits the capacity for such content to drive engagement, contributing to decreased trust

of mainstream media, increased misinformation, and radicalization by far-right extremist

groups [65].

Platforms have several tools at their disposal to tackle these issues. Major platforms

such as Facebook, Twitter, and YouTube already employ automated moderation systems to

remove some harmful content [59, 42], though their application may be opaque or uneven;

for the content that remains, users have the ability to report content for a wide array of in-

fractions for platform community standards [40]. In the case where content is misinformative

or untrustworthy, Facebook [5], Twitter [86], and Instagram [2] have employed fact-checking

operations that apply labels warning users of the issue. Several researchers have either devel-

oped their own extensive credibility indicators [110], or assessed the impact such labeling had

on user perceptions. Fake news flags were found to have no influence on user judgments of

truth, with users likely to believe news that aligned with their political opinions regardless of

labeling (though users did spend more time considering the validity of flagged content) [68].

Users were also more likely to trust headlines they had seen before, regardless of whether

they were flagged [76], and attaching warnings to fake news articles also increased trust in

articles without warnings [75]. Despite this, crowdsourced fact checking by lay users was

shown to be strongly correlated with ratings from expert fact-checkers, with users tending

to rate mainstream sources as more reliable than hyperpartisan or fake sources regardless

of their political affiliation [77]. This indicates that aggregate efforts by social media users

are effective at assessing the trustworthiness of news sources, and could be used to inform

content ranking algorithms to better prioritize trustworthy sources.

2.3 Content Moderation

Social media platforms engage in content moderation to safeguard their users and foster

welcoming environments they will enjoy and engage with, while navigating the legal and

political dynamics of speech online. Here we outline existing moderation approaches, their

shortcomings and user perceptions, and potential alternative approaches.
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2.3.1 Existing Approaches

Social media platforms are essentially middlemen, coordinating interactions between speakers

and potential audiences and retaining valuable user data in exchange [40]. As Tarleton

Gillespie notes in Custodians of the Internet, they can also set the terms of this exchange:

“the required technical standards, what counts as a commodity, what is measured as value,

how long content is kept, and the depth and duration of the relationship.” They may offer

content creators “a share of the advertising revenue or not, and [get] to decide how much, to

whom, and under what conditions... [This] requires excluding some to serve others: those

who provide unwanted goods, those who game the system, those who disrupt the entire

arrangement.”

Thus to this end, all the major platforms have rules (e.g., policies on hate speech, violence,

harassment, misinformation, pornographic content, spam, and copyright infringement) [59]

and the means of enforcing them. Broadly speaking, platforms employ two main moderation

philosophies (sometimes in tandem): moderation is either centralized, whereby enforcement

of the platform’s content policies is managed by platform employees, teams of external con-

tractors, and the platforms themselves in the form of automated machine learning algorithms,

(Facebook, Twitter, YouTube); or decentralized, with moderation driven by platform users

(Wikipedia, Reddit, Nextdoor communities). In the case of the former, while specific poli-

cies may differ between platforms, human moderators they contract or employ view posts

that have been flagged by algorithms or users and decide whether they are permitted on the

platform [89]. Depending on the severity and frequency of offenses, moderators might resort

to merely removing offending posts for first-time infractions, to temporarily suspending or

permanently banning user accounts in the case of repeat severe offenders. Crucially, this

process lacks civic participation from users when making these decisions.

In the case of the latter, users play a more active role in developing community-specific

rules and making and enforcing moderation decisions. Wikipedia, for example employs a

decentralized structure that emphasizes open deliberation for delegating tasks and resolving

disputes, though it has been criticized as bureaucratic and confusing for newcomers [49]. On

Reddit, any user can create a community, or “subreddit,” but only a subreddit’s moderators

may create and enforce community rules, rather than members of the subreddit as a whole.

Platforms employing such hierarchical community-based moderation approaches are super-

seded by site-wide community standards. Enforcement of moderation decisions may occur

either before content is visible to users, or after it is already publicly available [105].

Because of the large volumes of user-generated content posted to social media platforms

(Facebook users, for instance, create billions of posts per day [59]), they have increasingly

turned to using automated algorithmic moderation solutions to effectively scale what would

otherwise be an intractably large undertaking by human moderators. This algorithmic

content moderation used at scale by Facebook, YouTube, Twitter, and others to classify
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user-generated content through either pattern matching or prediction, employing perceptual

hashing [72], machine learning classification, and other techniques to judge whether such

content is appropriate or prohibited [42]. Such moderation techniques have proven effective

at detecting spam, violence, and nudity, but are less adept at detecting inappropriate use

of copyrighted content, hate speech, or other toxic speech, with AI tools lacking context

awareness or knowledge of cultural nuances necessary for classifying such instances with

high accuracy [42, 59]. Sometimes these tools can be easily evaded by malicious actors, as

Gerrard reports in a case study on the use of hashtag moderation on Instagram, Pinterest,

and Tumblr to detect and remove content with pro-eating disorder hashtags [38], illustrat-

ing limits to language-based approaches. Thus, while useful for alleviating the workflows

of human moderators, deploying these tools makes moderation decisions less transparent,

obfuscates accountability, re-obscures the political nature of speech decisions by platforms

[42], and risks undermining free speech and equitable information access [28].

Reddit The majority of content on Reddit is publicly visible, and its free developer API

makes it easy for researchers to retrieve and analyze this content, so it is widely studied.

As our study’s real-world data was collected from Reddit, we devote this next section to

understanding user behavior and moderation on Reddit, specifically.

Reddit is organized into several interest-based communities, or “subreddits,” where users

may post text, links, images, or videos that other users may comment on. Community mod-

erators bear the responsibility of creating and enforcing subreddit rules, as well as Reddit’s

sitewide content policy, and have wide discretion to remove content and ban users from par-

ticipating in their subreddit, while regular users may report rule violations to moderators

[34]. They may also modify the subreddit’s appearance by changing its banner, icons, and

other UI components, and can assign labels to users and content with customized flairs. A

key feature of Reddit’s ecosystem is the karma system, which allows users to upvote and

downvote posts or comments to influence their visibility to other users [98], purportedly

incentivizing users to meaningfully contribute to discussions, but in practice contributing to

a bandwagon effect, whereby popular opinions are most visible and unpopular opinions can

be suppressed.

An analysis of subreddit rules shows they fall into two categories: prescriptive (what users

should do), and restrictive (what users should not do), and most employ a combination

of both [34]. Prescriptive rules include formatting requirements for posts, instructions to

follow the Reddiquette (a list of informal dos and don’ts created by site users that embody

common values of the site) [6], and a reminder to “be civil”; restrictive rules include rules

forbidding spam, harassment, hate speech, and trolling, and are most common on politics

subreddits. In the case of egregious rule violations, e.g., for excessive hateful or toxic speech

or calls to violence, subreddits may be quarantined or banned by Reddit administrators.

This community-level moderation has shown to decrease the activity of such communities
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even after migrating to different platforms (in the case of r/TheRedPill, r/The Donald and

r/Incels), even though the radicalization of their users was undiminished [21, 82].

Like the other platforms described, Reddit employs automated moderation tools to al-

leviate the workload of human moderators. Aside from automatic spam detection, which

operates at the site level, Automoderator is a tool that subreddit moderators can configure

to perform certain moderation actions automatically. Moderators can adapt the tool to the

needs of their particular subreddits, e.g., automatically removing posts with certain key-

words or website domains, removing posts from users with too little karma or accounts that

are too new, and enforcing formatting requirements for posts [52]. Automoderator can also

be used to automatically provide reasons for content removals, which educate users about

community norms and reduce the likelihood of future removals and rule violations [53].

2.3.2 Perceptions of Moderation

Even though the moderation actions of platforms are largely successful at removing the

most harmful content in a timely manner, the evenness of their application across different

demographics and how users perceive them can vary.

Cook et al. [26] explored the differences in user perceptions of toxicity and transparency

on platforms that were commercially moderated versus platforms moderated by user vol-

unteers. They found that there was no significant difference in the perceived toxicity of

commercially moderated versus user-moderated platforms, although they were significantly

more understanding of moderation practices on user-moderated platforms; participants who

were more confident reported engaging in more toxicity management behaviors (e.g., report-

ing toxic posts) themselves, although they perceived these efforts as ultimately ineffective.

On commercially moderated platforms, users wanted the company to take more responsibil-

ity for moderation; on user-moderated platforms, users wanted moderators and the posters of

content to have responsibility. Pan et al. [74] compared the perceived legitimacy of different

moderation practices. Out of moderation by paid contractors, algorithms, expert panels, or

user juries, expert panels were seen as the most legitimate. However, user agreement with

the moderation decisions that were made were more important than the moderation process

when determining legitimacy.

Users whose content is removed are often left wondering why, and a lack of transparency

on the part of moderators and their decisions has left users distrustful of moderator decisions

[70]. On Reddit, this is especially true for users with new accounts, whose posts may be

removed by Automoderator for violating unlisted account age or karma requirements. 69%

of analyzed content removals were not accompanied by any moderator feedback [56]. A sur-

vey of Reddit users whose content was removed showed most disagreed with these removals,

and several were confused and angry about these decisions. 37% did not understand why

the removals had occurred, and 29% of respondents were frustrated by the removals and be-
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lieved them to be unjust [51]. Similarly, Haimson et al. [44] assessed perspectives of Black,

transgender and conservative social media users whose content was removed by modera-

tors. Content from conservative users was generally removed for being offensive, containing

misinformation, or hate speech [55, 92], while content from Black and transgender users

was related to them expressing their marginalized identities, but being labeled as racism or

“adult” content, respectively, even if no rules were violated.

Values on Reddit differ between users and moderators, with a survey of moderators show-

ing they desired communities to be 56% more undemocratic than users did, but also had a

greater desire to improve the safety and trustworthiness of their communities [107]. While

moderators have large latitude to make moderation decisions that safeguard their commu-

nities, platforms lack tools for formalizing input from users when making these governance

decisions. A key takeaway is that most platforms could benefit from more transparent mod-

eration practices that take user perspectives into account.

2.3.3 Alternative Approaches to Platform Moderation and Governance

Researchers have developed several other tools and platforms that give users more agency

in governance decisions and facilitate discourse between users with different beliefs.

Cambre et al. [19] piloted a variant of the Talkabout platform [60], which allowed users

to engage in synchronous online political discussions in small groups via video calls. Though

the authors envisioned creating groups of users with diverse political beliefs, in practice only

2 of the 30 participants who indicated their political affiliation when signing up were conser-

vatives, and there was a large degree of attrition after recruitment, leading to the creation

of many small groups where participants held similar views. Nonetheless, participants found

the discussions valuable and informative, though future iterations could be improved with

discussion moderators or more specific discussion prompts.

A tool developed by Matias & Mou, called CivilServant, aids Reddit moderators in design-

ing, conducting, and analyzing data from field studies evaluating community phenomena and

policy implementations (e.g., to what extent newcomers follow subreddit norms, or whether

pinned moderator messages warning users to downvote untrustworthy news articles would

influence their spread) [66]. To provide moderators on Reddit with a more flexible auto-

mated moderation solution, Chandrasekharan et al. [20] developed an open source AI tool

(Crossmod) to recommend moderation actions. The tool is a collection of classifiers trained

both on the moderation decisions from 100 different subreddits, plus meta-rule classifiers to

detect violations of Reddit sitewide norms. The result was an ensemble of classifiers trained

with cross-community learning that based its recommendations on an aggregation of prior

moderation decisions, rather than manually defined rules, that was easy for moderators of

other communities to adapt to their needs. Similarly, Zhang et al. [109] developed a frame-

work (PolicyKit) that could be deployed on multiple platforms, allowing users to develop
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and enforce their own governance structures. PolicyKit represents governance as a set of

procedures to be followed, and could be used to express a variety of models, from delib-

erative juries, to elections, reputation systems, content filters, and constitutions governing

when policies can be changed.

This focus on the empowerment of users to shape the governance of their platforms

stands in contrast to many existing approaches, where users are beholden to the decisions of

platforms. Existing automated systems for performing or assisting with moderation may be

effective in several instances, but they can exhibit biased decisionmaking, over-reliance on

efficiency, and inconsistent enforcement of decisions [24]. While more user-centric approaches

do not necessarily eliminate these issues, sharing decisionmaking power has the potential

to increase transparency and accountability, and incentivizes building up and maintaining

online communities [89].

Crowdsourced Moderation Several studies also developed tools for and tested the ef-

fectiveness of platform users engaging directly in moderation. Hettiachchi & Goncalves [45]

analyzed how 28 participants recruited from Amazon Mechanical Turk moderated political

content from Twitter. A collection of tweets with the “Obama” keyword with a uniform dis-

tribution of sentiments were presented to participants over 20 days for moderation, in which

participants were tasked with determining whether they were appropriate for a general au-

dience. Tweets that were labeled as inappropriate had low sentiment scores, and contained

profanity, hate speech, grammatical errors, or were off-topic, similar to removal reasons from

Reddit’s subreddit moderation [34].

Vashistha et al. [104] created Sangeet Swara, a community-moderated voice forum for

users in rural India with limited internet access. Users could interact with the platform

exclusively via phone call audio and keypad presses, and submit voice recordings of songs,

poems, and other cultural content. Submitted content could then be played back in a

personalized feed, and users could upvote or downvote it to influence its ranking. Users

were highly engaged with the platform, but notably the content was uncontroversial, as the

domain was entertainment rather than politics.

Squadbox [63], by contrast, allowed users to moderate more controversial content via

friendsourced moderation, where recipients of online harassment via email could organize

a squad of friends to monitor their email inbox, allowing them to filter, reject, redirect,

and organize email messages. Users were appreciative of the collaborative nature of the

moderation effort and found the system easy to navigate and flexible enough to accommodate

their use preferences, though found that the moderation of itself was a lot of work.

Fan & Zhang [32] explored peer-based moderation in the context of a more traditional

social media environment by assessing how users perceived “digital juries,” a moderation

system where platform users would be actively involved in making moderation decisions,

and on which the study of this thesis is predicated. These juries would place potentially
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rule-breaking content “on trial,” and jurors would need to reach a consensus about any

punitive actions to be taken. Fan & Zhang present a five-stage model outlining such a

digital jury system, comprising jury selection (who should be a juror, how large should

the jury be), onboarding (what incentives should be offered to jurors, what preparation is

necessary), the case trial (what types of contents and evidence jurors can see, as well as how

it is presented and how a verdict is delivered), consensus (how/if jurors should communicate

with each other, what the consensus method should be, how long jurors can deliberate), and

finally enforcement (what records of the trial are available, and how a verdict is enforced).

A related study assessing whether digital juries could make consistent, repeatable deci-

sions [48] by obfuscating juror identities for repeated collaboration for similar moderation

cases found that individual jurors made similar decisions for similar cases, but that this was

only true if juries were allowed to deliberate. However, this consistency arose in part from

group polarization, whereby initial majority opinions swayed the final decisions of the group.

This may pose challenges for real-world implementation, but other work [41] aims to model

juries of different compositions (e.g., juries containing a certain proportion of Black or trans-

gender members) via supervised machine learning, potentially providing future researchers

a tool for assessing the effects of different jury compositions on decision outcomes.

Fan & Zhang’s study assessed user attitudes toward two possible configurations of the

system and compared them to user attitudes toward traditional platform-conducted moder-

ation. 82 participants from Amazon Mechanical Turk were recruited and grouped into juries

of approximately six members each (15 juries total). Each jury viewed the same three cases,

which were “written by the first author and designed to be contextually nuanced and bor-

derline with respect to violating standards.” Juries were shown each case once, in a random

ordering of three conditions: a control condition of “status quo” moderation, where the ju-

rors were shown the case and the moderation decision rationale are shown without any user

input; and two conditions requiring user interaction, where each juror is required to assign

a toxicity score to the case (with 0 as least likely to cause harm, and 10 as the most likely),

and choose from possible punishments for the content and the user who posted it. These

interactive conditions were a “scalable” condition, where users submitted votes and decisions

asynchronously, without deliberating, and an “immersive” condition, where jurors deliber-

ated synchronously via chat before submitting their decisions. After each condition, partici-

pants were surveyed about the condition’s democratic legitimacy—whether they thought the

process was fair, and how satisfied they were with the outcome. Additionally, after all three

conditions, participants were asked whether they thought jury decisions should merely be

recommendations or enforced by platforms. Participants expressed a greater sense of proce-

dural justice in the jury conditions compared to the control condition, and most preferred

the immersive condition (57.5%) versus the scalable condition (35%); the control condition

was the least preferred and was generally regarded as unfair. Thoughts were mixed about

deliberating, with some participants distrusting the opinions and motivations of other ju-
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rors and noting the potential for “groupthink” when making decisions. However, others

believed that exposure to other perspectives was valuable. There was no group preference

for verdicts being recommendations versus enforced, although individuals strongly favored

one over the other, depending on whether they were more trusting of platforms or other

users, respectively. Overall, while further research is necessary to explore other variations of

the system, it is promising because it was viewed as democratically legitimate by a majority

of participants, and would directly empower user stakeholders in the governance of social

media platforms.

3 Methodology

The goals of our study were threefold: Ultimately, we wanted to assess the impact of im-

plementing a digital jury moderation system on the polarization of social media end users

relative to traditional top-down moderation, which is our main novel contribution. Further-

more, we also wanted to see whether the subjective perceptions of the content users saw

would differ depending on which moderation system the content they viewed had passed

through, our secondary novel contribution. To realize these goals, we first recruited par-

ticipants to act as jurors for our implementation of a digital jury, and additionally sought

to replicate the analysis conducted by Fan & Zhang assessing how moderators viewed the

democratic legitimacy of the system, and to gather any insights or considerations they noted

from their moderation experience for how a digital jury might be deployed on a real social

media platform.

Thus the goals this thesis addresses can be summarized in the following research ques-

tions:

• RQ1: To what extent does the design of a social media moderation system (digital

jury system vs. standard moderation) impact the polarization of social media users?

• RQ2: How do users perceive a digital jury moderation system? How do moderators?

• RQ3: Are there areas for improvement in the structure of such a system and how it

can be integrated into existing social media platforms?

3.1 Study Design

We conducted a two-phase study to examine how employing a digital jury moderation system

would impact the polarization of moderators and end users, and how they would perceive

such a system, in comparison with the top-down moderation approach used by several ex-

isting platforms. The main premise was to channel the same content through two different
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moderation workflows, and then propagate the results of both to a researcher-controlled plat-

form where “end user” participants could interact with content from an assigned moderation

approach for a period of time.

Thus there were two study conditions: (i) a control condition, where users interact with

posts from a community employing “status quo,” top-down supervised moderation (moder-

ation decisions pre-selected without user input), and (ii) a digital jury condition, where the

community would employ digital jury moderation instead. The digital jury platform from

Fan & Zhang [32] serves as the basis for our digital jury. Fan & Zhang piloted multiple con-

ditions, and feedback indicated an immersive jury, where jurors deliberate via online chat,

can reduce juror disagreement; additionally, prior research indicates jurors report higher

satisfaction when the final ruling arises from unanimous (instead of majority) agreement.

Therefore, these are conditions we adopted for our study as well.

Our participants were politically engaged users of social media, and placed into three

overarching groups: two user groups (one per experimental condition), and one jury group.

Additionally, participants were grouped by political interests/affiliations, as users with dif-

ferent political beliefs tend to view different content on social media platforms [37]. The

hope was to simulate the effect of community moderation: how would moderators with sim-

ilar interests as the users whose content they are moderating affect the attitudes of users

subjected to such moderation?

The content that is moderated was real content from political subreddits on Reddit

(e.g., user submissions and their associated discussion threads), the majority of which were

subjected to moderation by subreddit moderators. This selection was pruned by researchers

to ensure that the content was both topical and not overly toxic (did not contain nudity,

pornography, explicit graphic violence, or content designed to incite violence; see Section 3.3).

Participants were recruited on an ongoing basis for the two phases of the study:

Phase I: Moderation Jurors were presented with a series of posts and the associated dis-

cussions, and deliberated to choose what, if anything, to moderate, and what the associated

consequences would be—whether to ban the author, delete the post, alert authorities, etc.

“Status quo,” top-down moderation for these same posts is simulated by the researchers, us-

ing the results of the moderation that occurred on Reddit (i.e., whether posts were removed

by moderators, or allowed to remain).

Phase II: User interaction A separate group of participants taking the role of end users

read the moderated posts for each of their respective conditions. This continued for two

weeks with each day’s content selection from both moderated content from Phase I as well

as content that was unmoderated. Polarization for each group was measured before and

after the experiment (see Measures below), in addition to subjective responses to answer

RQ2 and RQ3.
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3.2 Measures

The measures and survey instruments used in the experiment are summarized below. See

Appendix A for further details.

1. Measures of political affiliation and social media engagement, used to record demo-

graphics and screen subjects: Questions similar to those in Supplementary Materials

Section 2.2 of [12], e.g., “What do you consider your political affiliation? (Republican

/ Democrat / Independent/ Libertarian / Other / Not Sure)”; “Do you visit a social

media site at least three times a week in order to read messages/posts?”

2. Measure of political interest, adapted from Keeter & Igielnik [57]: “How engaged do

you consider yourself with US politics? (Very Disinterested / Disinterested / Neutral

/ Interested / Very Interested)”

3. Measures of polarization: These are assessed before/after the experiment for both

moderators and users. Three types:

(a) Ideological: Questions about policy positions on a seven-point Likert scale, (e.g.

stances on immigration, government regulations, homosexuality, etc.), as in [12].

(b) Affective: Feeling thermometer from Appendix A of [100]. (How do you feel

about Democrats/Republicans on a scale from 0 to 100?)

(c) Social: Assessments of social distance, such as marriage/community preference

questions in Appendix B of [100], or social distance questions after Table B1 in

Appendix B of [94].

4. Subjective impressions of their experiences with the digital jury moderation system,

obtained after the experiment via questionnaire, e.g. “To what degree do you think

that the moderation process was fair?”; “Are there ways you think the moderation

system could be improved?”

5. The Secondary Traumatic Stress Scale for Social Media Users (STSS-SM) in Appendix

C of Mancini [64], to assess if participants experienced emotional distress during the

course of the study.

3.3 Content Selection

We selected our content from the PushShift archive of Reddit submissions and comments

[15] as the source of our content, since it is publicly available, easy to query, and designed

with researchers in mind. Specifically, it generally stores posts in their initial state shortly

after submission, allowing us to see any posts or comments that might have been removed

in the state they were in prior to removal.
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Liberal Conservative Neutral/Other

r/Liberal r/Conservative r/politics
r/progressive r/The Donald r/worldpolitics

r/SandersForPresident r/TheNewRight r/Libertarian
r/HillaryForPresident r/Republican r/LateStageCapitalism

r/socialism r/sjwhate r/ukpolitics
r/neoliberal r/Anarcho Capitalism r/Enough Sanders Spam
r/democrats r/debatealtright r/GoldandBlack
r/VoteBlue r/debatefascism r/PoliticalHumor

r/BernieSanders r/altright r/PoliticalDiscussion
r/hillaryclinton r/new right r/eupolitics

r/ChapoTrapHouse r/MensRights r/uspolitics
r/esist r/romney r/geopolitics

r/Political Revolution r/progun r/COMPLETEANARCHY
r/Biden2020 r/CollegeRepublicans r/conspiracy

r/DemocraticSocialism r/prolife r/collapse
r/LibertarianLeft r/WatchRedditDie r/AmericanPolitics

r/obama r/Anarchism
r/ElizabethWarren r/moderatepolitics
r/Pete Buttigieg r/NeutralPolitics

r/EnoughTrumpSpam r/GaryJohnson
r/Impeach Trump
r/Fuckthealtright
r/Anticonsumption

Table 1: Subreddits used as sources of content for the study. Note that the current state of
some subreddits may be different from when the study was conducted (e.g., r/The Donald
has since been banned, and r/worldpolitics is no longer actually related to world politics).

We scraped the archives of subreddits listed in Table 1 for posts created between Decem-

ber 28, 2020 and August 3, 2021 using PushShift’s Python API, and then curated two sets

of posts, one set each for liberal or conservative participants. Each set contained a total of

210 posts: 100 that had faced moderation by subreddit moderators, and 110 that did not.

We included unmoderated posts so user participants would still have content to engage with

in case the moderated content was removed. 60% of posts for each set were obtained from

either liberal or conservative subreddits, and the other 40% were obtained from subreddits

not from either affiliation (based roughly on Knobloch-Westerwick & Meng [58], who found

that approximately 40% of content users encountered when browsing social media did not

align with their views).

Content was selected in an iterative fashion. For all groups of posts (moderated or

unmoderated for liberal or conservative participants), a random post from the archived set
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of posts from the relevant subreddits would be presented without replacement to a researcher

for approval. Posts that had broken or missing links or images, contained violence or nudity,

or had faced moderation (i.e., had a comment from a moderator indicating as such) for a

reason unrelated to the nature of the post’s content (was removed for formatting reasons or

for being off-topic, and not for trolling, harassment, or similar offenses) would be rejected.

Additionally, posts that were accepted were rated for their perceived toxicity. Researchers

were presented with the following instructions (similar to that used by Fan & Zhang):

“Toxic content” can have many definitions, including hateful, aggressive,

or disrespectful comments that may make it likely to encourage violence,

exacerbate derogatory views towards a group of people, or make a

reader feel emotional or psychological harm. Toxicity measures the degree

that speech may have the potential to harm people, much like a toxic poisonous

substance could cause harm. This may include slurs, epithets, profanity, insults,

political dogwhistling (coded messages), or explicit/implicit threats. Some con-

tent may be seen as racist, sexist, homophobic, xenophobic, etc. Regardless of

what you think should be done with the content, please use the following bench-

mark to select your personal opinion on how toxic the content is:

• 0-2: OK, unlikely to cause harm

• 3-7: Borderline, ambiguous or hard to say, with the potential to cause

harm

• 8-10: Toxic, likely to be perceived as aggressive, hateful, or with potential

to cause harm.

Posts rated as ‘Borderline’ would be considered moderation gray areas, and used for the

moderation portion of the study; posts rated as ‘OK’ would be accepted as-is; and posts

rated as ‘Toxic’ would not be shown to participants. We enforced a ratio of borderline to

non-borderline posts, requiring 70 moderated and 35 unmoderated posts to be borderline

(we assumed that posts that had faced moderation were more likely than posts that had

not to fit into this category). This yielded a collection of 210 posts each for liberals and

conservatives, half of which were borderline and were shown to moderators.

Once an initial post selection was made, these posts were rated by at least one other

researcher for their toxicity. The final toxicity score for a post was the maximum of all

scores provided by researchers, and any post with a rating of 8 or higher (in the ‘Toxic’

category) was removed. This process of post selection and rating was repeated for the

remaining posts until an acceptable final set was obtained. Up to ten top-level comments

from each post were also obtained and reviewed.

We reviewed a total of 817 posts, and kept a total of 417 for our final set (three posts

from the neutral/other category occurred in the sets for both liberals and conservatives).
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Any usernames or identifiable text present in the selected content was altered or removed

by researchers.

3.4 Recruitment

Once we had completed our post selection, we began recruiting participants using a method

similar to Jhaver et al. in [51]. We chose Reddit as our recruitment platform of choice, as

messaging there or followup via email would allowed us to develop rapport with participants,

address any questions or concerns about the study, and facilitate scheduling synchronous

deliberation sessions among groups of participants for the moderation portion of the study

more easily. Recruitment efforts began in August 2021 and were iterative, until March 2022

when our last user was enrolled.

We contacted a random subset of users who had commented on either the r/Liberal,

r/Conservative, or r/politics subreddits (as we were looking to recruit participants who were

regular social media users and politically engaged) with information about the study, as

well as researcher and institutional review board contact information, and addressed any

questions and concerns participants had about the study procedure, motivations, partici-

pant anonymity and data security practices. We kept the fact that moderators would be

grouped with others of similar partisan ideology hidden so as not to potentially bias any fu-

ture moderation decisions. Participants interested in participating completed our screening

questionnaire (Appendix A.1).

We accepted participants who were ages 18 or older, from the USA or Canada, were active

on social media for three or more days per week, and were engaged with US politics. We also

included two “honeypot” questions in our screening questionnaire (“What made you decide

to participate in this study?” and “Imagine you are working on a group project, and one

of your group members isn’t doing an equal share of the work. How might you resolve such

a situation?”) in an effort to avoid recruiting any malicious actors who would not engage

with the experiment; potential recruits who did not make a meaningful effort to answer

these questions were rejected. Our screening questionnaire also included questions for our

measure of ideological polarization, which assessed participants policy positions on several

issues and which we used to sort participants into either liberal or conservative groups. (See

Appendix B for how the ideological score is calculated.) Participants who had an ideological

score of zero were rejected, as this indicated no partisan leaning. While we were recruiting for

the moderation phase of our study, we also asked participants to indicate their availability

for time slots in the upcoming two weeks set aside for jury moderation. If participants

were unavailable but still interested in participating, or they were ideologically aligned with

a partisan affiliation that had already completed the moderation phase, they were instead

assigned to the user cohort.
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3.5 Phase I: Moderation

Once participants were screened and recruited according to the criteria above, we obtained

informed consent (participants were provided consent forms via email, and were able to ask

researchers any questions they might have before submitting the signed form) as well as

responses to the pre-experiment survey (see Appendix A.2) before providing them access

credentials to our study website, which hosted the moderation platform. We used partici-

pants’ screening questionnaire responses to assign them to groups of 2 – 5 jurors of the same

political affiliation and availability. (Only one group had two members, due to a last-minute

scheduling conflict and inability to postpone the first session). Each group was assigned two

dates and times to log in to the study website for synchronous deliberation sessions of one

hour each. There were five groups per political affiliation (five liberal and five conservative

groups), and each was responsible for moderating 11 cases on their first day, and 10 on

their second (for the requisite 105 cases per political affiliation that researchers had initially

rated as having borderline toxicity). 19 liberals (median age 25–34; 17 male, 1 female, 1

non-binary) and 12 conservatives (median age 25 – 44; 10 male, 2 female) completed both

days of the experiment (four conservatives dropped out after the first, however, and one

had uncaught errors when taking the pre-experiment survey, leaving only demographic data

available). Jury vote statistics in Section 4.2.1 use votes from all jurors available.

At the scheduled start time, participants logged into the study website, and were shown a

web page with onboarding instructions for their task and how to use the moderation interface,

as well as an instructional video for how to use the moderation platform. Deliberation was

synchronous; once all jurors were in attendance, deliberation could begin. The site interface

is as shown in Figure 1. Each case consisted of one post and up to ten associated comments,

collectively the “case components.” An image of the post an any of its comments is shown

as it would appear in our site for the user portion of the experiment (see Section 3.6). Any

links or multimedia from any of the case components could be clicked and viewed in the

panel on the left. The grey bottom banner was open by default to show the voting interface,

and could be toggled open and closed. Participants communicated via text-based chat with

the other jurors, and could be initiated by entering a user name in the chat box on the lower

left.

For each case component each juror needed to provide three assessments (slightly modified

from Fan & Zhang):

• A toxicity score of content, defined as likelihood to cause harm (0-2 OK, 3-7 Borderline,

8-10 Toxic); participants were provided the same directions for scoring that researchers

were in Section 3.3.

• Punishment for the content, if any (unlist from users’ feeds, delete from the site,

and report to authorities).
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Figure 1: The moderation website user interface. (Top) The voting panel, which participants
can toggle open or closed. The timer and instructions are visible in box A, and the chat
interface jurors can use to deliberate is shown in box B. The voting interface, where users
can select a toxicity score as well as any punitive actions for the component chosen in the
dropdown menu, is shown in box C. (Bottom) The website layout once voting is complete.
Any case links or media are shown in box D, and an image of the post and any comments
as they would appear on a social media website are shown in box E, regardless of whether
voting is complete. (The voting panel can obscure these if it is open.) The votes made by
jurors for the toxicity score and any actions to take for each component are in box F.
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• Punishment for the user, if any (warn, ban for 1 week, and permanently ban).

The dropdown on the bottom right allowed users to select components for the case. Jurors

rated the toxicity of each post using the slider below the dropdown menu, and could select

punitive actions to take for posts rated 3 or greater. All ratings and actions selected per

component were saved as soon as jurors made them, and could lock in their vote once they

were finished.

Jurors had six minutes per case to deliberate and vote on each component. Jurors were

advised that all of their votes and actions for each component needed to be unanimous, or the

jury would be “hung” and the case tabled for later. A unanimous component is one where

all jurors rated toxicity in the same bin (‘OK,’ ‘Borderline,’ or ‘Toxic’) and selected the same

actions. Any case not rated by jurors defaulted to a toxicity score of zero and no actions

taken. If all jurors locked in their votes before the timer elapsed, jurors could immediately

proceed to the next case; otherwise, all juror’s votes from when the timer elapsed would be

locked in. Once all votes were submitted, jurors could see the votes and actions selected by

all members in the panel on the right before proceeding.

Once the jurors had completed both days of moderation, they completed a post-experiment

survey (see Appendix A.3) and were debriefed on the full nature of the experiment and the

expected results. Jurors were provided $7.50 gift card credit for each day of participation. At

the conclusion of the experiment, out of an abundance of caution to ensure that none of the

content that participants saw had been harmful, participants also completed the Secondary

Traumatic Stress Scale for Social Media (Appendix A.4. If any participants scored higher

than 27 (moderate secondary traumatic stress), we followed up and provided information

about the following mental health resources:

• The National Alliance on Mental Illness (NAMI) Helpline1

• The Crisis Textline2

• The International Association for Suicide Prevention (IASP) list of crisis centers and

intervention services3

Five juror participants were contacted.

3.6 Phase II: User Interaction

After the juror groups had completed moderation for all of their content, the user groups

began their portion of the experiment beginning January 2022. As in the prior portion,

informed consent and pre-experiment survey responses were obtained for each participant

1https://www.nami.org/help
2https://www.crisistextline.org/
3https://www.iasp.info/resources/Crisis Centres/
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Figure 2: Sample post as it appeared on the Agora platform used in the user interaction
phase of our study.

prior to the start of the experiment. Users were once again divided into either liberal

or conservative group based on their screening questionnaire responses, and were further

divided into groups that saw the results of either top-down moderation from Reddit, or the

results of our jury moderation (2 partisan affiliations × 2 experiment conditions = 4 groups

total). We recruited 24 participants who completed this portion of the experiment—7 liberal

users in the top-down condition (median age 25–34; 6 male, 1 female), 10 liberal users in

the jury condition (median age 25–34; 9 male, 1 other), 4 conservative users in the top-

down condition (median age 25–34; 2 male, 2 female), and 3 conservative users in the jury

condition (median age 35–44; 2 male, 1 female).

Participants in the top-down conditions were shown the current state of posts that were

not moderated, as well as the results of Reddit’s moderation of the moderated posts (e.g., if

Reddit moderators elected to delete a post, it was not shown) for their respective political

affiliations. Participants in the jury moderation condition saw the unmoderated posts, in

addition to the results from our jury moderation. Any case components that jurors unan-

imously chose to unlist, remove, or report to authorities were not shown to users, and any

banned authors would be banned for the duration the jury had chosen if their content ap-

peared elsewhere in the post selection (real author usernames were not shown to users).

Cases that had been “tabled for later” were in fact accepted as-is for the user group.

To host the content, we built a platform called Agora (Figure 2, built on top of the

23



Truman platform developed by DiFranzo et al. [29]. The Truman platform serves as a

simulated social media feed, where researchers can developed customized content feeds for

study participants. Researchers are able to assign posts and comments to different fake users,

or “actors,” control when they appear, and even create scripted interactions between actors.

Our implementation of the Truman platform was simplified; the ability of participants to

make posts of their own had been removed, as there were no scripted interactions with actors.

The user interaction portion of the experiment took place asynchronously over fourteen

days for each participant, in order to ensure they engaged with the results of each type of

moderation for an appreciable amount of time. We evenly divided the post collections to be

shown for each group into fourteen sets (of six to fourteen posts, depending on the group), to

be shown on each day of the experiment. We also developed engagement questions related

to the content of one of the unmoderated posts shown to liberals or conservatives for each

day of the experiment that participants would be required to answer, to ensure they engaged

with the content.

Before they began, users were told that they would need to log into Agora for 5 – 10

minutes each day for two weeks to view a series of social media posts, and would need to

answer questions about the content they saw each day. From the moment they logged in,

users would have 24 hours to view the content for that day of the experiment; once 24 hours

elapsed, the content would cycle to the next day. At this point, participants would be sent

a link to a daily engagement question, asking about one of the posts from the prior day.

Participants were paid $13 in gift card credit for the first day of the experiment, plus $0.50
per day they answered the daily engagement question (a maximum of $20). After each week,

participants were also asked to complete the STSS-SM, as the jurors were above, and sent

information about mental health resources if they scored 27 or above (indicating moderate

secondary traumatic stress; four user participants were contacted). Once the two-week period

elapsed, participants completed the post-experiment survey.

4 Results

4.1 RQ1: Changes in Polarization

We assessed polarization for both moderators and users using the measures described in

Section 3.2. In addition to the raw responses to the Likert scale questions from our pre- and

post-surveys (see Appendix A), we also used these responses to create continuous outcome

measures for ideological, affective, and social polarization (see Appendix B). Our ideolog-

ical, affective, and combined social scores (as well as the combined social score’s marriage

preference, social distance, and likeminded community components), range from ±1, with

−1 the most aligned with or favorable to liberals and +1 the most aligned with or favorable

to conservatives. As both our moderator and user participants were separated according to
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Figure 3: Continuous measures of polarization for liberal moderators. The Likeminded
Community component has been negated to facilitate comparison with the other data (more
negative indicates more favorable toward liberals).

their political leanings, the quantitative results from both phases of our study are separated

for liberals and conservatives as well.

4.1.1 Phase I: Moderation

Our main goal was to investigate the polarization of end users, but to explore any differ-

ences that might exist between jurors, we conducted an exploratory analysis of polariza-

tion among our moderator participants as well. For the moderation portion of the study,

Wilcoxon signed-rank tests comparing Likert responses from before and after the experiment

for members of each affiliation yielded no significant changes for either liberals or conserva-

tives. Paired t-tests were conducted to compare our continuous outcome measures before

and after the experiment. We observed no significant changes in ideological, affective, or

combined social scores for either liberals or conservatives (Figures 3, 4), though the social

distance component of the combined social score had significantly decreased for conserva-

tives (pre-experiment M = 0.068, SD = 0.162; post-experiment M = −0.021, SD = 0.167;

t(16) = 2.287, p = 0.016), but not for liberals (Figure 5). This is reflected in a signif-

icant difference between the change in social distance of liberal (M = 0, SD = 0.144)

and conservative (M = −0.114, SD = 0.131) moderators, assessed via an unpaired t-test

(t(28) = −2.149, p = 0.040).

4.1.2 Phase II: User Interaction

After the user interaction portion of the experiment concluded, we performed similar analy-

ses to those above for our main contribution, to determine to what degree polarization had
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Figure 4: Continuous measures of polarization for conservative moderators.

Figure 5: (Left) Slopegraph showing a significant difference in social distance for conservative
moderators before vs. after the experiment (p < 0.05). (Right) Slopegraph showing social
distance for liberal moderators before vs. after the experiment. There was no statistically
significant difference.
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Figure 6: Continuous measures of polarization for liberal moderators from the top-down
condition. The likeminded community component has been negated to facilitate comparison
with the other data (more negative indicates more favorable toward liberals). A paired t-test
indicated a significant decrease in the combined social score for social polarization.

changed and whether there were any significant differences between the different experiment

groups. Paired t-tests comparing the continuous outcome measures before and after the

experiment for all four groups (liberal top-down, liberal jury, conservative top-down, and

conservative jury users) yielded a significant decrease in the combined social score for liberal

users in the top-down condition (pre-experiment M = −0.103, SD = 0.318; post-experiment

M = −0.151, SD = 0.338; t(6) = 2.828, p = 0.030) (Figure 6). No significant differences

were observed in outcome measures for liberal users in the jury condition (Figure 7), conser-

vative users in the top-down condition (Figure 8), or conservative users in the jury condition

(Figure 9). Changes in the continuous outcome measures for liberal and conservative users

are shown in Figure 10 and Figure 11, respectively.

Wilcoxon signed-rank tests to compare the raw Likert survey responses from before and

after the experiment for all four groups yielded no significant differences.

We conducted a two-way ANOVA to determine the effects of partisan affiliation and

experiment condition on the changes (post − pre differences) observed for each of the con-

tinuous outcome variables. No significant main effects or interactions were observed for the

ideological score or affective score, nor for the social distance or likeminded community com-

ponents of the combined social score. However, there was a significant interaction between

partisan affiliation and experiment condition for the combined social score (F (1, 20) = 6.112,

p = 0.023). Table 2 shows the mean score changes for each group of participants. Users who

interacted with content from the top-down condition became more polarized, while users who
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Figure 7: Continuous measures of polarization for liberal moderators from the jury condition.
The likeminded community component has been negated to facilitate comparison with the
other data (more negative indicates more favorable toward liberals).

Figure 8: Continuous measures of polarization for conservative moderators from the top-
down condition.
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Figure 9: Continuous measures of polarization for conservative moderators from the jury
condition.

Figure 10: Changes in continuous measures of polarization for liberal users from both the
top-down and jury groups. The Likeminded Community component has been negated to
facilitate comparison with the other data (more negative indicates more favorable toward
liberals).
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Figure 11: Changes in continuous measures of polarization for conservative users from both
the top-down and jury groups.

interacted with content from the jury condition became less polarized, on average. Unpaired

t-tests comparing changes in continuous outcome measures between experiment conditions

for either liberals or conservatives yielded no significant differences. Mann-Whitney U tests

comparing changes in Likert survey responses between experiment conditions for either lib-

erals or conservatives likewise did not yield any significant differences.

We also performed ordinal logistic regression to determine the effects of partisan af-

filiation and experiment condition on the changes observed for each of the Likert scale

survey responses (analogous to the ANOVA above). We observed a significant interaction

between partisan affiliation and experiment condition for responses to question 5a in our pre-

Affiliation Condition Mean SD

Liberal Top-down -0.048 0.045
Conservative Top-down 0.069 0.083
Liberal Jury 0.003 0.103
Conservative Jury -0.167 0.313

Table 2: Changes in combined social score after the experiment for end user participants
from each partisan affiliation and experiment condition. A two-way ANOVA indicated a
significant interaction between affiliation and condition (F (1, 20) = 6.112, p = 0.023).
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Affiliation Condition Mean SD

Liberal Top-down -0.286 0.951
Conservative Top-down 1.0 0.817
Liberal Jury 0.1 0.568
Conservative Jury -1.0 1.732

Table 3: Changes in Likert responses to pre-experiment question 5a (Please rate the degree
to which you agree or disagree with the following statements from 1 (Strongly disagree)
to 7 (Strongly agree): Stricter environmental laws and regulations cost too many jobs and
hurt the economy) for end user participants from each partisan affiliation and experiment
condition. Ordinal logistic regression indicated a significant interaction between affiliation
and condition (p = 0.013) as well as a significant main effect from condition (p = 0.012).

Affiliation Condition Mean SD

Liberal Top-down 0.286 0.488
Conservative Top-down 0.75 0.957
Liberal Jury 0.1 0.568
Conservative Jury -0.333 0.577

Table 4: Changes in Likert responses to pre-experiment question 11 (Imagine for a moment
that you are moving to another community... In deciding where to live, how important
would it be to live in a place where most people held political views similar to your own?
(1 Not important, Somewhat important, Moderately important, 4 Very important)) for end
user participants from each partisan affiliation and experiment condition. Ordinal logistic
regression indicated a significant main effect from condition (p = 0.033).

experiment survey (p = 0.013) (used to calculate the ideological score; see Appendix A.2), as

well as a significant main effect from experiment condition (p = 0.012). Changes are summa-

rized in Table 3; see Table 5 for model parameters and statistics. We additionally observed

a significant main effect of experiment condition on responses for question 11 (p = 0.033),

which determines the likeminded community component of the combined social score. See

Table 4 for the mean response changes for each group of participants; model parameters and

statistics can be found in Table 6.

To assess the impact of experiment condition on our scores for ideological, affective,

and social polarization while controlling for demographic data, we performed multivariate

ordinary least squares regression. This yielded three linear models (one each for the ideolog-

ical, affective, and combined social polarization scores) for predicting each post-experiment

score, with the experiment group, pre-treatment score, and seven other covariates as predic-

tors. See Tables 7, 8, and 9 for model information. For both the ideological and affective

scores, the pre-experiment scores were the only significant predictors of the post-experiment
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scores (p = 0.003 and p = 0.004, respectively). There were no significant interactions

between experiment group and the post-experiment polarization scores, although the inter-

action between experiment condition and the combined social score approached significance

(p = 0.064).

4.2 RQ2: Perceptions of Moderators and Users

In addition to measuring its impact on polarization, we were also interested in understanding

how moderators used and perceived our implementation of a digital jury moderation system,

and how this translated to the experiences of end users.

4.2.1 Phase I: How Moderators Used and Viewed Jury Moderation

We analyzed the vote data from all of the juries to see if there were any differences between

liberal and conservative juries, and whether these decisions were any different from those

made by Reddit moderation, analysis dimensions unavailable in Fan & Zhang’s study. We

found that jurors of both affiliations consistently achieved unanimous verdicts, with liberals

slightly less likely to do so than conservatives (Figure 12. This was largely attributable to

the fact the vast majority of case components (over 90% for both cohorts) were marked as

‘OK’ for toxicity, with scores between 0 and 2.5. Liberals were slightly more likely than

conservatives to rate posts as either ‘Borderline’ or ‘Toxic,’ and were six times more likely to

take punitive actions against content or users than conservatives (Figure 13). However, in

absolute terms, the downstream impact on content was minimal: the actions liberal jurors

chose resulted in the removal of 6 posts, and the actions conservative jurors chose resulted

in the removal of only 2, compared to Reddit moderators’ removal of 76 and 72 posts from

the same respective collections (Figure 14). Thus our participants were much less likely to

remove content compared to Reddit moderators overall.

We also replicated part of Fan & Zhang’s study to analyze the perceived democratic

legitimacy of digital jury moderation. As in their work, we surveyed jurors on six criteria as-

sessing their perception of the moderation process’s legitimacy (legitimate exercise of power,

trust, equal valuing of individual voices, fairness, care of personal preferences, and efficacy in

moderating content), as well as satisfaction in verdict outcomes and subjective sense of time

pressure (Figure 15; see Appendix A.3 for questions). We largely corroborate the findings

from their immersive condition, and additionally are able to separate results based on partic-

ipants’ political affiliations. Jurors of both affiliations believing the moderation process was

fair, valued jurors’ individual voices and preferences, and achieved satisfactory outcomes.

Measures of trust in the platform and platform efficacy in removing harmful content was

lower for both affiliations than was observed in Fan & Zhang’s study (five jurors noted there

was, in their view, little objectionable content that was encountered). Mann-Whitney U

tests showed liberals experienced significantly more time pressure than conservatives (liberal
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Figure 12: Fraction of case components with unanimous verdicts for liberal and conservative
moderators. Components without unanimous verdicts received mixed votes from juries that
were hung, and were allowed to remain unchanged when shown in the user interaction portion
of the study.

Figure 13: (Left) Fraction of case components with unanimous verdicts for liberal and con-
servative moderators, divided by toxicity category. (Right) Fraction of case components with
unanimous verdicts for liberal and conservative moderators, divided by action type.
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Figure 14: The number of posts removed by each moderation system. Reddit moderators
removed 76 liberal and 72 conservative posts for our top-down condition, while our juror
participants removed considerably fewer, with 6 liberal and 2 conservative posts removed in
the jury condition.

median = Somewhat (4), conservative median = Not at all (1), U = 36.5, p = 0.003), which

may be related to their increased likelihood to rate posts as having a higher toxicity and

take punitive action, which requires more engaged deliberation to achieve unanimity (rather

than leaving components at a score of zero). We also observed that conservative jurors

were much less likely to view the moderation process as a legitimate exercise of a social

media platform’s power, though this difference did not reach statistical significance (liberal

median = Somewhat (4), conservative median = A little (2), U = 56.5, p = 0.075).

4.2.2 Phase II: User Perceptions

After the moderation phase of the study was complete and content had been allocated for

each user group, we looked to establish our secondary novel contribution and see whether

there were any significant differences between the respective experiences of users in each

group. Once the user portion had concluded, we surveyed participants about how toxic the

perceived the content they saw was (Figure 16, as well as to what extent they agreed with

the content they saw (Figure 17. Liberal users in the top-down condition were slightly more

likely to rate the content they saw as borderline (mean toxicity rating 4.14), compared to

liberal users in the jury condition (2.8), conservative users in the top-down condition (1.5), or

conservative users in the jury condition (2.33). Overall, users who viewed content from the

jury moderation condition rated content more closely than those who viewed content from

the top-down condition. Users of all groups appeared to have similar agreement with the

content they saw, neither agreeing nor disagreeing. Ordinal logistic regression to determine
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Figure 15: Moderator post-survey responses assessing the legitimacy of the moderation
process, as well as satisfaction in verdict outcomes and subjective time pressure.
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if there were any differences mediated by partisan affiliation, experiment condition, or the

interaction between the two indicated that there were no statistically significant differences

between these responses for all groups. Thus participants viewed the content from both

moderation systems similarly.

We also categorized the subjective responses provided by nine users and observed five

common themes.

Users disliked content Two users viewed the content they were shown unfavorably.

According to one user: “Many of the posts admittedly were what I could only describe as

boring or at least uninteresting posts seemingly made by people with little grasp of what they

were endeavoring to pontificate upon.” The other user stated that “the majority of the

comments, and some of the articles, simply seemed naive and ignorant.”

Content was outdated Two other responses expressed disappointment that the content

was outdated: “The experiment didn’t evoke much emotion given that most of the articles

were based on news stories from a year ago I was already aware of and had processed.”

Lack of engagement Two users also were disappointed that they did not engage more

with the content (“I thought I would engage more.”)

Users liked content There were also two users who appreciated the content: “I enjoyed

reading the daily posts because they were not overly biased.”

Content was unrealistic One user believed that the content was fake: “It also felt very

surreal and made it tough to genuinely take seriously because I saw the same “people” who

had used their full name and a headshot as their profile picture. This made it feel like I was

just reading fake/curated takes intended to try and evoke an emotional response more than

a genuine take.”

None of the responses indicated that users were aware of the moderation system they

were assigned.

4.3 RQ3: Drawbacks and Improvements

Moderators provided the most insight regarding the shortcomings of our implementations,

as well as suggestions for how it could be improved, in their qualitative feedback. We

categorized participant responses and outline some common trends here.
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Figure 16: User post-survey responses assessing how toxic they believed the content they
saw to be.

Figure 17: User post-survey responses assessing the extent users agreed with the content
they saw.
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Desire for clearer rules Of the 30 moderators who completed the post-experiment survey,

eight expressed that clearer rules would have been useful when making moderation decisions:

“Moderation is a very difficult situation to get correct. Your best bet is to set out clear and

concise rules and get thick-skinned people to enforce them without bias.” Another stated that

“a clear guideline with examples of toxicity would be helpful. For example, where is the line

on political statements? Also, does toxicity just need to represent an attitude, or does there

have to be implicit or explicit chance of harm (physical or mental)?”

Concerns about moderator bias Six participants expressed concerns over how mod-

erator bias could impact verdicts: “The problem is that, more typically than not, you have

an arbitrary number of moderators who all think exactly the same. They all either lean left

or they all either lean right. That is when speech can be impeded because it does not align

within the moderator groups’ political spectrum.” Ensuring that there was “more input from

a variety of mods with different perspectives” and that “...the moderators are not politically

motivated to censor social media” was seen by some participants as key to ensuring an ef-

fective and fair moderation experience. There is merit to these criticisms as they relate to

our experiment. While our juries were ideologically homogeneous to better reflect the nature

of partisan communities online, defendants accused of crimes in the United States are enti-

tled to a trial by an impartial jury. Although the popular notion of a “jury of one’s peers”

may evoke the notion of a jury composed of members who share similar similar views and

experiences as the defendant, in practice this has come to mean that jurors need only be

“those who have enough in common with the accused, or who have enough sympathy for the

accused, to be able to give a realistic evaluation of his story” [62]. The U.S. Supreme Court

has ruled that for jurors to fulfill this requirement they must be drawn from a representative

cross-section of the district population, though the degree to which this occurs in actuality is

disputed [31, 106]. Diverse, representative juries can draw from their various life experiences

and predispositions to better evaluate the evidence at a trial, and are perceived as more

legitimate than juries that are unrepresentative [31].

UI confusion Six participants also noted some confusion with the moderation site interface

(“It was a little clunky at first but eventually we got the hang of it.”), and suggestions for

improving it: “I find the behavior of the bottom panel to be a bit counterintuitive. When you

“lock in your decision,” it minimizes into the bottom of the screen. While you can click the

white bar to bring it back up and get back into the chat, there isn’t any symbol that shows

users they can do that; it’s just a white bar. They need to experiment by clicking it to see

that it opens back up...I believe users still want to stay in the conversation after voting, and

taking them out of it every time they press that button isn’t helpful.”
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Time and social pressures Eight remarked there was time pressure and expressed a

desire for more time to deliberate, stating they would have liked “less pressure to come to

an agreement within a specific time limit” and “longer time to research/fact check”: “If it’s

6 minutes per thread and you’re dealing with threads with many comments, then the time

pressure is too much to be able to make a meaningful group decision, or results in a hung

vote.” Two also commented on the presence of social pressure to change their vote when

deliberating with other jurors: “I definitely felt some social pressure to change my votes

to be more in line with what others said.” Expressing similar sentiments, another juror

responded:“Once I voted that one meme was not toxic, I felt pressured to say zero again...

Even though I read the instructions, I felt conflicted about how to decide what was toxic,

and maybe pressured by the other jurors to vote zero, because their standard was whether

words on a screen could cause bodily harm.” One user liked the unanimity requirement

(“Probably the biggest advantage of this system is that it helps reduce upward creep of scores.

When everyone has to be unanimous, it brings down the scores that are just slightly higher

than average... The amount of cultural and political power a moderator team could have is

far beyond appropriate.”) though others didn’t like that jurors in the minority could hold

deliberation hostage (“I can respectfully say that I think something is toxic but not everyone

agrees which is why there were a lot of hung juries. People weren’t willing to negotiate/budge

on their rating.”) These phenomena are also observed in real-world juries. Other work has

shown that a variety of social factors can influence juror decisions, such as peer pressure,

desire for conformity, or attitudes toward characteristics of defendants or aspects of the case,

that can lead jurors to be swayed by positions of those who speak first, the views of a small

minority group, or the majority [11]. Jury size also impacts the deliberation process and its

outcomes: larger juries are more likely to have diverse compositions, but also tend to require

more time to deliberate, and are more likely to hang [85, 88].

Cases were easy Despite the prevalence of time pressure, five jurors also commented on

the relative ease of the moderation cases they encountered. One said, “I was really thinking

you were going to get way rawer with us. These were just mild political opinions. The only

times I get upset at social media...is when I get upset at the content.” Another likewise

remarked “I felt that you could have included edgier, more problematic content. The things

I see on the internet are overtly racist, sexist, homophobic, etc., and I feel like the collection

of posts we were given were mostly morally ambiguous.”

Possible improvements Several also had suggestions for novel improvements to the mod-

eration system. Four expressed interest in the ability to see how other jurors had voted before

submitting their votes: “Being able to see each person’s votes/selections before locking in,

rather than only being able to chat about them before lock in, would make it easier and faster

to compare approaches.” This stands in contrast to a real-world jury, where “locking in”
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the decision involves all jurors reaching a consensus and submitting the final verdict to a

judge. One person suggested adding a real-time indicator of the jury’s status during delib-

eration: “If the UI gave an active meter of the decision as it’s being made, it would help

inform the discussion. Often we didn’t know it was going to be hung until after it was too

late to discuss.” Two indicated that time to practice with the user interface before voting

began would have been a welcome edition: “Start with a few trial rounds that don’t count.

Let users test out the system without feeling too much pressure before the actual experiment

begins...It could be helpful to have someone who the group can ask technical questions during

these trial rounds, merely to clear up any potential confusion as quickly as possible among

participants about the system itself and how it’s supposed to work, before the actual exper-

iment begins.” Others suggested changes to the voting system (“[It] could be interesting

to implement ranked choice voting for content actions”; “Discussion might be reserved for

content that has already been elevated from a larger pool of asynchronously voting modera-

tors who can make quick/gut decisions. Averaging many opinions together can do a good

job where a few will be stochastic and noisy.”), mechanisms for resolving disagreements (“A

mechanism for resolving disagreements would be helpful, instead of just tabling them.”), or

using different jury sizes (“Larger juries would help.”)

Enjoyed participating Finally, six moderators said they enjoyed the experience and ap-

preciated the opportunity to participate. (“The study was really interesting and fun to be a

part of and I hope the data has been useful.”; “Overall it was interesting and I am glad to

have been a part of it.”)

4.4 Limitations

There were several limitations to our study that future work could address. A key limitation

that limits the statistical power and generalizability of our results is our small sample size.

While our choice to recruit participants from Reddit allowed us to develop rapport with

participants, easily address questions or concerns, and made coordinating the logistics of

our study easier, our overall recruitment pool was rather small. Of the 309 Redditors that

expressed interest in our study, only 215 completed our screening questionnaire, and of those

only 59 participated in the study. This coupled with how our sample was divided into six

total groups meant that our largest group contained only 19 participants, and the smallest

only three. Furthermore, our ongoing recruitment was a slow process, and the long amount

of time between when our content selection was finalized to when the study was completed

meant that some of our posts (e.g., those about the aftermath of the US 2020 election) were

outdated by the time our study began. Future studies engaging in similar work would benefit

from recruiting a larger sample more quickly.

Additionally, several participants noted that the content we had selected for moderation
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challenged them much less than they had expected. While the intention of our content se-

lection process was to avoid showing participants posts that could be overly harmful, this

may have also undermined somewhat the ecological validity of the study, as the content

we omitted might have been well at home on real social media platforms. It is possible

that a slightly less restrictive process for content selection might have struck a better bal-

ance between curating a realistic and meaningful set of content to be moderated while also

preventing undue emotional harm to moderators.

Several of our moderators also noted that they experienced some confusion at first about

how to navigate the user interface of our moderation website. While we included a video

overview of the sites features and the moderation workflow to supplement text-based instruc-

tions, many participants who experienced difficulties reported that they had not watched the

video, and therefore were unaware of some of the sites key features, such as selecting different

components from the dropdown menu or the presence of chat functionality for communicat-

ing with other jurors. Several steps could be taken to reduce the risk for such confusion in

the future, such as making the instructional video mandatory before proceeding, including

practice rounds for moderators to familiarize themselves with the site interface, and creating

a tutorial overlay the first time moderators interact with the moderation system.

5 Discussion

Our use of digital jury moderation did not appear to have a significant impact on the

political polarization of moderators or users, though there were some effects on measures

related to social polarization—social distance for conservative moderators decreased after

the experiment, and the combined social distance score for liberal users in the top-down

condition also decreased, indicating partly reduced polarization for conservative moderators,

but increased polarization for liberal users who were shown content moderated by Reddit

instead of digital jury moderation. A significant interaction between experiment group and

partisan affiliation for users for the combined social score may relate to this as well, though

pairwise comparisons of the changes in polarization between user groups from the same

affiliation but different experiment conditions did not yield meaningful differences. It is

difficult for us to make strong claims, due to our small sample sizes, and the fact there

were not many effects mediated by the choice in experiment group. We can, however, say

that digital jury moderation did not increase the polarization of users that interacted with

its output, even if it did not reduce it. The fact there were no significant differences in

user perceptions of content when interacting with either system lends credence to the idea

that using a digital jury system would be acceptable. It is worth noting, however, that our

study only assessed the impact of moderating content that was non-targeted and political

in nature. The impacts of moderating different types of content, such as targeted online

harassment, could differ substantially, but are out of scope for this work.
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Furthermore, many of our moderator participants who used the system enjoyed the ex-

perience of deliberating with other participants, were largely satisfied with the outcomes of

their juries, and generally considered the system fair and procedurally just, corroborating

Fan & Zhang’s findings. Implementing such a system could therefore empower platform users

to moderate their own communities, facilitating a “logic of care” where moderator contribu-

tions toward building and maintaining communities are valued [87]. The inter-group dialog

a deliberative jury can foster may also serve as a less intrusive means of moderation that can

align moderation with the directives of the UN International Covenant on Civil and Political

Rights [9] and mitigate conflicts between the necessity of moderation and the profit motives

of platforms.

Differences in how liberals and conservative moderators used and perceived the system

were also interesting to observe. Conservatives tended to have a much narrower view of what

qualified as toxic content, and reported in their subjective evaluations that they valued free

speech, and were wary of the power moderators could hold to censor dissenting voices. They

were therefore much less likely to remove content or take actions against it, so it is plausible

that they felt less time pressure than their liberal counterparts because several groups had

decided at the outset that content was not toxic and no actions would be taken. One person

reported that their group had decided that the standard for any amount of toxicity was the

likelihood of causing physical, bodily harm, and thus rated their case components as having

zero toxicity. It was also interesting to note that liberals viewed the legitimacy of the system

higher than conservatives, who in general were leery of moderators making decisions that

aligned with their existing biases.

Despite this, the system is nonetheless a good jumping off point for future iterations. In

their feedback in the post-experiment survey, moderators discussed several potential differ-

ences and improvements that could be implemented. We present further discussion of these

in Section 5.2.

5.1 Broader Impacts

Our work explores a paradigm shift in how social media platforms function—affecting which

types of content are acceptable; how users interact with content, the platform, and each

other; and the role of users in platform governance and moderation. Because social media

platforms play a major role in day-to-day discourse worldwide, the broader impacts of our

work are potentially far-reaching. Introducing a peer-based moderation system to existing

and future social media platforms could advance several of the National Science Foundation’s

societally relevant outcomes [4].

Increased Public Engagement with Technology Increased public engagement with

technology (specifically, with the proposed digital jury moderation system that could be
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implemented by social media platforms) is perhaps the most likely outcome of our work.

Currently, users of several prominent social media platforms (such as Facebook, Twitter,

or Instagram) have little direct input on community standards or content moderation, and

instead report content that violates community standards for moderation by site employees

or contractors [26]. However, users are the largest group of stakeholders for social media

platforms: they create and consume the majority of content, and are social media platforms’

most valuable asset, since their actions and engagement with site content drive lucrative

advertising purchases by companies hoping to target specific demographics. In the first

financial quarter of 2022, of Facebook’s roughly $28 billion in revenue, approximately 96.7%

was driven by advertising [7].

By introducing peer-based moderation to these platforms, users would get a “seat at the

table” when making decisions about platform governance, gain a greater role in nurturing

a civil and welcoming platform ecosystem, and engage in civic participation with fellow

users. We believe that social media ecosystems that are diverse, inclusive, and which foster

civil discussion are necessary for a healthy Internet, and perhaps social discourse at large;

platforms driven solely by engagement likely require checks (e.g., via moderation) to meet

these criteria [84].

Improved National Security Several politicians, scientists, and citizens have expressed

alarm in recent years that disinformation online poses a threat to democracy [101]. Online

disinformation may threaten democratic self-determination by undermining citizens’ abilities

to participate in government and democratic decision-making processes (e.g., circulating false

statements misattributed to political officials); accountable representation (e.g., promoting

misleading information about voting locations during an election); and democratic delib-

eration (e.g., disseminating false claims and promoting distrust of experts or institutions).

While Facebook is largely successful at enforcing its own community standards [59], there

are several occasions where disinformation, misinformation, or hateful speech have slipped

through the cracks, such as in the months preceding the 2016 US presidential election, when

US intelligence and law enforcement agencies announced that Russian hackers were execut-

ing a sophisticated influence campaign on social media to manipulate voters and sow distrust

in the election and US political institutions [80], or more recently, false claims of voter fraud

in the wake of the 2020 US presidential election made by former President Donald Trump

and his supporters [78].

Sometimes content may require context-specific knowledge and information about local

sociocultural norms to be moderated effectively [59]. However, on large platforms where top-

down moderation occurs, such moderation decisions are often made with little or no input

from platform users themselves, who may have the specialized knowledge that is pertinent to

making them. It is entirely possible, therefore, that introducing a moderation system where

platform users play a more central and direct role in moderating content could prevent some
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of the instances where content is not removed by platform-employed moderators even when

it is harmful, especially if the moderation system operates in addition to the top-down mod-

eration infrastructure already in place (as is the case with Twitter’s Birdwatch community

fact-checking initiative [22], for example). As a result, disinformation or misinformative con-

tent could be caught and removed more quickly, limiting its spread and thus reducing the

potential risks posed to public peace and national security.

5.1.1 Implications

Results from our experiment do not indicate that introducing a digital jury moderation would

necessarily reduce polarization online. Nonetheless, regardless of whether a jury moderation

system alters the digital landscape and user attitudes for the better, would it still be worth

implementing in its own right? If the impact of the jury system is net neutral, it may still

be worthwhile to implement because of the values it upholds. As outlined by Fan & Zhang,

a digital jury can provide platform users with greater agency, and empower them to exercise

their right to self-government as digital citizens. Participants rated the legitimacy, equality,

trustworthiness, fairness, and care of the jury moderation process favorably compared to the

top-down moderation currently used by most major social media platforms, and after the

experiment described the system as supporting the democratic values of popular sovereignty,

equality, and justice, as well as the humanistic value of trust in humans. Therefore, imple-

menting a digital jury is worth considering due to the way they positively transform the

relationship between social media platforms and their users. (For more discussion of values,

see Section 5.1.2 below.)

Presuming that digital jury moderation is viewed as a just, legitimate, and effective choice

by users, the degree to which this is true and the specific implications thereof would likely be

consequences of the design decisions and trade-offs made in its implementation on platforms.

Our work and Fan & Zhang’s work raises several considerations:

• Which users should be jurors? Would it be a mandatory requirement for all users,

or would users volunteer to be jurors? Should jurors be restricted by geography, or

be members of communities with particular interests? Should jurors be anonymous?

What should the size of a jury be?

• Should jurors be paid for their time, or should juries operate on a volunteer basis?

Should jurors be trained, and how? Are written instructions sufficient, or are videos

or interactive tutorials more beneficial?

• Should systems exist to mitigate juror bias? How might jurors be prevented from

gaming the system?
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• Which content should be moderated by the jury? Would all content, or only a subset

of content (e.g., content other users report)? Would the jury operate in addition to

other forms of moderation (algorithms, top-down), or would it operate alone?

• Should moderating cases require synchronous deliberation among jurors, or should

jurors vote on actions to take asynchronously? If juries deliberate, should deliberation

have a time limit? Should decisions by the jury be unanimous, or majority vote? If

voting is unanimous, what should happen to content if the jury is hung?

• Should the verdicts the jury issues be requirements that social media platforms must

enforce, or merely recommendations? Should jury decisions be publicly accessible?

Each of the questions and possibilities above may not have a single correct choice; some

might make more sense for platforms that are smaller and less diverse, and others for large

platforms whose users span the globe. It may make more sense for a small forum focused

on a specific interest (e.g., cycling) to select jurors from its entire user base regardless of

geography, but large platforms have greater latitude to select groups of jurors who are

representative cross-samples of the site population, and neither over- nor under-represent

particular groups or classes. Having separate pools of jurors per region would also make

sense in this case, as the breadth of different content would make it more likely that local,

contextual knowledge is required to perform effective moderation. Large platforms may

also find it more feasible to financially compensate jurors (or otherwise reward them) and

provide more in-depth training. Because of the volume of content that must be moderated

on platforms such as Facebook, we believe that jury moderation would be best used as a

complementary form of moderation, with algorithms filtering out the content that is easiest

to moderate, such as nudity or violence, though further work is necessary to investigate this.

A key remaining question we believe will be central to the effectiveness of a digital jury is

whether moderation cases should be decided via synchronous deliberation or asynchronous

voting. The participants in Fan & Zhang’s experiment were divided on this issue: on one

hand, users believed that exposure to a diverse array of perspectives when moderating content

was valuable; on the other, some jurors were distrustful of the opinions of other participants,

and believed that deliberating could lead to “groupthink,” where the decisions and perspec-

tives of a majority are upheld at the expense of minorities. Work by Hu and colleagues

[47] has shown that decisions of online juries that deliberate are more consistent (the same

jurors would make similar decisions on similar cases), but that these decisions arose in part

due to hardening of majority opinions. Therefore, another key related question is whether

verdicts reached by the jury should require unanimity. Prior work has shown that jurors

that are required to reach decisions unanimously are more satisfied with case outcomes than

those that required a simple majority [71], and unanimity serves to limit the influence of a

majority opinion (since compromise with any minorities is required to reach a consensus).
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However, this comes at the cost of longer turnaround times for moderation decisions, since

juries that fail to reach a consensus would be “hung,” and the case would need to be retried

by different jurors. The juries in our study are required to reach a unanimous verdict in or-

der for their decisions to stand; it remains to be seen how jurors felt about this, or whether

a large proportion of cases resulted in a hung jury where a consensus was not reached. In

practice, it may be the case that requiring unanimous verdicts is not feasible, in which case a

different decision threshold (such as a 75% super-majority) may be an effective compromise.

Future work should explore the different possible configurations of a jury moderation system

to determine which arrangements are most effective.

While a jury system comparable to that proposed by Fan & Zhang and our own work has

not yet been implemented on a major platform (to our knowledge), a start-up social media

company currently seeking venture capital funding, Podium [79], purports to implement such

a system, along with a way to ensure unbiased juries by mapping each user’s individual bias,

and staking their site reputation against their actions on the platform. While the site is

not operational yet, we think it represents a promising potential implementation that could

answer some of the outstanding questions that have been posed.

Twitter, similarly, is slowly deploying its Birdwatch system [22], which implements a

community-based approached to labeling misinformative content on Twitter, allowing users

to provide context for tweets and reach a consensus as a community on which context is

helpful. It is currently available for community members to contribute to, and (as of March

2022) is in the process of being deployed on Twitter in the US. So far the results of the

rollout have been promising, with users largely finding the user-added context notes helpful,

and less likely to agree with misinformative content that had these notes [23]. Such support

for a community-driven approach to tackling harmful content online by a major social media

platform represents an encouraging step forward.

5.1.2 Ethically Aligned Design

IEEE’s Ethically Aligned Design (EAD) [3] presents a series of principles, questions, and

guidelines outlining ethical considerations and promoting human well-being in a society

where autonomous and intelligent systems (AI/S) have become, and will continue to be,

pervasive. While digital jury moderation does not strictly fall under the AI/S umbrella, the

principles in EAD are a useful lens through which we can examine any technology we might

develop.

We maintain that any real-world implementation of a digital jury moderation system

should uphold the principles presented in EAD. A digital jury moderation system, first

and foremost, should be a peer-based system that promotes and protects the human rights

of social media users. A digital jury system could empower users and enhance their self-

governance, agency, and civil rights on these platforms, enabling them to more easily deter-
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mine for themselves which content is acceptable, ensure their voices are heard, and exert their

own control over the platform ecosystem, instead of merely being at the mercy of decisions

made by the platforms themselves. These rights would need to be fostered by juries that are

transparent in their decision making and accountable for their verdicts. How transparency

and accountability are ensured would rely on precisely how the moderation system is imple-

mented, but clear community guidelines, consequences, and feedback for rule violators, as

well as jury decisions that are publicly available, would likely be necessary.

A transparent decision-making process is essential for awareness of misuse—if jurors

deliberately attempt to sabotage cases by being purposefully combative or non-cooperative,

the verdicts and any transcripts for these cases should be available so such malicious actors

can be held to account. A system of checks and balances, such as a process for appeals, or

automated or manual detection of juror bias, would also be a valuable safeguard. Finally,

accidental misuse can be guarded against by instilling competence in jurors via training. The

most effective form such training might take is still a matter of open debate, but text-based

directions, instructional videos, or online training sessions with example cases, along with

feedback from existing jurors, are all potential candidates.

5.2 Future Work

Our implementation of a digital jury was only one potential implementation, and there

are several potential configurations that could be created in the future. As indicated in

Section 5.1.1 above, and as noted by our participants, there are several aspects of the system

that could be changed and investigated in future work. Participants could be allotted more

(or less) time for deliberation, or the deliberation requirement could be eliminated altogether:

one participant acknowledged the potential scalability issues of the deliberative approach,

and suggested a hybrid model, where “discussion might be reserved for content that has

already been elevated from a larger pool of asynchronously voting moderators who can make

quick/gut decisions.”

This also ties into another point raised by participants, which was a mechanism for

resolving disagreements, rather than tabling cases for later. We envisioned such cases as

simply being shown to a different jury in the future, but other methods for resolving hung

juries might exist, such as allowing juries to choose a “default action” to take in the event of a

tie. One point participants noted that could also serve as a solution to this problem would be

relaxing the unanimity requirement. While the boon of the unanimity requirement was that

it gave all perspectives during deliberation equal weight, and prevented the majority from

superseding the minority without engaging in any efforts to sway their opinion, in practice it

would be easy for one malicious actor to hold a group hostage by refusing to alter their choices

no matter the efforts made to convince them (which did occur in one of our conservative

groups). Maintaining unanimity also becomes more difficult as jury sizes increase. Thus a
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simple or weighted majority vote might also be a way to counter these issues, as might a

vetting system for potential jurors. We also noticed that our participants were much less

likely to remove content relative to Reddit moderators, and future work could investigate this

phenomenon. It is possible jurors might have chosen to remove more content if, for example,

we had removed the unanimity requirement (allowing jurors to remove content if consensus

with a majority, rather than the whole deliberating body, was reached); if the nature of the

content were different (e.g., bullying another user instead of non-targeted political content);

or if users could view the entire selection of cases before making decisions, allowing them to

rate toxicity in the context of all borderline content rather than on a per-case basis.

Another avenue for future exploration could be to explore the effect of ideological com-

position on the decisions that digital juries make. Our study only included juries composed

of members with similar ideological leanings (either fully liberal or fully conservative). An

interesting addition would be the inclusion of juries with mixed ideological compositions,

examining the ease with which they make decisions and whether those decisions differ mean-

ingfully from their ideologically uniform counterparts. This might also be extended to the

types of content that are shown to jurors and platform end users: in our experiment, we

only showed users content that aligned with their own views or was ideologically neutral;

we never showed users content from sources that were from an opposing ideology. Thus

examining whether juries made different decisions based on the ideological positions of the

content they moderated may also merit further investigation.

5.2.1 Evaluation

Once a digital jury moderation system is implemented in a large-scale social media envi-

ronment (whether it be an existing platform such as Facebook, or one yet to exist, such as

Podium described above), assessing the degrees to which users engage with other users and

the moderation structure; how positive these interactions are, and how diverse the overall

user base and specific sub-communities are; user mental health is impacted; and the amount

of harmful content has changed, would be difficult and time-consuming, and would most

likely need to be an ongoing effort as the platform evolves and grows (or shrinks) over time.

Confounding factors (the effects of specific content, which could be seen by different users in

different geographic areas, changes in user interface or site design, and perhaps many others),

would be difficult, if not impossible, to eliminate. The most rigorous way to test for specific

impacts would likely be to have identical content streams passed through two pipelines on the

same website (one implementing a digital jury for content moderation, the other either a top-

down or some other approach) for an extended duration, perhaps for several years—similar

to our study. However, this is not a realistic approach, as it would require a large social

media platform to divide its user base and manage two distinct ecosystems simultaneously

for the sake of what would amount to a long-running experiment, requiring potentially much

48



more personnel and resources (to say nothing about the ethical considerations of doing so in

the wild).

A more realistic approach would likely be to employ either covert or overt measures

of user activity, or a combination of the two, and compare users and content on either a

single platform before and after the implementation of a digital jury moderation system, or

a platform implementing a digital jury versus another implementing a different method of

content moderation. The former would introduce fewer confounds, since the platform user

base, interaction paradigms, content type, and style would be equivalent, but the latter could

also be compelling in the absence of the former. Covert measures could be performed to assess

user engagement (e.g., tracking the number of users who are jurors, the average number of

posts/comments/other actions made by users), the sentiment of interactions among and the

diversity of the user base (sentiment analysis of posts/comments, user demographics), and

change in the amount of harmful content (likely via a third-party fact checking analysis),

while overt measures asking users about their mental health and their perceptions of platform

toxicity and moderation practices as in Cook et al. [26] could assess user mental health and

change in the amount of harmful content, respectively.

6 Conclusion

In this work, we investigated whether democratizing content moderation on social media

platforms would impact the polarization of social media end users. We compared measures

of polarization for participants who interacted with content moderated via an implementa-

tion of a peer-based digital jury moderation system versus traditional, top-down moderation

and found that the moderation system used did not significantly impact the polarization of

participants. However, we replicated findings from Fan & Zhang’s work showing that digital

juries had high perceived democratic legitimacy, efficacy, and procedural justice. Addition-

ally, users had similar perceptions of the content they saw regardless of the moderation sys-

tem used, indicating that deploying a peer-based digital jury moderation system for content

moderation on social media platforms would have the benefit of providing users agency in

platform governance without adversely impacting user experience. While our study had sev-

eral limitations (such as a small sample size and content that was seen as easy to moderate),

there are several potential improvements and alterations to our implementation of a digital

jury that would be promising to explore in future work. Ultimately, peer-based moderation

systems such as digital juries represent promising participatory mechanisms that are seen as

just, legitimate, and effective by platform users, and can enable their civic involvement in

social media ecosystems.
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A Survey Instruments

Our study used the following survey instruments:

A.1 Pre-Experiment Screening Questionnaire

1. Are you 18 years of age or older?

2. Are you a permanent or temporary resident of the USA?

3. What is your time zone?

4. Do you visit a social media site at least three times a week in order to read mes-
sages/posts?

Question to assess engagement with politics, adapted from Keeter & Igielnik [57]:

5. How engaged do you consider yourself with US politics? (Very Disinterested / Disin-
terested / Neutral / Interested / Very Interested)

Question 6 is the variant of the ideological consistency scale adopted by Bail et al. [12],
used to assess ideological polarization. Half of these statements are worded in a manner
that is designed to appeal to liberals (5b, 5d, 5g, 5i, 5j), and the other half are intended to
appeal to conservatives (5a, 5c, 5e, 5f, 5h). The order of the statements is randomized to
account for ordering effects. We use this in our screening questionnaire to group people by
their partisan opinions (liberal or conservative), to facilitate assigning participants for the
moderator portion to jury groups of the same political ideology, so the experiment can begin
as soon as possible.

6. Please rate the degree to which you agree or disagree with the following statements
from 1 (Strongly disagree) to 7 (Strongly agree):

(a) Stricter environmental laws and regulations cost too many jobs and hurt the
economy.

(b) Government regulation of business is necessary to protect the public interest.

(c) Poor people today have it easy because they can get government benefits without
doing anything in return.

(d) Immigrants today strengthen our country because of their hard work and talents.

(e) Government is almost always wasteful and inefficient.

(f) The best way to ensure peace is through military strength.

(g) Racial discrimination is the main reason why many black people can’t get ahead
these days.

(h) The government today can’t afford to do much more to help the needy.

(i) Business corporations make too much profit.

(j) Homosexuality should be accepted by society.
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7. What made you decide to participate in this study?

8. Imagine you are working on a group project, and one of your group members isn’t
doing an equal share of the work. How might you resolve such a situation?

For the moderation portion of the study (Phase I), we also asked participants to indicate
their availability for jury deliberation time slots for the two weeks after the date of the
screening questionnaire, to facilitate the formation of juries with overlapping availability:

9. The moderators for our experiment will meet in groups online for one-hour periods on
two different days.

Please indicate whether you will be available for one hour at any of the dates/times
below. All times are in Eastern Standard Time (UTC-05:00).

Please be as generous as possible!

A.2 Pre-Experiment Survey

1. Tell us about yourself:

(a) Age Range: (18-24 / 25-34 / 35-44 / 45-54 / 55-64 / 65+)

(b) Gender: (Female / Male / Non-binary / Other)

(c) Highest completed level of education: (Some High School / High School / College
/ Graduate/Professional)

2. What do you consider your political affiliation? (Republican / Democrat / Independent
/ Libertarian / Other / Not Sure)

3. Would you call yourself a strong [political affiliation] or a not very strong [political
affiliation]?

4. Would you say you follow what’s going on in government and public affairs most of
the time, some of the time, only now and then, or hardly at all? (Most of the time /
Some of the time / Only now and then / Hardly at all)

Question 5 is the variant of the ideological consistency scale adopted by Bail et al. [12], used
to assess ideological polarization. Half of these statements are worded in a manner that is
designed to appeal to liberals (5b, 5d, 5g, 5i, 5j), and the other half are intended to appeal
to conservatives (5a, 5c, 5e, 5f, 5h). The order of the statements is randomized to account
for ordering effects. We ask this question again in the pre-experiment survey to account for
any changes that may have occurred since the screening questionnaire, as some time may
have passed.

5. Please rate the degree to which you agree or disagree with the following statements
from 1 (Strongly disagree) to 7 (Strongly agree):
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(a) Stricter environmental laws and regulations cost too many jobs and hurt the
economy.

(b) Government regulation of business is necessary to protect the public interest.

(c) Poor people today have it easy because they can get government benefits without
doing anything in return.

(d) Immigrants today strengthen our country because of their hard work and talents.

(e) Government is almost always wasteful and inefficient.

(f) The best way to ensure peace is through military strength.

(g) Racial discrimination is the main reason why many black people can’t get ahead
these days.

(h) The government today can’t afford to do much more to help the needy.

(i) Business corporations make too much profit.

(j) Homosexuality should be accepted by society.

Question 6 is the feeling thermometer Suhay et al. [100] used to assess affective polarization:

6. Please rate each group below using something we call the feeling thermometer. Ratings
between 50 degrees and 100 degrees mean that you feel favorable and warm toward the
group. Ratings between 0 degrees and 50 degrees mean that you don’t feel favorable
toward the group or that you don’t care too much for that group. You would rate the
group at the 50-degree mark if you don’t feel particularly warm or cold toward the
group. You may choose any number between (and including) 0 and 100. Use the slider
to indicate your rating.

(a) Democrats

(b) Republicans

Questions 7 and 8 from Suhay et al. [100] assess marriage preference, which we consider as
a component of social polarization:

7. How do you think you would react if a member of your family told you they were going
to marry a Republican? Would you be... (1 Very unhappy / Unhappy / Somewhat
unhappy / Neither happy nor unhappy / Somewhat happy / Happy / 7 Very happy)

8. How do you think you would react if a member of your family told you they were going
to marry a Democrat? Would you be... (1 Very unhappy / Unhappy / Somewhat
unhappy / Neither happy nor unhappy / Somewhat happy / Happy / 7 Very happy)

Questions 9 and 10 from Simas et al. [94] assess social distance, which we consider as a
component of social polarization:

9. How upset would you feel if your neighbor placed a “Joe Biden for President” sign in
their yard? (1 Not upset at all / Not too upset / Somewhat upset / Very upset / 5
Extremely upset)
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10. How upset would you feel if your neighbor placed a “Donald Trump for President” sign
in their yard? (1 Not upset at all / Not too upset / Somewhat upset / Very upset / 5
Extremely upset)

Question 11 from Suhay et al. [100] assesses likeminded community preference, which we
consider as a component of social polarization:

11. Imagine for a moment that you are moving to another community... In deciding where
to live, how important would it be to live in a place where most people held politi-
cal views similar to your own? (1 Not important, Somewhat important, Moderately
important, 4 Very important)

A.3 Post-Experiment Survey

A.3.1 Post-Experiment Polarization Survey

Identical to questions 2 – 11 of the pre-experiment survey.

A.3.2 Post-Experiment User Experience Survey

For moderators:

1. Did you feel any time constraints doing this process? (Not at all / A little / Moderately
/ Somewhat / Very much)

2. How satisfied were you on average with the jury’s decisions? (Not at all / A little /
Moderately / Somewhat / Very much)

Please reflect upon the process for reaching the jury’s outcomes.

3. This process is an effective way to protect users from unwanted or toxic content. (Not
at all / A little / Moderately / Somewhat / Very much)

4. This process cares about my preferences. (Not at all / A little / Moderately / Some-
what / Very much)

5. This process is fair. (Not at all / A little / Moderately / Somewhat / Very much)

6. This process values individual voices equally. (Not at all / A little / Moderately /
Somewhat / Very much)

7. This process improves my trust in content moderation decisions. (Not at all / A little
/ Moderately / Somewhat / Very much)

8. This process feels like a legitimate exercise of the social media platform’s power. (Not
at all / A little / Moderately / Somewhat / Very much)

9. Are there ways you think the moderation system could be improved?

10. Other thoughts/comments?
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For users:

1. On average, how toxic was the content you read during the course of the experiment?
Toxicity is defined as the likelihood to cause harm. (0 – 3 OK, 4 – 7 Borderline, 8 –
10 Toxic)

2. On average, to what extent did you agree or disagree with the content you read during
the course of the experiment? (1 (Strongly disagree) to 7 (Strongly agree))

3. Other thoughts/comments?

A.4 Secondary Traumatic Stress Scale for Social Media Users
(STSS-SM)

The STSS-SM, adopted from the STSS by Mancini [64]. The test was scored by coding
Never as 0 and Very Often as 5, then adding the responses for all items.

The following is a list of statements made by persons who have been impacted by their
experiences on social media with traumatized individuals or traumatic experiences. Read
each statement, then indicate how frequently the statement was true for you in the past
seven days (Never/Rarely/Occasionally/Often/Very Often):

1. I felt emotionally numb after using social media.

2. My heart started pounding when I thought about things I’ve seen on social media.

3. It seemed as if I was reliving the trauma(s) experienced by people I’ve seen on social
media.

4. I had trouble sleeping.

5. I felt discouraged about the future.

6. Reminders of things I’ve seen on social media upset me.

7. I had little interest in being around others.

8. I felt jumpy.

9. I was less active than usual.

10. I thought about upsetting things I’ve seen on social media when I didn’t intend to.

11. I had trouble concentrating.

12. I avoided people, places, or things that reminded me of upsetting things I’ve seen on
social media.

13. I had disturbing dreams about things I’ve seen on social media.
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14. I wanted to avoid social media.

15. I was easily annoyed.

16. I expected something bad to happen.

17. I noticed gaps in my memory about social media.
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B Outcome Measures

From our survey responses, we computed several outcome measures to assess ideological,
affective, and social polarization. All calculations refer to question numbers from the pre-
experiment survey (see A). These outcome measures (and the components of the social
polarization score) are all scaled to ±1 so they are comparable. For each, −1 is the most
“liberal” extremum and +1 is the most “conservative” extremum.

B.1 Ideological Score

We use Question 5 to create an ideological score, which we used to measure ideological
polarization. Half of its items are worded in a manner that is designed to appeal to liberals
(5b, 5d, 5g, 5i, 5j), and the other half are intended to appeal to conservatives (5a, 5c, 5e, 5f,
5h). The order of the statements is randomized to account for ordering effects. Responses
for each item could range from Strongly Disagree (coded as 1) to Strongly Agree (coded as
7). The procedure for calculating the ideological score is as follows:

1. Conservative-aligned questions are centered about 0 and normalized to ±1.

2. Liberal-aligned questions are reverse-coded, centered about 0, and normalized to ±1.

3. The ideological score is the mean of all normalized scores from each item.

Ideological Score =
1

10
×

(∑5
i=1(Conservative Quesi − 4)

3
+

∑5
i=1(4− Liberal Quesi)

3

)
(1)

The end result is a score between ±1, with −1 as the most liberal and +1 as the most
conservative. A score of 0 indicates no ideological leaning toward either end of the spectrum.

B.2 Affective Score

We use Question 6 to create an affective score for measuring affective polarization. The feel-
ing thermometers used for Question 6 range from 0 (least favorable) to 100 (most favorable).
Question 6a assessed feelings toward Democrats, and Question 6b assessed feelings toward
Republicans. We define the affective score as:

Affective Score =
Q6b−Q6a

100
(2)

The end result is a score between ±1, with −1 is the most favorable to liberals and +1is
the most favorable to conservatives.
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B.3 Social Score

We use Questions 7 – 11 to develop a score to assess social polarization. The score is
composed of three components:

• Marriage Preference: Calculated from Questions 7 and 8. (How do you think
you would react if a member of your family told you they were going to marry a
[Republican/Democrat]?) Responses could range from Very Unhappy (coded as 1) to
Very Happy (coded as 7).

Marriage Pref =
Q7−Q8

6
(3)

This yields a measure of marriage preference from ±1, with +1 indicating a strong
preference for Republicans and −1 indicating a strong preference for Democrats.

• Social Distance: Calculated from Questions 9 and 10. (How upset would you feel if
your neighbor placed a “[Joe Biden/Donald Trump] for President” sign in their yard?)
Responses could range from Not Upset At All (coded as 1) to Extremely Upset (coded
as 5).

Social Distance =
Q9−Q10

4
(4)

This yields a measure of social distance from ±1, with +1 indicating a strong desire
for distance from Democrats (favorable to conservatives) and −1 indicating a strong
desire for distance from Republicans (favorable to liberals).

• Likeminded Community: Calculated from Question 11. (In deciding where to live,
how important would it be to live in a place where most people held political views
similar to your own?) Responses could range from Not Important (coded as 1) to Very
Important (coded as 4).

Likeminded Community =
Q11− 1

3
(5)

This yields a measure of preference for a likeminded community ranging from 0 to +1,
with 0 indicating no preference +1 indicating a strong preference.

We then combine these components into a combined social score for social polarization:

Combined Social Score = mean(Marriage Preference, Social Distance,

sign(Ideological Score)× Likeminded Community)
(6)

This yields a measure of social polarization from ±1, with +1 indicating a strong con-
servative preference and −1 indicating a strong liberal preference. Note that the sign of the
Ideological Score is used for the Likeminded Community component, since the measure for
Likeminded Community refers to the political views of the participant.
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