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Abstract

A one-dimensional porous media model has been developed to investigate
water based fire suppression. The model is for heat and mass transfer in porous
materials subjected to external water sprays and radiant heating. In the model, heat
transfer inside the material occurs by conduction, convection, and phase change. Mass
transfer occurs by gas phase diffusion and convection in the liquid and gas phases.
Convective mass fluxes in the gas phase are driven by gas phase pressure gradients
according to Darcy’s law. Similarly, liquid phase convective mass fluxes are driven by
liquid pressure gradients. Surface tension forces are included in the liquid pressure by
means of an empirical correlation called the J-Function. The model was validated using
experimental data for wetting and heating. Data from the literature for convective
heating of particulate media, brick, and wood, compared well with model predictions.
Wetting and heating experiments were conducted in the WPI Fire Science Lab with
ceramic fiberboard samples. The samples were wetted in two ways: placing the sample
in contact with a reservoir of water, and spray wetting using a water mist nozzle. The
heating tests were conducted in the cone calorimeter with pre-wetted samples. The data

from these tests also compares well with model predictions.
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XXViil

. | m
g = gravity {—2}
s
Gr;, =heat transfer Grashof number ||

Gr,, =mass transfer Grashof number [-]

h = enthalpy { J }

3
m

h = heat transfer coefficient { VZV }
m-K

: m
h, = mass transfer coefficient [—}
s

i = total infiltration [m]

2

j" = diffusive mass flux {k_g}
m’s

J = J-function [—]

k = thermal conductivity {EK}

m
k, = shape parameter [—]
k, = monochromatic
extinction coefficient [m’l ]
k, = thermal diffusion ratio [—]
K =permeability [mz]
K, =relative permeability
Kn = Knudsen number [—]
K, - K,, = coefficients
[ =length [m]
L =length [m]
L, = effective length[m]
L, = excess length[]
L' = dummy placeholder [—]
m =mass [kg]



2

m" = mass flux {k_g}
m-Ss

. m ti t kg
m,,, = evaporation rate e

M =molecular weight { ke },
kmol

moisture content [—]
n =normal vector
n, =index of refraction[-]
N =number of moles
Nu = Nusselt number[-]
Oh = Ohnesorge number[—]
p = partial pressure [Pa]
p. = capillary pressure [ Pa|
p,, = vapor pressure above flat surface [ Pa]
P = total pressure [Pa]
Pr = Prandtl number[—]

2
m

q" = heat flux {K}

3
O = fluid flow rate m_}

)

w
3

Q" = heat source {
m

| I |

r = radius [m]

. J
R =universal gas constant }
| molK

R =radius of tube [m]

R, = gas constant for gas i S
| kgK

R, = monochromatic reflectivity[-]
Ra, =heat transfer Rayleigh number[—]

Ra, =mass transfer Rayleigh number[—]

Re, =Reynolds number based on diameter[—]

Re  =Reynolds number based on permeability[—]

XX1X

S = saturation ]

S, =sensitivity coefficient [—]

Sc =Schmidt Number [—]

Sh = Sherwood Number [—]

t = time [ s]

T = temperature [K ]

T = spatial temperature deviation [K ]

. . J

u = uncertainty, internal energy [k}
g
u, = combined standard uncertainty

u,,, = interfacial velocity [}
s

u = x-direction Veloclty[}
s

.| m
u,, = Darcean velocity "

u,=i-direction velocity {}

N

3

3
U, =fluid A volume content {m}
m

v = y-direction velocity [s}

N

v, =infiltration velocity [m}
V' = volume [m3]

v, = diffusional velocity [’"}

N

w = z-direction velocity [’:}
We = Weber number|—]

x, =i" direction, input parameter i
x=x-direction

X, =mol fraction [—]
y=y-direction, model output

Y, =i" species mass fraction []

z=z-direction, distance [m]



Greek Letters
o = thermal diffusivity [mz / s]
B, = coefficient of

thermal expansion [K '1]
L, = composition

expansion coefficient [m3 / kg]
J = pore diameter [m]
&, = kronecker delta function[-]
0,4, = boundary layer thickness [m]
& = emissivity []

Ahj = enthalpy of formation {ﬂ}

Ah,,, = enthalpy of vaporization {_g

Ah, =heat of wetting {H}
kg

At = timestep [s]
Ax, Ay, Az = control
volume dimensions[m]
6 = contact angle [deg, rad ]
A = wavelength [m]

. . { kg }
M = Viscosity | —
ms

2
v = kinematic viscosity | —
s

p = density {k—%}
m

. N
o =surface tension | — |,
m

Stephan Boltzmann constant {%}
mT

2]

XXX

N
o, =stress tensor | —
g mz

7 = transmissivity [—]

Q= porosity[—]

3

. W
& = heat sink or source term {—}
m

3

: m’
v = volume fraction [—}
m

3

o . . kg
w, = species reaction rate | ——
m's

Q =random function

Symbols
AT =largest change in AT [K]
e0), 20, 2()

ox Oy oz

= vector quantity

v(

<

Q> = spatial average of Q
>:i phase average of Q

o~ o~

Qi
Q, >i = intrinsic i phase average of Q
Q = deviation of Q

o0

= ambient



Subscripts

a = air
A=1fluid A
Air = air

Avg = average value

B =1fluid B
eff = effective
g = gas phase

h = hydraulic

H,0 = water

i = counter for index notation
int = interface

ir = irreducible

j = counter for index notation
[ =liquid phase

o =reference, initial

s =solid phase

surf = surface

v=vapor

w = water

x = x-direction
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1. Introduction

The ability to accurately model water based fire suppression is an important
long term goal of fire research. The current state of the art of suppression research and
product development relies heavily on large scale fire testing. It is desirable for many
reasons to reduce the number of large scale tests necessary. They can be expensive,
time consuming, and pose environmental concerns over the products of combustion
released. Computer fire modeling has the potential to reduce our reliance on full scale
testing. As computing power has increased, so too has the sophistication of computer
fire models which predict fire behavior and consequences. The suppression algorithms
in most available computer fire models are considerably less sophisticated, and in
many cases much reliance is placed on empirical data for the prediction of suppression.
There is a clear need for improved models for water based fire suppression that can
augment larger models which predict fire behavior and consequences. As a step
towards achieving that goal, a model has been developed for the heat and mass transfer
in porous materials exposed to water sprays in a compartment fire environment.

Much previous work has focused on water spray cooling of non-porous solids,
with little attention paid to water absorption. Many investigations focused on single
drops impacting a non-porous solid heated from below [1-10] and by a radiant heat
source [11-14]. Evaporative cooling of hot plates by a stream of droplets randomly
deposited one at a time was investigated by Klassen et al. [15]. The same conditions
were also investigated using radiant heating [16-18]. The effectiveness of spray
cooling of non-porous materials was investigated by Toda [19] and Bonacina et al. [20]
and a review is presented by Bolle and Moreau [21]. Of these investigations, only two
[10, 14] looked at the cooling effect of drops impacting porous materials, and only
experimentally. No water absorption measurements were made. Yu and Jayaweera [22]
investigated rates of water absorption by corrugated board subjected to water sprays
and show that the mass of water absorbed is proportional to the time to the half power,
as predicted by a simple capillary tube model. Outside of the realm of fire research,
much work has been performed in other areas of porous media study that can give
insight into fire related problems. Many porous media textbooks are available [23-26]
and many models have been developed for wetting and drying applications that closely
resemble fire suppression related problems. In the field of hydrogeology, models have
been developed to predict the flow of fluids in soils, clays, and porous rock. The
modeling approach for isothermal conditions is described by Philip [27-33], and
models for soils with thermal gradients are given by Philip and DeVries [34] and



DeVries [35]. The infiltration of water into soils by means of surface tension forces
closely resembles the case of isothermal wetting of porous materials by fire sprinklers.
One important difference is that the length and time scales of interest often differ by
several orders of magnitude. The characteristic length and time scales of solid items
being wetted by sprinklers are often on the order of millimeters and minutes. For water
penetration into soils, the characteristic length and time scales can be measured in
meters and hours. As a result, the thermal and saturation gradients are much greater for
sprinkler wetting problems than for groundwater infiltration problems. Many models
have been developed for industrial drying applications for various materials. Drying of
materials is a highly energy intensive process [36] and drying models have been
developed to maximize the efficiencies of drying processes. Two of the earliest
comprehensive drying models for the general heat and mass transfer in porous
materials are the phenomenological model developed by Luikov [37] and the
mechanistic model of Whitaker [36]. Many recent models have been based on the
modeling frameworks proposed by these researchers. Models were later developed for
the convective drying of materials, such as the models of Nasrallah and Perre [38],
Chen and Pei [39], and Ilic and Turner [40]. A microwave drying model was developed
by Ni [41]. The problem of drying of materials exhibits some similarities to the
problem encountered in fire science of heating a wet object to the point of ignition.
Objects being dried for industrial applications often have similar length scales as fuel
packages in a fire environment, but much longer timescales, and lower temperature
scales. As a result, thermal gradients are much greater in an ignition problem, as
compared to an industrial drying problem. Despite the differences, there are sufficient
similarities between these related problems to suggest that a similar type of porous
media model could predict certain aspects of fire suppression behavior.

The current research project uses porous media modeling techniques for
hydrogeology and industrial drying applications to investigate water based fire
suppression. The scenario being investigated is of a porous material exposed to spray

wetting and radiant heating, as shown in Figure 1.
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Figure 1 — Representative Porous Material Subjected to Spray Wetting and
Radiant Heating

This scenario represents an object in a compartment fire environment where a sprinkler
has actuated. In the case of real world combustible materials, sufficient heating rates
will lead to pyrolysis and possibly an ignition event. The model presented here
assumes an inert solid material, and is only applicable to the time period leading up to
pyrolysis. Thermal heating effects will be countered by the cooling and wetting effects
of the water spray. Water that is absorbed into combustible materials can increase the
time to ignition, and lower flame spread rates for a given thermal insult. This is due to
the observation that some of the absorbed water must be evaporated before ignition can
occur. While this can be observed and measured, there are currently few tools available
to fire researchers and engineers that can quantitatively predict wetting rates or the
effects of absorbed water. As part of the current research project, a porous media model
was developed and used to investigate two simplified scenarios that relate to the more
general water suppression problem. The scenarios are the case of the wetting of an
initially dry material, and the heating of an initially wet material. These are shown in

Figure 2.
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Figure 2 — Wetting Scenario (a) and Heating Scenario (b)

The wetting scenario represents an event occurring early in the fire development or at a
distance from the fire where thermal effects are not significant. The process is
nominally near isothermal if sufficiently far from the fire. Water from the sprinkler that
is delivered to the surface is drawn into the material primarily by surface tension forces
and gravity, provided that the surface is outside of the direct spray impingement area.
If the water application rate is sufficiently high, a film of water will form on the
surface of the material blocking gas phase mass transfer between the material and the
ambient environment. The heating scenario represents an event where an object that
has absorbed significant amounts of water is now exposed to a radiant heat exposure.
The material surface will remain below 100°C until a sufficient amount of water has
evaporated, allowing the surface to become dry. At this time the surface temperature
will rise dramatically. In the case of a combustible material, this temperature rise could
lead to ignition. The model that has been developed here provides a tool for
quantifying the above described processes for porous materials. This dissertation
presents the model framework, solution method, and attempts to give the reader an
understanding of how well the model works by means of an uncertainty analysis, and
describes the model validation with six sets of experimental data for wetting and
heating



2. Development of Porous Media Model

The framework used for the current porous media model is as follows. The
porous material itself is assumed to be a solid matrix with liquid water, vapor and air in
the pore spaces as illustrated in Figure 1. The material is treated as a continuum, with
volume averaged representative properties that characterize its porous nature. The
exact structure of the solid material and the flow patterns are not resolved. The material
is treated as an isotropic, non-hygroscopic, inert material. Pyrolysis, combustion
reactions, and internal radiation are not considered. One dimensional transfer is
assumed. The porosity ¢ is defined as the volume ratio of void space to solid material.

The amount of liquid water in the pore space of the material is characterized by the

volume fraction of void space filled with water, called the liquid saturation, SW. The

amount of gas (vapor + air) in the material is characterized by the fraction of void

space filled with gas, called the gas saturation, S . Since all of the pore space is filled

with gas or liquid, the liquid and gas saturations must sum to 1. It is sometimes useful
to characterize the amount of water in the material on a mass basis. The moisture
content, M, is the mass ratio of water to solid material. This can be used to describe the
amount of water at a point in space, or in an entire object. Many real-world materials
are hygroscopic, meaning that water is absorbed into the solid matrix. This can cause
swelling and shrinking of the solid matrix under wetting and drying conditions, and
causes the porosity to change. In the current model materials are assumed to be non-
hygroscopic with a constant porosity. Transport in the material is also simplified by
making the assumption of local thermal equilibrium. This means that at a particular
point in space, the solid, liquid, and gas phases are at the same temperature. This
allows the thermal transport to be characterized by a single equation for conservation
of energy. It also allows vapor pressure to be calculated as a function of temperature
and saturation only. The conditions for local thermal equilibrium to be valid are
discussed in appendix B.

In the current model, liquid water fluxes are driven by pressure gradients and

gravity forces according to Darcy’s law [23-25],
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where #v and #v are the density and viscosity of the water, K is the permeability of

the solid porous material, Ky is the liquid relative permeability, py, is the pressure in the
water, and g is gravity. The liquid density is approximated as having constant values.
The water viscosity is assumed to vary with temperature. The permeability is a
measure of the ability of a single fluid phase to flow through a porous material under
saturated conditions. The permeability is material specific and must be determined
empirically. Tables of values of permeability for various materials are available in the
literature [25, 42, 43]. The liquid relative permeability is a measure of the restriction of
the flow rate when two or more fluids are present in the porous material (multiphase
flow) as compared to the case of single phase flow. For the scenarios of interest here,
the two fluids are water and a gas mixture consisting of air and water vapor. The
relative permeability varies between zero and one and is a complex function of
saturation, porosity, pore size distribution of the solid material, and the properties of
the fluids. The relative permeability can be approximated as a function of saturation
[23], as shown in Figure 3 for particulate media. The characteristic shapes of these
functions is discussed in Appendix B. Empirical functional relationships for relative
permeability for various solid — fluid combinations are given by Kaviany [23]. The
pressure in the water, py, at any point in the material differs from the total gas phase
pressure, P, due to interfacial surface tension forces. The difference between the gas
phase pressure and water pressure is called the capillary pressure. The capillary

pressure is modeled using a correlation with the form:

! 2)
p.=P-p, =(%} aJ

Where ? is the porosity, O is the surface tension, and J is a material specific

empirical correlation called the J-Function. The J function is a function of liquid
saturation and accounts for the pore size distribution in the porous material [44]. J-
Functions for various materials are available in the literature [23, 25, 45]. For example,

the J-Function for a particulate media is [23]
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and is shown in Figure 4.
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Figure 3 — Relative Permeability vs. Saturation for Liquid and Gas in Particulate
Media
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Figure 4 — J-Function vs. Saturation for Particulate Media

Slightly different J-Function curves have been observed for wetting and drying. This is
called hysteresis, and is discussed in Appendix B. This model assumes that a single J-
Function can reasonably describe the effects of surface tension forces on water in a
porous material. The gas phase total mass fluxes contain convective and diffusive

components [41]:

m!'=—p KRs P _C oy vp, O @
v v 'ng 62 p aviTeff 62
KK 2 (%)
m”:_ Aa_P_C_MMD%

The convective terms of Eqs. (4) and (5), are given by Darcy’s law, where > and

Pa  are the densities of the vapor and air, e is the viscosity of the gas mixture, K, is

the gas relative permeability, and P is the total gas phase pressure. The gas viscosity is

approximated as having a value. The gas relative permeability accounts for the reduced



convective mass flow rate of gas due to the presence of water in the pores. It is an
empirical correlation that is modeled as a function of liquid saturation as shown in
Figure 3 for a particulate material. The diffusive terms of Egs. (4) and (5) are given by
Fick’s law, where C is the molar concentration of the gas mixture, p is the total gas
phase density, M, and M, are the molar masses of air and vapor, D is the effective
diffusivity for gas phase diffusion, and X is the molar fraction. The effective diffusivity
is a material specific empirical correlation which multiplies the diffusivity of vapor in
air by a scaling function that varies between zero and 1. This scaling function accounts
for the decreased diffusive mass flux due to the constricted and tortuous path through
which diffusion occurs. For example the effective diffusivity for soils was measured by
Baver and Gardner [46] to be:

4 6
Deff,g =D, (Sg¢)3 ' ©

Eq (6) is assumed to apply to all of the porous materials used in this study, except for
wood. The diffusivity of vapor in air is calculated as a function of temperature and

pressure (Bejan, 1992):

1.75
b, =260 (L) " 101300 "
298 P

When the material is very wet the partial pressure of water vapor in the pore spaces is

assumed to obey the Clausius-Clapeyron thermodynamic relation [47]:

Ah
p,. =101300exp —ﬂ(l—ij (®)
‘ R \T 373

b

where A#h,,1s the enthalpy of vaporization, and Ry is the water vapor gas constant.

When the material is very dry, water is held in very small pores, and surface tension
forces can significantly decrease the vapor pressure below the value predicted by Eq.
(8). In some dry materials the water will be chemically bound to the solid matrix. To

account for these effects, an empirical sorption relation is used to calculate the vapor



pressure as a function of water saturation and temperature. When the material is very
dry, the vapor pressure approaches zero. For example, the sorption relation for brick is

given by Haertling [48] and assumed to represent the behavior of a range of solid

materials:
02 )
1_
s {1=9)p, 0.0105[&J +0.012Sexp(20 Py —20}
¢pﬂ/ pVS pVS

b

where p, is the vapor pressure in the pores, p,  is the equilibrium vapor pressure

by

over a non-curved liquid water surface, and the ratio —-is the relative humidity. The
pVS
ideal gas law is used to calculate the densities of air and vapor:
10

- (10)

“ RT

_P (11)

P RT

2.1. Governing Equations

The model is formed from three equations for conservation of species, and one
equation for conservation of energy. Momentum is implicitly conserved by using
Darcy’s law for convective mass fluxes. The governing equations can be derived from
a control volume analysis. The complete derivation is given in Appendix C. The
equations in one dimensional form are:

conservation of mass for liquid water,

a(prw)_,r_ a I’I.’l”)z— . m (12)

¢ at 5 ( w evap

b

conservation of mass for vapor water,

10
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conservation of mass for air,

(14)
o(p.S,) o
——+—(m))=0
¢ ot 82( a) ,
and conservation of energy,
15)
O v o ., 40T Lo, T (
(pcp )eﬁ_ E + mep!W + mVCW + man!a]E + Ahmpmemp = E(keff Ej

. m

The evaporation rate, Mevap , appears as a sink in Eq. (12), and as a source in Eq. (13),

Cp.w.- Cpv, and Cp, are the specific heats of the water, vapor, and air components, and
T is the temperature of all phases at a point in space. The effective thermal properties
of the material are calculated by assuming volumetric contributions from all phases

present [41]:

16
(pcp) A = ¢Swpwcp,w +¢Sgpvcp,v + ¢Sgpacp,a +(1 _¢) pst,s ( )

€]

kyy = $S,k, + Sk, +4S,k, +(1-§)k, an
Following the method and notation of Ni [41] the conservation equations can be
rearranged and rewritten as a system of three partial differential equations. The details
are given in Appendix C. First add Egs. (12) and (13) together, substitute using Eq. (4),
Eq. (5), and Eq. (11), and expand terms so that a single conservation equation for water

and water vapor is achieved, with the evaporation terms removed:

K46SW+K587T+K687PZE K, as,, +6(K26Tj+6(1{381)j_8([(19) (18)
ot ot ot oz 0z ) Oz 0z ) 0Oz 0z ) oz
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The coefficients are functions of the dependant variables and defined in Appendix A.
Next take Eq. (14), and substitute using Eq. (5) and Eq. (10) to form a new equation

for the conservation of air:

(19)
oo Bk g, 22 ), 2 2T, 2 0P
ot ot ot 0Oz Oz Oz 0z 0z Oz

Finally, take Eq. (15) and substitute using Eq. (1), Eq. (16), and Eq. (17) to form a new
equation for the conservation of energy:

K %JFK 6T+K aP:-( ob

ot T %o 0z (20)
0 oS 0 ory o oP) 0
+—| Ky—2 |+—| K, — |[+—| K;— |[+—(K
82( B oz j 82( " 82) 82( " GZJ 82( 20)‘

This is a system of three non-linear parabolic partial-differential equations. It requires

C i"+C " +C m”)aT

pv "y paa pv w

six boundary conditions in space and three boundary conditions in time to be a well
posed problem. The dependant variables are water saturation, temperature, and the
total gas phase pressure. All other quantities can be calculated from these three

dependant variables, using the constitutive relations discussed previously.

2.2. Boundary Conditions

Initially the material is at a uniform specified saturation, and the temperature

and pressure are at the ambient values. Att=0:

S=S,, 1)
T=T, (22)
P=P,. (23)

The simplest possible spatial boundary conditions are type 1 boundary conditions,
where the values of saturation, temperature, and pressure are specified at z = 0:

S=§ @4

surf ?

T=T, (25)
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P=P, (26)

andatz=L:
S=5,, (27)
T = Tw, (28)
P=P, (29)

Egs. (21)-(29) are used for model verification tests and one of the wetting validation
tests. Eq. (26) is used for all validation tests. For many wetting and heating scenarios
however, more complicated flux boundary conditions are required for water saturation

and temperature.
Surface Flux Boundary Conditions

The flux boundary conditions at the top surface for saturation and temperature

are shown symbolically in Figure 5.

N/ - " -n - " - n -n -n
spray mevap 9. qwater 9 cony qrefrad qevap
loss spray loss

L LT
] |

. . o
m m qcond

Figure 5 — Surface Boundary Conditions for Saturation and Temperature

At the top surface, water is transported externally by liquid water spray that is applied

"

evap
loss

to the surface !  and evaporative vapor losses 7

soray and internally it is

"
w

transported by liquid convective fluxes m and convective and diffusive fluxes of

vapor i as shown in Figure 5. The saturation boundary condition can be written as

ml+m! =m! = —m (30)

spray evap
loss
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By substituting Egs. (1) and (4), Eq. (30) can be rewritten,

s, oT . oP g
aZW - K2 g _K3 g + K19 = mspray - hm (pV,SlU_‘f - pv,oo) (3 1)

_Kl

The LHS of Eq. (31) represents the total internal flux of water and vapor, under the
driving forces of saturation, temperature, pressure, and gravity. Water is added by
means of the water spray flux. The only way that water leaves the material in the
model, is by evaporation. In some convective drying cases, water is added by means of
condensation on the surface in the early stages of the drying process. This only occurs
if the ambient air is relatively humid and the surface of the material is still relatively
cold. This boundary condition ignores the inertial force of the water droplets impacting
the surface of the material. In many cases this impact pressure is much less than the

capillary pressure from surface tension forces in the material. For an incident mass flux,

b/

ng,.. » With a spray velocity, u, the spray impact pressure at the surface is assumed to

be approximately the stagnation point pressure, p . =  u.The maximum

capillary pressure in the material is approximately of the order o+/¢/ K . The porosity

of the materials used in this study ranged from 0.435 to 0.8 and the permeability
ranged from 10" to 10" m. Typical mass fluxes associated with fire sprinklers range
from 0.0475 to 0.272 kg/m’s (0.07 — 0.4 gpm/ft?) and velocities of sprinkler droplets
can reach up to 20 m/s. For these scenarios, the impact pressure is several orders of
magnitude lower than the capillary pressure. The issue of impact forces from water
droplets is discussed in more detail in Appendix B.

The thermal boundary condition at the surface involves many transport
processes. Heat transfer occurs externally by radiant heating from an external source,
convective transfer by the water spray, convective loss to the ambient air, re-radiative
losses from the surface to the ambient, and evaporative cooling losses. Internally heat
transport occurs by conduction. These are shown in Figure 5. In-depth absorption of

radiation is not considered. The surface thermal boundary condition can be written as

. Y . A ] o
qc{md - qe + qwa[er qcnnv qre—md qevap (3 2)

spray loss
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By defining the heat flux terms, Eq. (32) can be written as

aT . s "
_K14 E = qe + mspmycp,w (T;pray - Ijs‘ur_'/‘ézce ) - h (T; - Tm )

—&,0(T =T} )= Ay (P =20 )

The surface pores are assumed to be open to the ambient, and therefore the

(33)

pressure at the top surface given by Eq. (26).
Back Face Flux Boundary Conditions

The back face of the material is sealed to liquid and gas flow and insulated.

This is shown symbolically in Figure 6.

. " " . "

<1
m, m m QCond

L

Figure 6 — Back Face Boundary Conditions for Saturation, Pressure, and

Temperature

The liquid and vapor water fluxes reaching the back face are zero, as shown in Figure

6. This boundary condition is

" =0 (34)

Using Egs. (1) and (4), Eq. (34) can be written as

-K, o, —Kza—T—K3a—P+K19 =0 (33)
oz oz 0z )

The air flux reaching the back face is equal to zero, as shown in Figure 6. This

boundary condition is

15



(36)

m":O

a

Using Eq. (5), Eq. (36) can be written as

P Y 67
0z 0z 0z

Heat transfer by conduction reaching the back face is equal to zero, as shown in Figure

6. This boundary condition is

. 38
qcond = O . ( )
Using Fourier’s law, this can be rewritten as
Ky, a_T =0 (39)

0z ]

The model is now comprised of Egs. (18), (19), and (20), with boundary conditions for
most cases given for the front surface by Egs. (26), (31), and (33), and the back face by
Egs. (35), (37), and (39).

3. Solution Method

The model is solved using the finite difference method with a code written in

MATLAB. The discretization of the spatial domain is shown in Figure 7.
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Figure 7 — Discretization of Spatial Domain

The domain is divided into nodes with a finite length. The interior nodes have a length
of Az, and the surface and back face nodes have a length of Az/2. The length Azis

equalto // (N - 1) where 1 is the length of the domain, 1, and N is the number of

nodes. Second order spatial derivatives are approximated numerically by calculating

fluxes into and out of the node 1

%) %) “
Q(K a_SJz ‘oz i+1/2 ‘oz i-1/2
' oz Az

0z

oS . .
where the fluxes (K | —j are calculated at the respective adjacent node
Z Jix12

boundaries (i+ 1/2 node spacing) using forward and backward difference schemes. For

example:
n n 41)
as o S =S (
(Kl a_j ~ K1, = —
Z i Az
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where the superscript n denotes the n™ time step. So Eq. (40) can be written

Kle Si+1_Si —Klf'l Si _Si—l (42)
3(1{ a—SJ~ R 5 Az
oz oz Az

~

The labeling convention for the coefficients has been changed here to avoid confusion

K, =K1

with the numerical subscripts. For example . The first order derivatives are

calculated using a central difference scheme. For example the convective heat fluxes

are approximated as:

C m" (3_T ~C m" I =T (43)
pv - tw 82 pv ' tw ZAZ

And

K207, - K207, (44)

i+1

E( 0)* 2Az

Temporal derivatives are calculated using a forward difference scheme with

coefficients calculated at the temporal half step:

08, g2 S =S] (45)
ot ! At

K,

A Crank-Nicholson discretization scheme is used to provide improved
accuracy in time and greater stability than would be realized with a fully explicit or
implicit scheme. By discretizing each of the three governing equations in this manner,
they can be arranged in matrices as discussed by Ames [49], and solved using Matrix

manipulation techniques. The equations, in matrix form, are written as

[Coe]ﬁ czents][Unknowns] - [RHS] , where [Coefficients] is a 3N by 3N matrix

18



containing the coefficients of the equations, [Unknowns] is a 3N by 1N matrix
containing the dependant variables, and [RHS] is a 3N by 1N matrix containing the
RHS terms. This allows the equations to be solved using matrix manipulation
techniques. A code has been written using the software program MATLAB to solve this
system of equations with the boundary conditions given. Since the coefficients K; —
Ky are functions of the dependant variables, the solution algorithm will step forward
in time and then iterate until convergence is achieved, before stepping forward in time
again. The conditions for convergence used are: AS <1x10™°, AT <1x10°K,

AP < 0.1 Pa . As with other parameters, these are adjustable through an input file. The
user must specify the values of the initial conditions, the type of boundary conditions,
and values for the ambient conditions, radiant heat flux, water spray mass flux,
material properties, and numerical inputs. The time step is allowed to adjust if needed.
For some scenarios a large time step is possible for some initial period but will crash a
later time when a smaller time step is needed. For these cases the time step will be
decreased partway through a simulation, usually by a factor of 10 or more. This can be
set to occur at a predetermined time, or when a particular value of a parameter is
reached. For example the time step can be decreased when the surface saturation drops
below the irreducible saturation. The complete details of the solution algorithm are

given in Appendix D.
4. Verification

In order to verify that the model code has been correctly implemented, a series
of tests were performed. Model outputs were compared to analytical solutions for
simplified scenarios to show that the governing equations are being solved correctly.
For each dependant variable, two analytical solutions were compared with the model
output. Analytical solutions for saturation profiles can be obtained from the equation
for conservation of mass for liquid water if isothermal behavior is assumed. This
allows analytical solutions for conditions with and without the effects of gravity.
Analytical solutions for temperature profiles in the material can be obtained by
assuming that the material is completely impermeable and dry. Solutions are available
for constant temperature and constant surface heat flux boundary conditions.
Analytical solutions for pressure profiles in the material can be derived if the gas
relative permeability is set to zero. Solutions were determined for cases where the
pressure was increased by heating and the compressive effects of wetting. In all six

cases the model was shown to be working correctly. The complete details of the
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verification tests are given in Appendix E.
5. Sensitivity Analysis

A sensitivity analysis was conducted on the model for each of the 6 validation
cases that will be described in section 6. These cases are: wetting of pieces of ceramic
fiberboard (CFB) using two means of applying the water, convective drying of a
particulate media, brick, and wood, and radiant heating of wet ceramic fiberboard. The
details of the sensitivity analysis are given in Appendix G. A one factor at a time local
sensitivity analysis was chosen for low computational effort and applied to each of the
validation cases. This method consists of measuring the effect on the model output
when one single input parameter is adjusted and all others are held constant. The
measure of the sensitivity of the model output, y, to a single parameter x; is given by a
sensitivity coefficient S; [50]:

g5 (46)
Coyox

Since this model is solved numerically, Eq. (46) is approximated numerically as

g %Ay @7

l y Ax,

Eq. (47) was used to calculate a sensitivity coefficient for each parameter by adjusting
the parameter while holding all others constant, and observing the change in model
output. The sensitivity coefficient for the input parameters was used to create
sensitivity rankings of the input parameters. The model output that was compared and
used to calculate the sensitivity coefficients was different for each validation case. For
the two wetting cases, the water penetration depth was integrated over time, and the
sum was used as a quantitative measure of wetting. For the wood and brick heating
cases, the surface temperature was integrated over time, and this sum was used as the
quantitative measure of heating. For the particulate media and CFB heating cases, the
time that the surface temperature jumped dramatically was used. For each case, a
cutoff value was chosen to separate the most sensitive input parameters. For the

wetting tests, the inputs with a sensitivity coefficient greater than 0.5 are shown in
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Table 1. The Capillary Pressure Coefficients in Table 1 are defined in Appendix G. For
Type 1 BC wetting, the model is extremely sensitive to the surface saturation value.
This value determines how rapidly water can enter the material. The relative
permeability and capillary pressure are very sensitive to the saturation at values close

to one, as can be seen in Figure 3 and Figure 4.

Table 1 — Sensitivity Coefficients for Wetting of CFB

Type 1 BC Spray Wetting
Parameter S; Parameter Si

Surface Saturation 17.05 Porosity 0.9357

Cap Press Coeff 1 0.82761 Water flux 0.85056

Permeability 0.66859 Liq Rel Permeability 0.79437
Porosity 0.63037
Liq Rel Permeability 0.55899
Cap Press Coeff 2 0.5139

The inputs with a sensitivity coefficient greater than 0.1 for the convective heating
validation tests using brick and wood are shown in Table 2. For both cases, the model
is very sensitive to the ambient temperature. This is due to the dependence of the
convective heating rate on the ambient temperature. The sensitivity coefficient is
scaled using the absolute value of the input, so a change from 353K to 355K is only a
0.567% change, but for a convective heating scenario it can have significant effects on
the model output. The ambient temperature is usually known very precisely, so this is

not a serious concern for the uncertainty of the model.

Table 2 — Sensitivity Coefficients for Heating of Brick and Wood

Brick Wood

Parameter Si Parameter Si
Ambient Temp 6.0505 Ambient Temp 14.8
Initial Temp 0.2887 Initial Temp 0.269
Heat Trans. Coeff. 0.26033 Heat Trans Coeff 0.195
Initial Saturation 0.2574 Initial Saturation 0.146
Length 0.12885 Porosity 0.119
Liq Rel Permeability 0.10521 Length 0.102
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For the cases of heating of particulate media and CFB, the model inputs with a

sensitivity coefficient above 0.5 are shown in Table 3. The particulate media case is

most sensitive to the ambient temperature, just as with the other convective heating

cases. The case of radiant heating of CFB is most sensitive to the initial saturation.

Table 3 — Sensitivity Coefficients for Heating of Particulate Media and CFB

Particulate Media (Convective Heating)

CFB (Radiant Heating)

Ambient Temp 16.451 Initial Saturation 2.1843
Initial Saturation 1.172 Radiant Heat Flux 1.0731
Heat Trans Coeff 0.90585 Surface Emissivity 1.0457

Relative Humidity 0.77966 Length 0.87902
Initial Temp 0.66094 Si 0.78212
Porosity 0.64016

Liq. Rel. Perm. 0.50723

The uncertainty of the model output was calculated for each validation case by first

calculating the maximum uncertainty of the each of the input parameters shown in

Table 1 through Table 3. The method of calculating the maximum uncertainty of each

input parameter is discussed in Appendix H. Each input has a range of possible values

and a probability of each one being correct. This range is assumed to follow a normal

distribution, where the base value that has been used for model calculations represents

the mean value. The maximum uncertainty that is calculated for each parameter is

assumed to represent 3 standard deviations of the input distribution as shown in Figure

8.
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Figure 8- Distribution of Uncertainty of Input Parameters

This means that 99.7% of all possible values of a given input parameter are contained
between the calculated maximum and minimum values of that parameter. The values
that lie outside of the single standard deviation range are assumed to represent extreme
cases, with a low probability of occurrence. The input uncertainty of each parameter
was assumed to be + one standard deviation. This range includes 68.3% of all
possible values of each input parameter, and is assumed to represent a reasonable range.

The uncertainties of the input parameters for wetting are shown in Table 4 and Table 5.

Table 4 — Uncertainty of Input Parameters for CFB Wetting — Type 1 BC

Parameter Base Value Max Uncertainty | 1 Std Dev

Surface Saturation 0.99 £0.01 *0.0033

Cap Press Coeff 1 0.4 +0.04 *£0.0133

Permeability 5x107" m? +2x10"'m? t
0.66x10™"'m’

Porosity 0.8 +£0.05 £0.0166

Liq Rel Perm K, =S, 1 +£0.333

Cap Press Coeff 2 0.364 +0.073 *£0.0243
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Table 5 — Uncertainty of Input Parameters for CFB Spray Wetting

Parameter Base Value Max Uncertainty 1 Std Dev
Porosity 0.8 +0.05 £0.0167
Water flux Test 1 - 0.104 kg/m’s
Test 2 - 0.128 kg/m’s | +10% +3.33%
Test 3 - 0.188 kg/m’s
Liq Rel Perm +1 £0.333

o3
K, = Seff

The maximum uncertainties of the inputs for the four heating validation cases are
shown in Table 6 through Table 9.

Table 6 — Uncertainties of Parameters for Particulate Media Drying

Parameter Base Value Uncertainty 1 Std Dev
Ambient Temp 321K 1K +0.33K
Initial Saturation 0.915 +0.015 +0.005
Heat Trans Coeff 577 W /m’K | +5.77 W /m’K +1.92 W /m’K
Relative Humidity 33% +2% +0.66%
Initial Temp 289.9K + 1K +0.33K
Table 7 — Uncertainty of Input Parameters for Brick Drying

Parameter Base Value | Uncertainty 1 Std Dev
Ambient Temp 80°C +2°C +0.66
Initial Temp 25°C +2°C +0.66
Heat Trans Coeff f(S) +10% +3.33
Initial Saturation 0.56 +0.056 +0.0187
Length 0.05m +0.001 +0.000333
Lig. Rel. Perm. Coeff | 4 1 +0.333
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Table 8 — Uncertainty of Input Parameters for Wood Drying

Parameter Base Value Max Uncertainty | 1 Std Dev
Ambient Temp 40°C +2°C +0.66°C
Initial Temp 10°C +0°C +0.66°C
Heat Trans Coeff | 92.5W / m*K *15W /m*K +5W /m°K
Initial Saturation | 0.99 +0.0066
+0.02

Porosity 0.61 +0.0305 +0.0101
Length 0.019m £0.01 +0.0033

Table 9 - Uncertainty of Input Parameters for CFB Heating Tests

Parameter Base Value Max Uncertainty | 1 Std Dev

Initial Saturation Test1-0.3 +0.043 +0.0143
Test2 - 0.5 +0.070 +0.0233
Test3-0.7 +0.099 +0.033

Radiant Heat Flux 20kW/m’ + 1kW/m’ +0.333 kW/m’

Surface Emissivity 0.96 +0.02 +0.0667

Length 0.0254m +0.00151m +0.000503

Sir 0.15 +0.015 +0.005

Porosity 0.8 +0.85 +0.0167

Lig. Rel. Perm. Coeff |3 +1 +0.333

To calculate the effect of uncertainty of the input parameters on the model output, an
uncertainty analysis was performed. The model output for each validation case with the
base values of all parameters was taken as the base case output. Then individual
simulations were performed while adjusting the input parameters one at a time by plus
or minus one standard deviation. The combined standard uncertainty for each model

output can be expressed as [51]

() :ﬁ(%j () (48)

i=1
)

where the model output, y, is represented as y=r (xl,xz,..,xi,...xn ) , () is the

combined standard uncertainty of y, and " (x") is the uncertainty of input parameter

xi. Since the model obtains numerical solutions to the governing equations, the Eq. (48)
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is approximated as
2 (A ’ PR 2
u: (y):z(gyj (A%)" =2 (av) (49)

This was used to calculate a reasonable error band for each of the validation cases.
This error band represents the sum of the uncertainties associated with adjusting each
of the most important input parameters by one standard deviation. The combined
standard uncertainty was calculated at discrete points in time and space to provide the
error bars for the validation figures. The complete details of the uncertainty analysis

are given in Appendix H.
6. Model Validation

A series of model validation tests were conducted using experimental data for
wetting and heating. Convective heating data was gathered from the literature, but little
data is currently available for spray wetting of materials and radiant heating of wet
materials. For these cases experiments were performed in the WPI Fire Science Lab.

The complete details of all validation work are given in Appendix F.
6.1. Ceramic Fiberboard Parameter Estimation

Ceramic fiberboard (CFB) was chosen as a test material for the wetting tests.
CFB was chosen because it is hydrophilic, inert, and on the macro level it is isotropic
and homogeneous. The CFB was a Kaowool M-Board manufactured by Thermal
Ceramics. The material was purchased in 2’ by 3’ sheets of 1 and 2” thicknesses,
which were then cut into smaller samples for the tests. The CFB was determined to be
80% porous by weighing a 6” by 6” by 2”” sample in its dry and completely wet state.
Correlations for the capillary pressure, relative permeabilities, and vapor pressure are
required as model inputs. Experimentally determined correlations for capillary pressure
are provided in the literature for a number of materials [23], but none are available for
any fiberboard product. A series of experiments were conducted in the WPI Fire
Science Laboratory to determine an expression for the capillary pressure in CFB. The
method is described by Youngs [52] for tests using sectioned tubes of particulate media.

Here the same process is used with a solid material. Details are given in Appendix F.
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The experiments were conducted using a sample of CFB that initially measured 2” by
3” by 24”. This larger sample was cut into 24 smaller samples that measured 2” by 3”
by 17. Three tests were conducted on these samples in two different configurations.
Two tests were conducted with stacks of 12 of the CFB samples, and one test was
conducted using all 24 samples. The columns were placed in a shallow pan of water
that was maintained at a depth of approximately 1cm. The samples were allowed to sit
for 24 hours while capillary action drew water into the columns. The interface between
individual samples where the CFB was cut was observed to significantly slow the
transfer of liquid water. For this test the samples were left for a long period until
equilibrium was reached, so this resistance is believed to be negligible. After 24 hours
the saturation profile in the columns was determined by weighing the individual
samples. The capillary pressure in each sample was determine by observing that it
must be equal to the hydrostatic pressure, p, gh, associated with the height of the
sample, h, above the water source. This data was used to determine the capillary

pressure as a function of saturation and is shown in Figure 9.
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Figure 9 — Capillary Pressure in Ceramic Fiberboard as a Function of Saturation

Using this experimental data and Eq. (2) the J-Function for CFB was determined to be:
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(50)

J(S)= 0.4{0.364(1—exp(—30(1—S)))+0'471(1_S)+ 0.035 }

§-0.1

Eq. (50) was determined by adjusting the coefficients of Eq. (3) until good agreement
was observed with the experimental data. The relative permeabilities of CFB are

assumed to obey cubic functions of saturation [23]:

K, - Sj;;- , (S
K, =(1-5,)’ (52)
Where S is the effective saturation and varies between 0 and 1:
S-S, (53)
= lw—S L for §>8,

ir
9

Sy =0 for S<S,.r‘

When the saturation is below the irreducible saturation, S;;, water in the material is in
non-interconnected pockets, and cannot flow. For CFB, S;; is determined to be 0.15
based on the experiments shown in Figure 9. The Capillary pressure correlation takes
on unreasonable values below this value, and contains a singularity at S=0.1. The
relative permeability has a value of 0 for saturation values below the irreducible
saturation, so the unreasonable behavior of the capillary pressure correlation has no
effect.

The vapor pressure in the CFB is assumed to obey Eq. (9). To test this, a series
of experiments were conducted to measure the saturation of samples of CFB at
equilibrium in atmospheres of varying relative humidity. Samples of CFB measuring 2”
by 3” by 1” were sealed in a Tupperware container with the relative humidity inside
increased or decreased from the ambient value of ~60% in the lab. The relative
humidity was controlled by placing either a damp paper towel or a pan containing a
small amount (~1g) of Dri-Rite dessicant in the container with the CFB sample. For
each test, the relative humidity in the container was measured using an Omega RH411

Thermo-Hygrometer. The dry mass of the samples was determined by placing them in
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a Tupperware container for 24 hours with 100 g of Dri-Rite. The samples were
weighed after 24 hours. The saturation was calculated from the mass at equilibrium
and the completely dry mass. The relative humidity predicted by the sorption relation
for brick by Eq. (9) and the experimental data for CFB are shown in Figure 10.
Sorption relations are commonly expressed as relative humidity or vapor pressure as a
function of saturation or moisture content. Eq. (9) cannot be expressed in this manner

due to the exponential function, but is plotted as such in Figure 10.
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Figure 10 — Relative Humidity vs Saturation at Equilibrium in Ceramic
Fiberboard at 22°C

6.2. Wetting Validation

Wetting tests were conducted using samples of CFB that measured 2” by 3” by
6” and rates of water absorption were measured. For all wetting tests, the 6” sides of
the CFB blocks were sealed with silicone caulking and oriented so that the smaller
unsealed edges faced up and down. When the blocks had to be reused, they were
allowed to dry until they returned to their initial dry mass. The water that enters the
CFB is assumed to form a saturation profile with a sharp transition, or wetting front,

where the material transitions from wet to completely dry material over a short
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distance. This assumption is supported by model predictions, and visual observations
of the wetted material. A method for determining the location of this wetting front was
developed using resistance probes. The probes consist of two 17 long 13 gauge nails as
terminals that are inserted into the material at 5 locations. The resistance between the
two terminals of each probe is measured using a National Instruments data acquisition
system that consists of a SCXI 1001 multiplexor, SCXI 1181 module, and SCXI 1301
terminal block. A sudden drop in resistance between the terminals is observed when the
wetting front reaches the probe location. This method was used for all wetting tests to
determine the wetting front location as a function of time. Water was applied in two
ways: by placing one unsealed face of the sample in contact with a reservoir of water
(type 1 boundary condition), or by applying a water spray to one end of the sample
(type 2 boundary condition).

For the type 1 boundary condition tests, water was applied to the top and
bottom of the CFB samples so that the surface being wetted was completely saturated.
For the bottom wetting tests, this was accomplished by placing the sample in a wide
shallow pan of water that was maintained at a depth of 1 cm. For the top wetting tests,
a pan with a 1.75” by 2.75” hole was attached to the top of the sample, so that the hole
covered the unsealed top end of the sample. Silicone caulking was used to seal the
edges, so that no water was allowed to leak between the pan and the sample. Water was
poured into the pan and maintained at a depth of no greater than 1cm, to minimize the
effects of hydrostatic pressure from the water. Seven wetting tests were conducted in
this manner; 4 bottom wetting tests, and 3 top wetting tests. The model was used to
predict the behavior under similar wetting conditions. The boundary and initial
condtions used for the model simulations are given by Egs. (21)-(29). The ambient
temperature was 295K, the initial saturation was 0.004, and a surface saturation of 0.99
was specified. The surface saturation condition of 0.99 was chosen for three reasons:
the model cannot accept a saturation value of 1 due to numerical instabilities, the
material is assumed to have some very small pores that are inaccessible to water
penetration, and 0.99 gives good agreement with experimental results. The wetting
front was determined from the model output as the location where the saturation had
increased from the initial value by 0.05. The experimental data for this wetting
scenario was used to determine the permeability of the material. Since the permeability
is also an unknown in the capillary pressure calculation, several modeling iterations

were required. The ceramic fiberboard was determined to have a permeability of

5x10"'m’ by adjusting the permeability in the model until good agreement was
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observed between the model predictions and experimental results for capillary rise
tests and Type 1BC wetting tests. This value for permeability was then used for the
modeling of the spray wetting tests and radiant heating tests. The results of

experimental wetting tests and model predictions are shown in Figure 11.
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Figure 11 — Water Penetration Depth as a Function of Time for Wetting of
Ceramic Fiberboard Using Type 1 Boundary Condition

The difference between the top wetting and bottom wetting scenarios, as observed in
the model and experimental results, is due to the effects of gravity. The water
penetration depth for both scenarios follows an approximate time to the half power
trend. The model is able to match this behavior qualitatively and quantitatively. The
model results do exhibit a fair amount of uncertainty, mostly due to the surface
saturation value chosen. At saturations close to one, the capillary pressure and
relatively permeability are extremely sensitive to the saturation. This behavior is
similar to that of particulate media, as shown in Figure 3 and Figure 4. Spray wetting
tests were conducted at three water flow rates. The water was delivered by means of a

water mist nozzle mounted 41.5” above the surface of the sample. The water flow rate
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was controlled by using a needle valve to adjust the pressure at the nozzle, which was
monitored using a pressure gauge. Tests were conducted with a nozzle pressure of 5,
10, and 20 psig. Independent tests were conducted to measure the water mass flux
delivered to the horizontal plane at the level of the surface of the sample prior to the
wetting tests. This was accomplished by using a grid of square water collection tubes.
The average water mass fluxes were determined to be 0.104, 0.128, and 0.188 kg/m’s
at pressure values of 5, 10, and 20 psi at the nozzle. The moisture sensor probes
inserted in 5 locations to monitor the location of the wetting front. Boundary
conditions for the model simulations are given for the surface by Egs. (26), (31), (33),
and for the back face by Egs. (35), (37), and (39). No overflow was observed on the
top surface during the experiments. The initial saturation was 0.004, the ambient
temperature was 295K, and the three measured water spray mass fluxes were used for

separate tests. The experimental results and model predictions are shown in Figure 12.
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Figure 12 — Water Penetration Depth as a Function of Time for Spray Wetting of
Ceramic Fiberboard

The experimental data approximately follows a linear trend for water
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penetration depth vs. time which is matched qualitatively by the model. The model

under-predicts the water penetration depth for each applied water flux. It is possible

that the correlations used for CFB are not accurately characterizing the materials

behavior at lower saturations. For this scenario the predicted saturation values are

lower than those from the Type 1 boundary condition wetting case. For all three water

mass fluxes the model predicts that the surface saturation remains below 0.8. The

discrepancy between the model predictions and experimental results in Figure 12 could

be explained by issues with the relative permeability correlation and capillary pressure

not fully capturing the behavior of CFB at low saturation values.

6.3. Heating Validation

The thermal transport processes of the model were validated using data for
convective heating of particulate media [53], brick [54], and wood [55] [56] [45], and

radiant heating tests using CFB. The radiant heating tests will be discussed in detail,

due to their applicability to fire ignition phenomena. The material properties and

experimental conditions for all of the heating validation tests are given in Table 10.
Table 10 — Model Inputs for Heating Validation Tests

Quartz Particles | Brick Wood CFB
Solid Density, p, 2610 [53] 2566 [39] 1500 [57] 1355 [58]
[kg/m’]
Therm Cond, k 1.4 [43] 0.885 [39] 0.377 [57] 0.117 [58]
[W/mK]
Specific Heat, C, 780 [43] 750 [39] 2800 [57] 1046 [58]
[J/kgK]

Porosity, ¢ 0.46 [53] 0.435 [39] 0.61 [56] 0.8 [58]
Permeability, K [mz] 375%10°"! (58] 5% 107" 25] 251071 [59] 5510 58]
Initial Saturation, S, 0.915 [53] 0.56 [39] 0.99 [56] 0.3,0.5,0.7 [58]

Irr. Saturation, S;; 0.1 [58] 0.09 [40] N/A 0.15 58]
Initial Temp, T, [K] 298 [53] 298 [39] 289 [56] 295 [58]
Amb. Temp, T, [K] 321 [53] 353[39] 313 [56] 295 [58]
Rel. Hum, RH_ [%] 33 [53] 9.3 [39] 5[56] 20 [58]

Particulate Media Heating

Convective drying tests were conducted by Lu et al. [53] with a bed of quartz

particles. Particles with a diameter of 1-1.5mm were placed in a cylindrical bed 45mm
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in diameter, and 15mm deep that was flush mounted in the floor of a heated wind
tunnel. The surface heat and mass transfer coefficients were determined to be
43W/m’K and 0.0723 m/s. The sample had an initial moisture content of 0.3 kg/kg.
The total mass loss rate was measured using a digital balance. Thermocouples were
placed 0, 6, 8, 10, and 12 mm from the bottom surface. The capillary pressure is given
by Eq. (3), and relative permeabilities are given by Egs. (51)-(53). The effective
diffusivity of the media is given by Eq. (6). The sorption relation for brick, given by Eq.
(9), is used to calculate the vapor pressure. The model simulations were performed
using 16 nodes and an adjustable time step that drops from 1 second to 0.1 seconds
when the surface saturation drops below the irreducible saturation. The experimental
data from Lu et al. [53] and model predictions are shown in Figure 13 and Figure 14.

The model is shown to have reasonably good agreement with the experimental data.
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The model predicts that the particulate media is at approximately 305K from 50 to 270
minutes. This is the wet bulb temperature for the drying conditions of the test. During
this time, evaporation occurs at the surface, lowering the saturation at the surface, and
drawing water to the surface by means of surface tension forces. After 270 minutes the
surface saturation drops below the irreducible saturation, and water is no longer
transported to the surface by capillary action. This causes the surface saturation to
rapidly approach zero, and as this happens the vapor pressure at the surface is limited
by the vapor pressure correlation. The resulting decrease in vapor pressure results in a
decrease in evaporative cooling at the surface, and a jump in temperature, as observed
in Figure 14. When the surface is below the irreducible saturation, moisture is only
transported to the surface by means of vapor phase diffusion. This results in an abrupt
change in the slope of the mass vs. time curve (decrease in mass loss rate), as shown in
Figure 13. The model seems to under-predict the rate of mass loss, and over-predict the
temperature of the particulate media until close to the end of the experiments. This
could be due to errors associated with the calculation of the heat transfer coefficient or
simply a case of physical phenomena not being completely captured by the model. In

this case, the assumption that no vapor escapes from inside the material is possibly
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being violated. Lu et al. [53] give an experimental uncertainty of 0.1% for their
temperature measurements. This does not address the repeatability of the tests. Tests
conducted with ceramic fiberboard exhibit a large degree of variation between virtually
identical tests. For this reason, it is suspected that the experimental data from Lu et al
[53] could have a similar experimental uncertainty to the CFB heating tests that will be

discussed later.

Brick Heating

Convective drying tests with brick slabs were conducted by Przesmycki and
Strumillo [54]. Data for the experimental conditions is provided by Chen and Pei [39]
and properties for brick are given in Table 10. The experiment was conducted by
placing a brick sample in a convective drying environment where mass loss and
temperature at 6 locations was measured. The brick sample had a surface area of 20
cm” and a thickness of 5 cm. The surface heat and mass transfer coefficients are

assumed by Chen and Pei [39] to obey empirical correlations developed for convective

drying:

M, —0.015 (54)
h=75 084022 ">
0.09—0.015
M, —0.015 (53)
h =0.083] 0.140.9 2 ">
0.09-0.015

b

where Mgy is the surface moisture content. The capillary pressure and relative
permeabilities of sandstone given by Kaviany [23] are assumed to characterize the
brick:

O
= 0.3-0.0663In(S —S. (56)
pc K/¢|: n( w ir ):|
K, =Sy (57)
2
_ (1-5,) (58)

Krg (1—S€2ﬁ-)

36



The effective diffusivity is given by Eq. (6). Model simulations were conducted with
26 nodes and a time step of 1 second. The model predictions in Figure 15 show good
agreement with the experimental mass loss rate. The internal temperature at 0.1, 1, 3.5,
and 9.5 hours is shown in Figure 16 and the surface temperature over the entire
simulation is shown in Figure 17. The overall agreement between the model and
experimental results is good. The model predicts that the surface saturation falls below
the irreducible saturation around 0.75 hours. After this occurs, the only means of
moisture transport to the surface is by gas phase diffusion. The temperature profile
develops an abrupt change in slope at the location where the saturation is equal to the

irreducible saturation. This can be seen in Figure 16 at 3.5 and 9.5 hours.
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Figure 15 — Total Sample Moisture Content as a Function of Time for Convective
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In this case there is no sudden jump when the surface dries out as was observed in the
case of particulate media. The brick surface dries out much more gradually, and sample
mass goes down at a gradually decreasing rate as shown by both the experimental and
model results in Figure 15. This is caused by the surface heat and mass transfer
coefficients’ dependence on surface moisture content. As the surface becomes dry, the
rate of heat and mass transfer is reduced, according to Eqs. (54) and (55), and the
surface vapor is reduced according to Eq. (9). As the surface vapor pressure is reduced,
gas-phase diffusion draws vapor to the surface, increasing the evaporation rate below
the surface. The model predicts a saturation profile that transitions rapidly from dry to
wet and is marked by an abrupt changes in the slope of the internal temperature. This is
observed in the predicted temperature profiles at 210 and 570 minutes shown in Figure
16. The experimental data shown in Figure 16 does not exhibit the same sharp changes
of slope of temperature that the model predicts. It appears that the brick exhibits a
more smooth transition from wet to dry, and as a result flatter temperature profiles, as

evidenced by the data in Figure 16.

Wood Heating

Plumb et al. [55, 56] ran drying experiments using samples of southern pine.
In these experiments, temperature and moisture content were measured at various
locations in the material during the drying process. The wood samples measured 3.8
cm thick by 8.9 cm wide and 45 cm long. The samples were stored submerged in water
until just before the test was initiated to ensure a saturation as close to one as possible.
The test was conducted in a heated wind tunnel where the ambient air was 40°C and at
a relative humidity of 5%. The sample was mounted so that the two 8.9 cm by 45 cm
sides of the sample were exposed to the heated stream of air. The other edges were
sealed and insulated. The surface heat and mass transfer coefficients are determined to
be 92.5 W/m’K and 0.099 m/s. The properties of wood are given in Table 10. Half of
the sample was modeled by assuming a line of symmetry across the center, with no-
flux boundary conditions at the central plane of the model domain. Convective heating
and drying conditions are used for the front face. The evaporation rate is determined

from experimental results to be [56]

iy = B (P = Prce) (59)

Where the surface drying coefficient, /3, is defined as
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M, - EMC (60)
M,, — EMC

max

where Mgy is the moisture content (kg/kg) at the surface, M,y is the maximum
possible moisture content, and EMC is the equilibrium moisture content. For this test
Mnax is 1.34 and the EMC is assumed to be zero. The capillary pressure in wood is
given by Spolek and Plumb [45] to be

p. =1.24x10*s™ 1)

Relative permeabilities for wood are given by [56] to be

(62)
K, =Sy,
K, =005(1-S,,). (63)
The relative humidity in wood is given by Nasrallah and Perre [38] to be
— 2 92M (64)
D, =D, exp((17.884 —0.14237 +0.0002363T )(1 .0327 - 0.000674T) )
The effective gas diffusivity of wood can be modeled as [60]
, (65)
D,=D, 2 Sg

This validation case is problematic because wood is a hygroscopic material and the
model cannot handle hygroscopic behavior. For this reason the model is only
appropriate for wood early in the drying process when liquid water is present in the
pore spaces. Wood fibers absorb water which becomes chemically bound to the

hydroxyl groups of the cellulose [61]. The maximum amount of water that can be
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absorbed into the wood fibers in this manner is called the fiber saturation point. Siau
[60] gives the fiber saturation point as 0.3 kg/kg. Below the fiber saturation point, all
of the moisture is contained in the solid fibers and the current model is not appropriate.
The model simulation was terminated when the surface moisture content dropped
below this value. Model simulations were conducted with 31 nodes and a time step of
10 seconds. The predicted spatial moisture content profile and experimental results for
0 min, 180 min, and 780 min for wood are shown in Figure 18. The variations in the
experimental data points are due to variations in the density of the wood due to
seasonal growth rings. The predicted mass loss rate and experimental data points are
shown in Figure 19. The model predicted surface temperature and experimental data

points are shown in Figure 20.
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The moisture content profiles in Figure 18 show that the model is under-predicting the
internal rate of moisture movement early in the drying process. Model simulations
were conducted which show that the internal moisture profiles for wood are a strong
function of the effective diffusivity correlation used. These are discussed in Appendix F.
There exists little data on alternative empirical correlations, and this parameter was not
optimized for this investigation. Wood samples also exhibit a large degree of variation
in the measured permeability [60] and the measured capillary pressure [45], which
might explain some of the discrepancies between the model and experimental results.
The model does not account for the hygroscopic, non-homogeneous, and non-isotropic
nature of the wood. Movement of bound water, which is not included in the model,
could account for the divergence of the predicted and observed mass and temperature
towards the end of the simulation, as shown in Figure 19 and Figure 20. Despite these
factors, the predicted sample mass and temperature shown in Figure 19 and Figure 20
give very good qualitative agreement with the experimental results, and the
quantitative agreement is reasonable. This case should be considered to be an extreme

case, perhaps the limit of what the model, in its current capacity, can handle.

CFB Heating

Radiant heating tests using wet ceramic fiberboard samples were conducted in
the cone calorimeter in the WPI Fire Science Lab. Details are given in Appendix F. The
samples were 4” by 4” by 1” thick (0.102m by 0.102 m by 0.0254m). Temperatures
were measured at the surface and at the center of the sample (1/2” depth). The surface
temperature was measured using a bare bead thermocouple that was gently inserted
about 0.5-1.0 mm into the surface of the CFB, just deep enough to remain in place for
the duration of the test. During one test the surface thermocouple became detached
from the surface. The centerline temperature was measured by inserting a 40 gauge
sheathed thermocouple probe into the sample horizontally. The sample was insulated
on the edges and back face with 1” thick Kaowool blanket insulation manufactured by
Thermal Ceramics. The sample with insulation was placed on the cone calorimeter
load cell to measure mass loss from evaporation. The experimental set up is shown in
Figure 21. Three sets of heating tests were conducted with an imposed radiant heat flux
of 20 kW/m?. Tests were conducted at three initial saturation values. Seven tests were
conducted with an initial saturation of 0.3, seven tests were conducted with an initial
saturation of 0.5, and four tests were conducted at an initial saturation of 0.7. The
initial saturation was achieved by adding a known mass of water to the samples. Eight

different samples of CFB were used, some of which were re-used for multiple heating
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tests. The samples were allowed to cool down for several hours between tests before
being re-used. Any residual water in the samples was accounted for by weighing the

samples before and after every test.
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4" by 4" by 17 Sample
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Load Cell

Figure 21 — Experimental Set up for CFB Heating

The bulk properties provided by Thermal Ceramics were used to determine properties
of the solid phase of the CFB. The solid density is 1355 kg/m’, the specific heat of the
solid is 1046 J/kgK, and the thermal conductivity of the solid is 0.117 W/mK. The
emissivity of CFB is assumed to be 0.96, which is the measured value for asbestos
board [62]. The capillary pressure is given by Eq. (50), relative permeabilities are
given by Egs. (51)-(53), and the vapor pressure is given by (9). The surface heat and
mass transfer coefficients are calculated from correlations for free convection on a flat
plate. The heat transfer coefficient, h, is typically calculated from the Nusselt number
[57],

Nu = %L =0.54Ra)*  for 10° < Ra, <10

b

(66)

Where the heat transfer Rayleigh number, Ray, is the product of the heat transfer
Grashof number, Gry, and the Prandtl number, Pr,
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¢b,(T.-T,) (67)

v
Ra, = Gr, Pr= —
v a .

The mass transfer coefficient, hy, is typically calculated from the Sherwood number,

~ h,L

Sh = (68)

o= 0.54Ra*  for 10° < Ra, <10’

where the mass transfer Rayleigh number is the product of the mass transfer Grashof
number and the Schmidt number,

gB,(p,=p.)L v ©

Ra, = Gr,Sc = >
v D

The convective flows above a wet heated surface must account for the driving forces
arising from both thermal and species diffusion. If the Schmidt number is equal to the
Prandtl number, the problem reduces to a single buoyancy effect [63]. In this case the
total Rayleigh number is calculated by summing the heat and mass transfer Grashof

numbers:

Ra =(Gr, +Gr, ) Pr (70)
The heat and mass transfer coefficients are calculated in the model by substituting Eq.
(70) for the heat and mass transfer Rayleigh numbers in Egs. (66) and (68). The

properties of air are calculated at the film temperature, 7, = O.S(T + Tw) . This

surf

method produces a surface heat transfer coefficient between 10 and 15 W/m’K and a
mass transfer coefficient between 0.01 and 0.02 m/s. The model simulations used 26
nodes and a variable time step that dropped from 1 second to 0.001 seconds when the
surface saturation dropped below the irreducible saturation.

For tests at each of the three initial saturations the model predicts the surface
temperature rising initially to the wet bulb temperature, where it remains
approximately constant as long as the surface of the material is wet. As the predicted
surface saturation approaches the irreducible saturation, the relative permeability
approaches zero according to Eq. (51), water flow to the surface by means of surface

tension forces is choked off, and the surface saturation drops rapidly. As the surface
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saturation approaches zero the surface vapor pressure is reduced according to Eq. (9),
and as a result evaporative cooling is reduced, and the surface temperature jumps
dramatically. As the surface vapor pressure is reduced, evaporation is increased inside
the material due to an increase in the rate of vapor transport to the surface. This
increase in internal evaporation causes a sudden drop in internal temperature. The drop
in surface evaporation rate also causes a drop in the rate of sample mass loss.

The model results for an initial saturation of 0.3 are in very good qualitative
agreement with experimental data. The surface temperature is shown in Figure 22. This
case has the lowest initial saturation, and the wet bulb period is relatively short. After
the surface dries out, the predicted surface temperature jumps dramatically at five and
a half minutes. When compared to the experiments, the model slightly under predicts
the observed jump times, but there is significant overlap with the uncertainty band. The
maximum surface temperature reached is slightly over predicted by the model. The
predicted internal temperature is shown in Figure 23, and gives good agreement with
the experimental data for the first ten minutes. The predicted temperature drops
significantly below the experimental temperatures at the end of the test. The mass of
water in the sample is shown in Figure 24. The uncertainty band overlaps some of the
experimental data, but the model appears to be slightly under predicting the mass loss
rate.
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Figure 22 — Surface Temperature as a Function of Time for Radiant Heating of
Ceramic Fiberboard with an Initial Saturation of 0.3
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Figure 23 — Centerline Temperature as a Function of Time for Radiant Heating of
Ceramic Fiberboard with an Initial Saturation of 0.3
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Figure 24 — Mass of Water in Sample as a Function of Time for Radiant Heating
of Ceramic Fiberboard with an Initial Saturation of 0.3
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For the case where the initial saturation is increased to 0.5, the surface
temperature remains at the wet bulb temperature for a longer period of time, as shown
in Figure 25. This is due to the fact that more water must be removed by evaporation
before the flow to the surface is choked off, causing the surface to dry out, and the
surface temperature to jump. In this case, the predicted surface temperature jump gives
very good agreement with the experimental results. The maximum surface temperature
reached towards the end of the test is slightly over predicted. The predicted centerline
temperature gives very good agreement with the experimental data up until the surface
temperature jumps at approximately 17 minutes as shown in Figure 26. At this point
the model predicts a more dramatic reduction in centerline temperature than is
observed by experiment. The rate of mass loss is slightly under predicted, as shown in

Figure 27, but there is significant overlap with the uncertainty band.
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Figure 25 — Surface Temperature as a Function of Time for Radiant Heating of
Ceramic Fiberboard with an Initial Saturation of 0.5

48



90 -

Center Temperature [Deg C]

10 15 20 25 30
Time [Minutes]|

Figure 26 — Centerline Temperature as a Function of Time for Radiant Heating of
Ceramic Fiberboard with an Initial Saturation of 0.5
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Figure 27 — Mass of Water in Sample as a Function of Time for Radiant Heating
of Ceramic Fiberboard with an Initial Saturation of 0.5
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The case of heating CFB with an initial saturation of 0.7 follows the same
general trends as the previous two cases, and the qualitative agreement between the
model and experiment is very good for this case. The surface temperature remains at
the wet bulb temperature for longer because there is more water to remove before the
surface temperature jumps, as shown in Figure 28. The jump time is slightly over
predicted in this case. The predicted centerline temperature is shown in Figure 29. The
model gives good agreement with the experimental data up until approximately 25
minutes, when the experimental surface temperature jumps. After this time, the model
over predicts the drop in centerline temperature caused by the increase of internal

evaporation. The rate of mass loss is slightly under predicted for this case, as shown in

Figure 30.
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Figure 28 — Surface Temperature as a Function of Time for Radiant Heating of
Ceramic Fiberboard with an Initial Saturation of 0.7
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Figure 29 — Centerline Temperature as a Function of Time for Radiant Heating of
Ceramic Fiberboard with an Initial Saturation of 0.7
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Figure 30 — Mass of Water in Sample as a Function of Time for Radiant Heating
of Ceramic Fiberboard with an Initial Saturation of 0.7
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Overall, the model gives good agreement with the experimental data for all
three radiant heating cases. All of the general trends observed in the experiments are
matched by the model output. The surface temperature wet bulb period and jump,
initial increase and subsequent decrease of the internal temperature, and the change in
mass loss rate as the surface dries out are all predicted very well qualitatively by the
model. There are several cases where significant quantitative differences are observed
between the model and experiments. As the initial saturation is increased from 0.3 to
0.7, the model switches from under-predicting to over-predicting the jump time.
Possible reasons for this behavior include physical phenonema not included in the
model, such as temperature dependant surface tension, migration of bound water, and
hysteresis of the capillary pressure. Also the sorption relation was validated at room
temperature, and it is unclear how appropriate it is for high temperature applications.
The maximum surface temperature reached is also over-predicted by the model. This
could be caused by issues with the sorption relation, or movement of bound water, both
of which could affect the evaporation rate at the surface. It is also possible that there is
experimental uncertainty associated with the thermocouple bead location, and radiation
reaching the thermocouple bead. The internal temperature drop after the surface dries
out is over-predicted by the model in each case. This could also be caused by errors
associated with the sorption relation, movement of bound water, or the effective
diffusivity relation. The mass loss rate is under-predicted in each case. This is possibly
caused by uneven initial distribution of water, vapor loss through the surface from
inside the sample, or movement of bound water to the surface, none of which are
included in the model. Modeling results from Lu et al [53] show that including
movement of bound water increases the predicted mass loss rate. In addition to not
accounting for all physical phenomena, the model is a simplified framework does not
completely characterize all materials. The J-Function and relative permeability
relations are approximations of observed behavior that do not always match the
behavior of real materials. Overall, the model is shown here to do a good job at

predicting the behavior of a heating scenario that is of key interest to fire researchers.
7. Conclusions
A model for heat and mass transfer in porous media has been presented in

detail. The model has been shown to be capable of simulating wetting and heating

scenarios that are relevant to water based fire suppression. Reasonable agreement is
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observed with six validation cases using four materials, and representing two wetting
scenarios, and two heating scenarios. The model gives very good qualitative agreement
with the experimental data and reasonable quantitative agreement. These processes are
of significant interest to fire researchers and engineers because they represent the
wetting and subsequent drying processes that precede ignition of an object during
water based suppression of a fire. The research that is presented in this paper

constitutes a significant step towards the prediction of water based fire suppression.

8. Future Work

In order to extend the current model to materials that are of interest to fire
researchers and engineers, more material data is required. Hydraulic properties are
available for many soils, rocks, and particulate media, but few materials that represent
fuel packages in a fire scenario. The authors believe that the model has many potential
applications. Chemical kinetics could be added, to extend its use to pyrolysis
applications. Current pyrolysis models do not have the capability to handle the
presence of liquid water. The model could be extended to handle the pyrolysis of wood,
but must be modified first, since hygroscopic behavior is not included. In theory, the
model also has the potential to predict burning rates of flammable liquids spilled on
porous materials. This application has not yet been investigated. Future validation
work should also be performed with simultaneous water and heat application. At this
time, due to significant uncertainty in some of the model inputs, a multi-dimensional

model is not recommended.
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Appendix B. Background Material

In this appendix the fundamentals of transport phenomena in porous media will be
discussed. It is beneficial to first discuss the reasons why porous media is of interest to
fire protection engineers. Many areas of fire protection engineering involve transport
phenomena in porous media. Some examples include spray wetting of porous materials
by fire sprinklers, combustion applications such as pyrolysis of porous materials and
fuel wicking, heat losses from fire compartments, concrete exposure to fire, and
thermal exposure of firefighter’s protective clothing. These areas are quite diverse, yet
each involves heat and mass transfer through porous media. An understanding of the
basic physics of transport phenomena in porous media will aid in their understanding.

Water is the most widely used fire extinguishing agent for many reasons [64].
Most importantly it is readily available, inexpensive, non-toxic, stable, and has a high
latent heat of vaporization. Sprinklers are a common form of water based automatic
fire suppression. In many cases they are a building’s first line of defense against fire.
Upon actuation, sprinklers will discharge water on and in the vicinity of the fire,
wetting and cooling both the burning materials, and adjacent items. This can reduce the
heat release rate, slow the rate of flame spread, and prevent other nearby items from
igniting. The sprinkler’s ability to perform these tasks is affected by many factors
including the interaction of the water with various porous media. If water is absorbed
into a material the time until ignition is increased for a particular heat flux [65]. This
can slow flame spread rates, and prevent other items from igniting and contributing to
a fire. The splash dynamics of water droplets impacting a burning surface are believed
to be an important process affecting fire suppression [66]. Despite the importance of
water absorption, the physics of spray wetting are not very well understood.

Porous media is often encountered in combustion applications. Pyrolysis of
porous materials will involve the flow of pyrolyzates through the pore spaces.
Common porous combustibles include wood, paper products such as corrugated board,
synthetic foams, and woven materials and fabrics. When a material is sufficiently
heated to undergo pyrolysis, it will not occur only at the surface, but also at depth.
Pyrolyzates will flow through the pores of the material and exit at the surface. For
materials such as wood, the pore structure will greatly affect its behavior during
pyrolysis. In cases of fuel spills on porous surfaces and ignition of the spill, the
burning behavior will differ from a simple pool fire [67]. Fuel can initially enter the
material due to gravity, inertial, or surface tension forces. When the fuel is ignited, a

complicated system of transport processes will be set up. Surface fuel will evaporate
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and burn, while subsurface fuel will evaporate and flow through the pore spaces to
reach the surface. Subsurface fuel will be transported to the surface by capillary action
as the surface material dries. If the porous solid is combustible, then pyrolysis of the
solid will occur as well, further complicating the scenario. The burning behavior of
such a fire will differ from a fire resulting from a fuel spill on a non-porous surface.
Many fire scenarios will expose porous materials to a thermal insult.
Compartment walls are often constructed from porous materials such as wood and
fiberglass insulation. Heat transfer through such walls often has accompanying mass
transfer. Water will always be present in building materials, and evaporation and
condensation can transport large amounts of heat. Models for heat transfer through
walls will often account for the coupling between heat and mass transfer. This coupling
cannot be ignored when modeling the exposure of concrete to fire. As concrete is
heated physically bound water will evaporate, cement paste will break down and
release chemically bound water, and other materials will evaporate producing
convective and diffusive mass fluxes in the material and possibly very high internal
pressures [68]. If sufficiently high internal pressures are reached, then explosive
spalling can occur [69]. Coupled heat and mass transfer also occurs during fire
exposure of fabrics. Fire exposure of firefighter’s protective clothing is one example.
Attempts have been made to model heat transfer through firefighters clothing for the
purposes of predicting skin burns [70, 71]. When water is present in the various layers

of material, simultaneous mass transfer will occur.
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B.1. Transport Phenomena in Porous Media

B.1.1. Pore structure and properties

Porous materials consist of interconnected and non-interconnected pore spaces in a
solid material, fibrous material, or bed of granular material. All macroscopic properties
of porous materials are affected by their pore structure [24]. The size and geometry of
the pores can vary greatly, and lead to further classification of porous media. Pores that
are on the meter scale will be called caves or caverns. Pore diameters on the molecular
scale are called micropores, ultramicropores [23] or the material is simply referred to
as “capillary-porous” [72]. Granular materials can range from fine silts and powders to
soils and sands to pebbles, rocks, and boulders. A representative porous material is

shown in Figure 31.
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Figure 31 — Representative Porous Material (from [36])

There are many parameters that can describe a porous material, but the most
common is the porosity ¢ . Porosity is defined as the ratio of void space to total volume
in a porous material. The connectivity of pores is important for fluid flow. Some pores
will be connected to other pores through a pore network. It is through these
interconnected pores that fluids can move throughout the material. Other pores are
non-interconnected and will not permit fluid flow. These could be bubbles in a solid
material or isolated air pockets in foam. The porosity calculated with the
interconnected pores and ignoring small pores that are hard to fill is sometimes called
the effective porosity [23]. Porosity measurements can be made several ways [24].

e Direct — Bulk Volume is compared to crushed volume.

e Photography — Sum of areas of solids is compared to area of voids.
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e Imbibition — Mass of completely wetted material is compared to mass of dry
material. This method measures the effective porosity.

e Mercury Injection — Volume of mercury injected into material is measured.
This method measures the effective porosity.

e Gas Injection — Pressure in container housing the material is measured before
and after expansion via a second container.

e Density Methods — The density of the bulk material can be determined and
compared to the density of the pure solid.

e Gamma Ray and X-Ray Attenuation — Intensity of a beam passing through the

material is compared to that passing through a solid slab of the same material.

Porosity values of common porous materials given by [25] are shown in Table 11.

Table 11 - Values of Porosity for Several Materials

Substance Porosity

Foam metal 0.98

Fiberglass 0.88
Berl Saddles 0.68-0.83
Wire crimps 0.68-0.76

Silica grains 0.65
Black slate powder 0.57-0.66
Raschig rings 0.56-0.65
Leather 0.56-0.59

Catalyst granules 0.45
Granular crushed rock 0.44-0.45
Soil 0.43-0.54
Sand 0.37-0.50
Silica powder 0.37-0.49
Spherical packings, well shaken 0.36-0.43
Cigarette filters 0.17-0.49
Brick 0.12-0.34
Hot compacted copper powder 0.09-0.34
Sandstone (oil sand) 0.08-0.38
Limestone, dolomite 0.04-0.10
Coal 0.02-0.12
Concrete (ordinary mixes) 0.02-0.07
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Another important parameter of a porous material is the pore diameter. For
many engineering materials, however, the pore diameter is a nebulous quantity. Most
materials will have pores of varying diameters, and bonded fibrous materials such as
paper may not have any spaces resembling cylindrical pores. It is more appropriate to
define a pore size distribution f’ (5 ) equal to the fraction of pore space of diameter, o ,
such that,

[, f(6)s=1

Pore size distributions can be measured using mercury injection measurements, optical
methods, x-ray and gamma ray absorption, and acoustical methods [24]. Dullien [24]

gives the pore size distribution of various porous materials. Figure 32 shows his data
points for 250 zm glass beads.

Pore Size Distribution - 250 Micron Glass Beads

0.08
00e +
007 +
006 +
0.0s +
0.04 +
00a 1
0.0 1+
0.0

Frobahility

120

Diameter (Microns)

Figure 32 — Pore Size Distribution

When discussing fluids in porous media it is necessary to be able to quantify
the amount of a particular fluid phase present. Three common parameters for this are
the mass content, volumetric content, and saturation. The mass content ca [kg/m3 ]ofa
fluid A, is the mass of fluid per unit volume of the material. The volumetric content Ua
[m*/m’] of fluid A is the volume of fluid per unit volume. The saturation Su of fluid A
is fraction of the pore space filled with fluid A. The saturation is proportional to the

volumetric and mass contents by the following relationship
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A more useful quantity is the effective liquid saturation S,

S

[23].

S B Sir,l

S, =—
7 1 - Sir,l - Sir,g

When a fluid displaces another fluid in the void space of a porous material, it will not
be able to penetrate some of the smaller pores or disconnected spaces. In many cases it

is impossible to reach 100% saturation. The effective saturation represents the fraction

of maximum achievable saturation. S, , is the irreducible liquid saturation, and S, ,

is the irreducible gas saturation. The irreducible saturation is the amount of fluid that
cannot be easily removed from the material during imbibition or drainage. When
draining the liquid from a saturated material, a small amount of liquid will remain in
the material unless the material is specially conditioned by heating or extended
exposure to very dry air. This small amount of liquid is the irreducible liquid saturation.
For gases, a similar definition applies. During imbibition, a liquid will displace the air
occupying the void spaces of an initially dry material. The liquid will not be able to
penetrate all of the small pores to displace 100% of the air. This small amount of air
that remains is the irreducible gas saturation. When referring to “saturation” the term
usually refers to liquid saturation, unless otherwise specified. An ambiguity arises
however from this choice of nomenclature when two immiscible liquids are present in
a porous material. Such is the case when water is pumped into underground oilfields
for purposes of petroleum extraction. In other cases water and oil can be present in
porous materials. In such cases the wetting phase is considered to be the liquid, and the
non-wetting phase is considered to be the gas. With this in mind, all of the analyses
made with respect to liquids — gas systems can be applied to liquid —liquid systems.
Porous materials can also be classified based on how they interact with the most
common wetting fluid: water. Most materials will contain a small amount of water in
their pore space under normal conditions unless they have been oven dried or
otherwise conditioned to remove the moisture. All other materials will retain a small
amount of moisture in the form of free water or bound water. Free water is present in

the pores of the material and is free to move throughout the material. Bound water can
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be physically or chemically bound. Physically bound water is held in very small pores
of the solid matrix by surface tension forces. For a particular material, the physically
bound moisture content is a function of temperature and humidity. Water that bonds
with the solid material to form a hydrate is chemically bound water. Chemically bound
water is also called “water of crystallization” or “water of hydration”. Some examples
are cement paste and gypsum. These materials will break down at high temperatures
and release the chemically bound water in a process called dehydration. Some
materials will undergo volume changes with the addition or removal of water.
Hygroscopic materials are materials which absorb significant amounts of bound water
in the solid matrix during wetting. These materials will often shrink during drying and
swell during imbibition. The vapor pressure in hygroscopic materials is a function of
temperature and the saturation of the material. Non-hygroscopic materials will not
absorb water into the solid matrix, and swelling and shrinkage are not generally
considered. In non-hygroscopic materials, the vapor pressure can be calculated as a

function of temperature only [72].

B.1.2. Continuum Assumption

For purposes of modeling, the continuum assumption will be invoked in this study.
This means that materials are treated as being continuous and having properties
defined everywhere in space, even if the properties are not continuous (such as at a
solid-fluid interface) [73]. As the length scale of interest is reduced, molecular
interactions become more important, and the continuum assumption breaks down. An
example of this is the motion of small particles due to random interactions with
surrounding molecules. This is known as Brownian motion. For many purposes, it is
not necessary to know details of the molecular motion, but instead the bulk fluid
motion is of interest. The point at which a continuum treatment is appropriate for a
flow is determined by the Knudsen number Kn [23].

mean free path of molecules

Kn =
average pore size or int erparticle clearance

When a flow has Kn>>1, it is called Knudsen flow, and the continuum assumption is
not valid. When Kn<<1, the flow is called viscous flow, and the continuum assumption
is appropriate. The region in between is called the transition region [23]. If the

properties of a material are considered to be continuous, some care is required when
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defining properties such as density and porosity. These properties require a
measurement volume whose size will affect their values. Density is defined as the ratio
of the mass of an amount of matter to the volume that it occupies [26]. As the
measuring volume is made smaller and smaller it will converge on the value of density
at a point. If it is made smaller than a limiting size, however it will not contain enough
molecules to give an appropriate value. If it is too small it may not contain any

molecules. This is illustrated in Figure 33.
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Figure 33 — Effect of Measuring Volume on Density [26]

In a similar manner porous materials can be treated as a continuum with properties of
porosity, permeability, etc defined everywhere in space. This does not capture all of the
fine details such as actual flow velocities in the pores, but gives statistical averages
over a measuring volume. Porosity can be analyzed in the same manner used for
density. Porosity is defined as the ratio of the volume of void space to the measuring
volume. If the measuring volume is too large it will not be representative of the local
porosity at a point. If it is too small it will not contain enough pores to give an

appropriate value for the point. This is illustrated in Figure 34.
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Figure 34 — Effect of Measuring Volume on Porosity [26]
B.1.3. Constitutive Relationships

Relationships are required to calculate heat and mass fluxes, vapor pressure, capillary

pressure, relative permeability, and other parameters from dependant variables.
B.1.4. Mass Fluxes

The total mass flux in a multi-component system is comprised of convective and
diffusive components. The convective mass flux pu, in a porous material is
determined using Darcy’s Law, which will be covered later. The diffusive mass flux in
a fluid arises due to 4 primary driving forces: the concentration gradient, pressure
gradient, external forces, and temperature gradients [74]. Fick’s law governs mass
fluxes due to concentrations gradients which are often the most significant driving
force. Pressure gradients can result in mass fluxes, for example in rotating fluids or
centrifuges where the heavier molecules are forced away from the axis of rotation.
Fluxes from external forces can arise when an electric or magnetic field is applied to
an ionized fluid containing charged particles. Mass fluxes driven by temperature
gradients are called Soret mass fluxes, and the process is called thermal diffusion.
Thermal diffusion tends to draw lighter molecules into hotter regions and heavier
molecules into cold regions of a fluid. Combustion of hydrogen is likely to be
influenced by thermal diffusion [75]. The discovery of thermal diffusion in gases is
interesting in that it was predicted by Chapman-Enskog theory before it was observed

experimentally. Soret investigated the phenomenon in liquids, and his name is often
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associated with the process [76]. The total diffusive flux of component A of a N gas is
given by Hirschfelder et al. [74]

N
=SSm0, -0 T
’ j=1 0 i
Where C is the molar concentration, M is the molar weight of the components, Dy is

the Fick’s multi-component diffusivity, D} is the thermal diffusion coefficient, and

the diffusive driving forces d,; are defined as

N
dAJ.zaXA+ XA_CAMA 6lnP_ CM,\ p fAJ_ZCkka
ox; P ox; Pp )M, k=1

1

Where P is the pressure, and i, is the body force acting on component i in the j
direction. The pressure diffusion and body force diffusion terms (second and third
terms) are only significant in certain situations and are most often negligible [77]. In
the absence of electrical or magnetic fields the body force term can be ignored. For
many porous media applications the pressure, body force, and thermal diffusion terms
can be ignored. To compare the relative effects of each, consider the microwave drying
of a slab of a porous material 10 cm in thickness. Assume that the material is heated in
a manner that the center of the material is at 100°C and the surface is cooled to 20°C.
The vapor pressure of water at the center will be latm gage or 2 atm absolute. The
material can be treated as one-dimensional and symmetric about the center plane.
Figure 35 shows the representative scenario. Temperature, pressure, and mass fraction

will not necessarily behave in a linear fashion as they are depicted here.
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Figure 35 — Porous Material Subjected to Microwave Heating

To calculate the exact values of the diffusive flux terms is complicated but
approximations and limiting values can be estimated. In the absence of electric or

magnetic fields the body force diffusion term is zero

P N
—f..=-> C.f..=0
Mij,l ; /»-f‘/»,l

The molar fraction gradient driving force term is approximately

oX
UELAPY s =20
ox; 0.05

1

Now calculate the pressure gradient driving force. Where mol fraction, pressure, and

temperature are needed, use the average value.
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1+0

XHZOZXAir: B 0.5
Tavg:373+293:333K
P zﬂzl.Satm

avg

Calculate mass fraction based on molar fraction

_ XAMA
XM, + XM,

So
sy
Yo = (0.5)18)+(0.5)29) 0383
(0.5)29) _0.617

YAir,avg = (0'5)(1 8)+ (0.5)(29)

Cp. oM
Xio —% =X, Y,,<05-0383=0.117
X, LM _ X, -Y, <05-0.617=-0.117
P

and

OmP_10P_ 1 1 _ 4,

ox  Pox 1.50.05

So the maximum value of the pressure gradient driving force is

X, _CM, la—P=(0.5—0.383)iL=1.56
p )P ox 1.50.05

This is more than an order of magnitude less than the molar fraction driving force. So

in the absence of larger pressure gradients and electric or magnetic fields, the diffusive
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mass flux reduces to

. Y oX olnT
"o=—> M M,D! —~-D!
Ja; 0 ; Aty o0 4 ox,

1

Which can be written in terms of diffusional velocities for a 2 component mixture

consisting fluids of A and B as

CZ
VA_VBZ_CC DAB(
g

o0X , olnT
—k,
ox Ox,

i i

Where V, and V), are the average diffusion velocities of fluids Aand B, D ,is the
binary diffusion coefficient, and &, is the thermal diffusion ratio which is defined as
p__ Dy

k= Gy D
A B AB

The thermal diffusion ratio is a measure of the relative importance of thermal and
ordinary diffusion. For most fluid combinations it is less than 0.1 [74]. Table 12
contains values of k, for common gas combinations.
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Table 12 — Values of Thermal diffusion ratio (Hirschfelder et al. 1954)

Gas Pair % of Lighter k, x10 T [K]
Gas Experimental Calculated
H,-CO, 53 6.89 8.39 300
53 8.99 9.60 370
H,-CO 24 3.76 3.21 142
53 5.83 5.08 142
24 4.45 4.81 246
53 7.38 7.66 246
Hz-N» 29.4 3.95 3.97 143
42.0 5.21 5.01 143
77.5 4.84 4.44 143
29.4 5.48 5.90 264
42.0 7.49 7.37 264
77.5 6.63 6.36 264

If we continue to use the example of microwave drying of a porous material, the
relative importance of thermal diffusion can be estimated. Examine the diffusion
velocities for a 2-component fluid mixture. Once again the driving force terms can be
approximated for purposes of comparison. A value for the thermal diffusion ratio for
water vapor and air could not be found in the literature. Since for most binary gas
combinations the thermal diffusion ratio is less than 0.1, use that value. Now calculate

the two driving force terms from the diffusion velocity equation.

X, AX, 1 _
a,  Av, 005
oInT _, oWmTor _, 10T

1
o, | or ox, ' Téx

1

AT 01l 80 _g4g
T Ax,

k; 10 _
333 0.05

This indicates that the effects of thermal diffusion are more than an order of magnitude
less than that of molar fraction driven diffusion. For porous media applications the
diffusive mass flux is often approximated using Fick’s law. Fick’s law can be written
many ways. It can be written as a diffusive velocity, molar flux, or mass flux, with the
driving force as mass fraction, or molar fraction gradient. Two convenient forms of

Fick’s law of mass diffusion are [78]
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oY,
Oox

j:;,i =pV,, = p(”A,i - ”i): —pPD

i
and

o C? oX
Jai = -—— M MyD,, —*
P ox

i

Here j", . is the diffusive mass flux in the i direction, V4 is the diffusion velocity, ua
is the average velocity of species A in the i-direction, and u; is the bulk average
velocity in the i-direction. The various forms of Fick’s Law are described by Bird et al.
[78].

B.1.5. Heat Fluxes

There are three components of the total heat flux in a multi-component system. They
are conductive heat flux, inter-diffusion heat flux, and Dufour heat flux [79]. The
conductive heat flux is driven by temperature gradients according to Fourier’s Law of
heat conduction and is the main cause of heat flux. Fourier’s Law is an observed

relationship between heat flux and temperature gradient which states

— vt =k L
ox,

1

-
QConduction

where k is the thermal conductivity of an isotropic material. If a material is anisotropic,
then k is a symmetric second order tensor [78]. In this case, the heat flux does not
necessarily point in the direction of the temperature gradient. Inter-diffusion heat flux
arises when gas component i has an average velocity that differs from the mass average
velocity of the mixture. In this case, the extra enthalpy flux carried by the j™ gas

molecules is [79]

-
qi,interdzﬁ"usion - phj)fjl/j,l'

The overall inter-diffusion enthalpy flux of all species in the mixture is [79]
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N
<
qi,interdlfi{sim = pz ijjI/]l

J=1

Dufour heat fluxes are due to mass fraction gradients and are the reciprocal effect of
Soret mass fluxes. The process is also called the diffusion thermal effect. Dufour heat

fluxes are expressed as [79]

T

N N
q.guﬁmr = RTZZ j ( ',i kl)
=1

J=l k M

So the total heat flux vector is

. or N N N /T
For Ly, ar$ Sy )
i J=

j=1 k=1

where V;j; is the mass diffusion velocity of the jth component in the i direction, and h; is
the enthalpy of the j™ component. In general, the inter-diffusive and Dufour heat fluxes
are ignored since they are small compared to the conduction heat flux. To show this
consider again the wet porous material subjected to microwave heating. Assume that
the material has thermal properties similar to that of yellow pine (k=0.147W/m’K, [57]
First the estimate the conductive heat flux

= ka—T —k£=—0 147ﬂ=—235z2
Ax 0.05 m

cond X ax

Now estimate the inter-diffusive heat flux
N

qimerdiﬁ"usim,x = pz ijT/I/j,i = (h Y V + hAerAerAlr)
j=l

First calculate the diffusional velocities.
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oY,

VA = _DAB

ox
AY, 1
H,0 Air-H,0 Ax Air-H,0 0.05
V. & ~— AYAir — _1
Air Air-H,0 Ax Air-H,0 005

The binary diffusion coefficient for air — water vapor is given in Turns [80] as

2
m

=22x10° 2 @2713K
S

D

Air—-H,0

An approximate correlation that includes temperature and pressure effects is given by
Ni [41] as

1.81
DAir—HZO =23x10" %{%j

o

Where T,=256K and P,=1atm. Since the exact shape of the temperature, pressure, and
mass fraction gradients is not known, calculate diffusivity and enthalpies at the average

temperature, pressure, and mass fraction

avg = M = 600 C
1+0
YHZO,avg = Air avg :T = 05
1+2
PAvg = T =1.5
1.81 2
D i p0 =2.3% 107° L(ﬁj =247x10° L
2 1.5\256 e

So the diffusion velocities are
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Vipo ®—247%x107° L 4oax10™

: 0.05 s
v, ~247x10° - =492x10* ™
0.05 s

And the enthalpy and density of the gas mixture are

hy o = 2610E (Moran and Shapiro,2000)

kg
kJ .
h,, = 333k— (Moran and Shapiro,2000)
g
P P
P =Yy 0P 0+ YirPaiw = Yu,o Ry T +Y, R.T
152000 152000

kg
5 0. =0.495+1.59 =2.09-
(461)(333)+ (287)333) ’ m’

So the inter-diffusion heat flux is

0o = 2:09((2610)(0.5)(~ 4.94x107* )+ (333)(0.5)(4.94x10*))
w

=-1.18=

-
Qim erdiffusion,x
m

This is much smaller than the conduction heat flux so it seems reasonable to ignore it.

Next examine the Dufour heat flux.

N N x DT
q.gu_fbur :RTZZ : J (Vj,i _Vk,i)

Hirschfelder et al. give values for the thermal diffusion ratio kr which can be used to

calculate the ratio D} /D,
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CzMAirMHZO

T
DAir

:kT

DAir—HZO P
And the diffusion velocities can be calculated by [74]

C? oX ,,
Vi = VH20 = _TDAW—HZO 8)?

Air™~ H,0

Where

P 152000 mol
== =0.055—
RT (8314)333) m’

C,, =CY, =0.0550.5)= 0.0275mm—‘§l

Cuo=CYy = 0-055(0.5) = 0.0275m—(;l
m

So the diffusion velocities can be calculated as

2
vy, \0055) (247x10°)—L =0.002”
2 (0.0275)0.0275) 0.05 s
and
c? oX
Vio =V = _ﬁDAir—HZO a_zz()
H,0™ dir
2
Vo=V, ~— (0.055) (247x10%)L = 0.002™
: (0.0275)0.0275) 0.05 s

So the Dufour heat fluxes can be calculated as
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. Cc’M,
B pMHZO (VAir - VH20)+ RT ])M(:o kT M/:;MHZO (VH20 - VAir)

0o = (83 14)(333)% 0.1%55)9)(18)(0-002)+ (83 14)(333)01'25 0.1 (0'05(52)‘2(55)9)(18)

-n kW
unfOW = 721 -1 16 = —439F

(-0.002)

B.1.6. Vapor Pressure

The vapor pressure above a flat liquid surface can be calculated using the Clausius-

Clapeyron thermodynamic relation which states [36]

Ah
P=Pexp|-wL_1
R \T T

v

Where P, is the reference pressure (101300 Pa) at the reference temperature T, (373K),

R, is the vapor gas constant, and 4h,,, is the enthalpy of vaporization of the liquid.

For very wet materials, the Clausius-Clapeyron equation can be used to calculate the
vapor pressure in the pore spaces. For very dry materials, or materials with vary small
pore diameters, surface tension effects will change the vapor pressure-temperature
relation and the Kelvin relation might be more appropriate. The Kelvin equation states

[36]

2
PV=POeXP{— = }
roRT

Where P, is the reference pressure (101300 Pa), o is the surface tension, r is the
radius of curvature for a single interface, p, is the density of the liquid, R, is the

vapor gas constant, and T is the temperature. When the Kelvin equation is used to
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calculate the vapor pressure in a porous material, r is not explicitly known due to the
range of pore diameters. Whitaker [36] states that r will become an experimentally
determined characteristic length of the material. For many materials the radius of

curvature can be modeled as a function of saturation and temperature.

Another important means of modeling the vapor pressure in a porous material is called
a moisture sorption isotherm. This is a relationship between the vapor pressure in the
pores of a material and the moisture content at a certain temperature. For brick, the

relation between relative humidity and moisture content is given as
M =0.0105(RH)"* +0.0125exp (20 RH —20)

This is shown graphically in Figure 36.

Relative Humidity of Brick
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Figure 36 — Relative Humidity of Brick (From [48])

Since brick reaches 100% relative humidity at a very low moisture content, it is
considered to be a non-hygroscopic material. That is, it absorbs very little moisture into
the solid material. Other materials will absorb significant amounts of water into the

solid matrix and exhibit reduced vapor pressure at higher moisture contents due to
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higher levels of bound water. The sorption relation for wood is given by Nasrallah and
Perre [38] as

D, =D, exp((17.884 —0.1423T +0.00023637> )(1 .0327 - 0.000674T)92M )
The sorption isotherms for wood at three different temperatures are shown in Figure 37.
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Figure 37 — Sorption Isotherms for Wood (from [38])
B.1.7. Darcy’s Law

Fluid will flow through a porous material under a pressure gradient according to

Darcy’s Law

Where the factor K is the permeability of the material in m>, # and p are the
viscosity and density of the fluid in kg/ms and kg/m’, and the Darcean velocity u o 18

related to the average pore velocity u, by the porosity of the material
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Values of K for some common porous materials given by [25] are shown in Table .
Table 13 - Permeability of Several Materials

Substance Permeability (mz)
Sandstone (oil sand) 5.0x107" to 3.0x107"
Brick 48x10™" to 2.2x107"
Limestone, dolomite 2.0x107" to 4.5x10™"
Leather 9.5x10™" to 1.2x107"
Black slate powder 49%x10™ to 1.2x107"
Agar 2.0x10™" to 4.4x107"
Silica powder 1.3x10™ to 5.1x107"
Soils 29x10™" to 1.4x107"
Bituminous concrete 1.0x10™" to 2.3x107"
Fiberglass 2.4x10™" to 5.1x107"
Sand 2.0x10™" to 1.8x107"
Hair felt 8.3x10"" to 1.2x107°
Cork board 3.3x107" to 1.5x107°
Wire crimps 3.8x10” to 1.0x107°
Cigarettes 1.1x107°
Berl saddles 1.3x107 to 3.9x107

Darcy’s Law can be rearranged and written as

- Z_j =lUp,; % - pPg

Kaviany (1995) describes the various flow regimes in porous media flows. As velocity
is increased the flow will transition from the Darcy regime (Req<1,viscous forces
dominate), to the inertial regime (1<Re4<150, inertial forces affect the pressure drop
significantly), to the unsteady laminar regime (150<Re4<300, some oscillations are
observed but flow is still laminar), to finally the fully turbulent regime (Re4>300, flow
is highly unsteady and chaotic). To account for these effects as well as transient

acceleration a longer form of Darcy’s law is sometimes used (Kaviany, 1995)

p, [ Oup, oP
?{—D+um -VuDJ) = —g+pg+EV2uDJ _Eum _T[E(p|uD,i|uD,i
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The terms is this equation represent fluid acceleration (material or co-moving
derivative), the pore pressure gradient, body forces, macroscopic or bulk viscous
diffusion (this is also called the Brinkman viscous term), microscopic visous shear
stresses (Darcy term), and the last term is called the microscopic inertial force or the

Ergun inertial term. The coefficient Cg is the Ergun coefficient and usually takes on a

value of 0.550 [23]. As the porosity of a material goes to 1 (¢ - l) , the permeability

K will get large and the last two terms will approach zero and the transient version of
Darcy’s Law will reduce to the Navier Stokes equations. The steady state version of

Darcy’s law is by far the most commonly used.
B.2. Conservation Laws

The basic laws of conservation of mass, momentum, and energy apply to single phase
systems as well as multiple phase systems such as porous materials. When dealing with
a porous material there must be a means of coupling between the solid and fluid phases
at the interfaces. This is quite complicated given the three dimensional structure of
many porous materials. It is common to invoke the continuum assumption and use
modified conservation laws when dealing with a fluid in a porous material. The

conservation laws will be discussed, and then the common simplifications that are used

to model porous media will be covered.
B.2.1. Mass Conservation
The conservation of mass for a multi-component fluid can be derived as follows.

Consider the 2 dimensional differential control volume of dimensions AxAy shown in

Figure 38
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Figure 38 — A fixed infinitesimal control volume in a 2 dimensional flow field

Summing all of the mass fluxes in Figure 38 gives

Ox Oy

This is equal to the rate of change of mass in the control volume

% gy, 2los)

— AxAy
ot ox oy
a_pza(pux)_l_a(my)
ot ox oy

or more generally

op O
Lo (pu)=0
at+ax,.(p”')

When individual species are considered, such as when a chemical reaction is occurring,
the conservation equation for species A is [79]
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Where Y, Da, and @” are the mass fraction, mass diffusion coefficient, and
> A

chemical generation rate for species A.
B.2.2. Momentum Conservation

To derive the differential form of the conservation of momentum consider a 2

dimensional fluid particle of dimensions AxAy shown in Figure 39. o, is a surface

stress on the i=constant plane and acting in the j direction.

ao_}'}"
o, + Ay |Ax
Aay
o,y > [ayX +—=4 ]Ax
oAy Ay (0'“ + % ijAy
’ ox
N ———
: oo
0, < [0' +""Ax]Ay
- ox

Figure 39 — Forces acting on a 2 dimensional fluid particle

The sum of all the surface forces acting on the fluid particle in the x direction is

0
> F=—(o,)ay+ (a - agx ijAy ~ (o, )ax+ {a +%Ay}m
= 0% gy 00
ox

AxAy

And in the y direction
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Newton’s second law of motion states that the sum of all forces on an object equals the

temporal derivative of its momentum.

Dt

Du.
F=ma=m——,= .
’{ a e,

ity %JAxAy

Where the material derivative is defined as

Equating this to the sum of all forces in the i direction produces the momentum

equation shown here in indicial notation [79].

Du. (o8 .
_':—'/-i-Bl. where i=x,y,z
Dt ox

J

B is the body force acting on the fluid

Bi = p/Z:llkakl

and the stress tensor o 1s defined as

2 \ou Ou. Ou,
o.=—PS. +| u-=u|—£E5, +u —+—L
i ij (:u 3 :u) ox, i ,U[ axj o j

1

Where 4'is the bulk viscosity and is often assumed to be zero [79], and 5, is the

Kronecker delta function defined as
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5 = 1 fori=j
7o fori#j

When the material properties p and u are constant, the momentum equation can be

simplified to a form shown here in Gibbs (symbolic) notation

X-component

Ou Ou Ou Ou oP o’'u 0w 0'u
pl—+tu—+v—+w—|=——+u + + +B,
ot ox Oy Oz ox

y-component

ov ov ov ov oP o*v d*v %
pl —tu—+v—+w— |=——+ y| —+ +B,
ot ox oy 0z oy ’

z-component

ow ow Oow ow OP o'w 0w 0w
pl—+u—+v—=+ =——+U —+—5+——5 |*+B.
t Oz ox~ oyS Oz

These three components of the simplified momentum equation and the continuity
equation form a system of four equations with four unknowns (u, v, w, P). For non-
isothermal conditions the energy equation must be also included, since temperature
adds a fifth unknown. The momentum equation is a system of non-linear PDE’s which
has not been solved analytically, except for certain simplified geometries. The system
can be solved numerically using computational fluid dynamics software, but this is not
practical for flow through complex pore geometries. Techniques for modeling flow

will be discussed later.

B.2.3. Conservation of Energy

To derive the energy equation, consider the control volume of dimensions AxAy

shown in Figure 40.
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Figure 40 — Enthalpy fluxes in a 2 dimensional reacting flow field

Here e, represents the total internal energy and Bju; represents body force work and

they are defined as
e = e+% and Bu, = szkﬁ”-(u,- + V,”.)
k=1

Where e is the specific internal energy and Vi is the diffusional velocity of species k

in the 1 direction.

The total change in internal and kinetic energy is

ﬁ __i _ai.i” o1 a(uio-ji) <
ot (pet)_ ox, (puiet) ox, +0"+ —axj + p; kak,i (ui + Vk,i)
or

"

ﬁ i _ _% " a(uio-ji) N
at(pet)"' ox, (puiet)_ axi"'Q + ox, +pkz=:,kak,i(ui+Vk,i)

&9



This can be simplified. First expand the derivatives on the LHS

a P a ol ou. oq' -, Ouo, $
p§+et§+pui§+et%=—a—?+Q +(a—j)+p;kak,i(ui+Vk,i)

i i i J

From the continuity equation we know that

So the energy equation becomes

% % _ _% o1 a(uio-ji) N
P o + pu; o ox +0"+ or. +p;kak,i(ui+Vk,i)

1 1 J

Using the definition of total internal energy and expanding terms

1 1
8[ uiuij 8[ uiuij .
ﬁet 2 Oe 2 — _% + Q'm

—+p——L+pu,—+ pu, — ;
Po 7P o TP AT o Cox, 0 oy

i J i J J

+ P2 Y Sl + P Y fo Vi
k=1 k=1

Now if we multiply the momentum equation by u; it becomes

ou. Ou. oo, 4
| —+u — |=u —L+ Y. 1 u
‘ [ a ax‘,) e, TP

Which can be rearranged as

a@ ”"”’) a(; ”"”"j 00, &
=U; i/_’_pZka;”_ui
ox; k=1 ’

J J

Subtract this from the total energy equation and we have
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Oe Oe oq' -, ou, l
— T t=——"+0"+0, —+ Yr. V.
pat pl/tl ax- ax Q ax IOZ Afk,z ki

i i J
Using the definition of internal energy

ezh—£

Yo,

L4

and assuming that heat input, Q" , is zero, the law of conservation of energy can be

written in terms of enthalpy [79]

Dh DP _dj!

P Dt Dt o, 7 ox;

Where 7 is the shear stress and is given by

( 2 )5% ouy  Ou,
“ 3'u ox, y@xj ox;

1

Using the definition of enthalpy
T

h=Ahg + [ C,dT
o

and Fourier’s law of heat conduction

Iy
Oox,

the conservation of energy can be written in terms of temperature
DT _DP _ i(k 6TJ

N
= o/Ahy ; + YV .
Pr i D ox, | ox , Z P; SV

N
Where Z @] and pY Y, f, V., represent the heat generated by chemical reaction
k=1

or phase change and body force work. This formulation assumes that inter-diffusion

heat fluxes and Dufour effects are negligible.
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B.3. Modeling Techniques for Porous Media
B.3.1. Quasi-analytical derivation of Darcy’s Law
Flow through a single capillary is a case where an analytical solution of the Navier

Stokes equations is possible. An idealized porous material can be considered to be a

solid with uniform parallel capillary tubes as shown in Figure 41.

Figure 41 — Capillary Tube
In this case there is a clearly defined pore diameter. The average velocity for fully
developed fluid flow in a tube can be obtained by integrating the momentum equation

in cylindrical coordinates.

z-direction momentum [73]

[auz+u Ou, w00, auzj——a—P+ lé(réuszriézuer@zuz +
Pla ™ 00 ) e Mol e ) et T RS

Since the flow is in the z direction and is only a function of r, if we ignore the effects

of gravity, the momentum equation simplifies to

Lof, o) 12
ror\_ or U Oz

Subject to the following boundary conditions

ou
r=0, = =0
@ or
@r=R, u =0
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Integrate this twice

Ja( éuzj 1 0P
—|r—=|==|——r
or\_ or U Oz
r@uz_ 1 0P’

or U oz 2

ou, 16Pr+Cl
or Hoz2 r

u =———?+C1 In(r)+C,

Apply the boundary conditions for this case

BC1

So,

R* oP I
u, =——|1-—
4u Oz R

Where the maximum velocity is
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R* OP
umax =4
4y oz

The average velocity is obtained by integrating over the capillary tube cross sectional

arca
2z R
=2 [ [ 2L (R =) raro0
A 7R 2, 4u oz

u —_
™ ZR* 4u oz
. _Rop_d op
™ 8u oz 32u oz

Where d is the diameter of the capillary tube. This is the Hagen-Poiseuille equation
[23]. The equation can be written in terms of Darcean velocity, u,, using

@ =nnd” | 4, where n is the number of capillary tubes per unit cross sectional area.

g dp__nmddp
32u dx 1284 dx

Up =

Relating this flow to Darcy’s law in one dimension allows for an analytical solution for

the permeability K

_KoP_ _nmd'dp

uD = =
M Ox 128 dx
4 2
K= nd :ﬂ
128 32

Real porous materials usually have complex pore networks, and do not strictly obey
this simple capillary model. It is, however, useful to relate this model to pores that
have irregular diameters. A simple model for flow through solid matrices can be used
to predict the permeability of other simple porous materials. Carmen-Kozeny theory

[24] predicts permeability based on the pore hydraulic diameter and tortuosity
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_ 4xvoid volume  4¢
surface area  A'(1-¢)
L

e

T=—"%
L

d,

Where L. is the effective length in a curved pore through which fluid must flow to

travel a distance L. The modified equation for K now becomes [23]

o

T16k, ko (1-g) A7

o

Where k, is a shape parameter and is equal to 2 for circular capillaries, and 2-2.5 for
rectangular, elliptical, and annular shapes [81] and 4 is a special version of the
specific surface area and has units of m*/m>. It is defined as the ratio of wetted surface

A
area to solid volume —% . For packed spheres this is

s

Happel and Brennar [81] suggest a value of V2 for the tortuosity 7 and 2.5 for the
shape factor k, for packed beds of spheres. This leads to the prediction of permeability

known as the Carmen Kozeny equation [23]. For a packed bed of spheres this is

_ ¢ 2
K_mwfﬁd

For particles that have a narrow range of diameter distribution, Rumpf and Gupte [82]

give an empirical equation that shows better agreement with experimental data [23]
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Most single phase flows through porous media are modeled using Darcy’s law with
either quasi-analytical or empirical values for K. Direct application of the Navier
Stokes equations usually is not practical for porous media flows. Mapping the pore
structure and solving flow problems using a CFD code is prohibitively time consuming

except in cases of simple pore structures.
B.3.2. Gas Phase Diffusion in Porous Media

As was discussed earlier, the driving forces for diffusion of gases are often dominated
by the concentration gradient driving force. For this reason gas phase diffusion is
frequently written as a form of Fick’s Law. It is convenient to write it in terms of a
mass flux with the molar fraction as the driving force. The mass flux of component A

in the 1-direction 1s written as

C? oxX
Jaj=——M MyD 4
P ox

i

This is convenient because the molar fraction of gases is proportional to the partial
pressure of the gas. At equilibrium the partial pressure is the vapor pressure which can
be calculated using the Clausius-Clapeyron relation from Thermodynamics. In porous
materials gas phase diffusion will occur through a smaller cross sectional area due to
the presence of the solid and liquid phase. There will be further reduction in the
diffusion mass flux due to the tortuous path through which the gas must travel. A
general formula for the diffusivity of a binary gas mixture in a porous media is given
by Geankoplis [83] as

Ve
AB
T

D,

Eff,gzD

Where y, is the volume fraction of gas in the porous material, and 7 is the tortuosity

of the gas path. The tortuosity is the ratio of the average path that a fluid particle must
travel between two points (also called the effective length) in the porous material to the

linear distance between the two points (or the actual length)[23].
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Some authors will write this as
L
Te =1+17,

Where L is the excess length. Some authors will call L; the tortuosity [84]. In this
study the first definition will be used, but the reader should be aware that there are
other extant naming conventions. The tortuosity 7 of porous food materials varies
between 2 and 6 [83]. This value must be obtained from experiments, and is hard to get

[41]. A more practicable relation is given by [46] for soils

4
Dﬁff,g :DAB (Sg¢)3

This can be written in terms of the liquid saturation

4

Dy o =D g ((1 =5, )¢)E

For wood, Nasrallah and Perre [38] use

The binary diffusion coefficient, D, , can be calculated from Chapman Enskog theory
of binary mixtures of gases at low to moderate pressures [80, 85]. A very detailed
description of this is given by Hirschfelder et al. [74] or Bird et al.[78]. For many
scenarios of interest the liquid phase present in the porous material is water, and the
binary diffusion coefficient can be approximated as a function of pressure and

temperature [41]
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1.81
D, =23x10° L[ L
P\T

o

2

Turns (2000) gives a value of Dy, of 2.3x107° ™ _at273K and latm. Ni [41] uses a
s

2
constant value of 2.6x10° 2 in a model for the microwave drying of foods.
s

The molar concentration C can be obtained from the ideal gas law.

PV =nRT
N
C:ﬁ—i— m> _ | mol
V. RT Nm m’
molK

The densities of gases can also be calculated using the ideal gas law.

N

py="Me My _ P | w | [he

“ V. RT RT | Nm | [w
kgK

Where R, is the specific gas constant, R is the universal gas constant, and M, is the

molecular weight of gas g.
R =2
Mg

For air and water vapor the gas constants are

o 8314’ ;
R =——=—MmolK _5g9 =

M, zg‘gkig kgK

mol

R 8314 J J
Rv — - molK =462

M, 18k7g kgK

mol
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B.3.3. Local Thermal Equilibrium

When modeling heat transfer in porous media, another important simplification that is
often made is that of local thermal equilibrium. This means that at a point in the
material, all phases present are at the same temperature. In reality there will be
differences in temperature between the solid matrix and the fluids in the pore space.
Many times however these temperature differences are small compared to temperature
differences that are occurring over the system dimension. This is the basis for the
assumption of local thermal equilibrium [23]. The conditions for local thermal
equilibrium to be appropriate are given by Whitaker [86]. Whitaker [86] uses the
method of volume averaging to transform the governing equations for each phase into
a condensed form that is more tractable. He uses the same method to derive conditions
for local thermal equilibrium. The details of his derivation are given here. First define a

spatial average of a function Q.
1
<Q> = ; IV g)dV
In this manner, <Q> becomes the spatially smoothed version of Q [86]. This process can

be used to define phase averaged quantities. For example, the phase average density of

the gas phase is defined as
1
<'0g> :;J.Vpng

Here we use the convention that p, is zero in the solid and liquid phases. This means

that the gas phase average density reduces to

1
(p:)= ?jvg(t)png

The phase average value of a function is averaged over the entire volume including
space where it has a value of zero. Therefore if the gas density has a constant value, the
phase average density is not equal to this value. For this reason it is useful to define an

intrinsic phase average, which is defined as
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1
<pg >g - m.[l/g(t)pgdl/

Another useful tool is the spatial averaging theorem [87] which states that for some
property of a phase, for example 2,

(vo)=v(2) +% [@n a1+ % [2n,a4
Ay Agg

4

This is a special case of the more general transport theorem [87]

%IVQSdV =[ 523' v +[ Qu-ndd

Also define volume fractions for the solid, liquid, and gas phases.

_7 v _Ye
l/ls V V/l V l//g V

Where the sum of the volume fractions must be equal to one

v+, )+, () =1

and the phase average and intrinsic phase average are related by the volume fraction.

vilp.) =(p,)

To determine whether local thermal equilibrium is valid, first consider the energy
equation for a three phase system. Derive the volume averaged energy equation for
each individual phase and add them together. Assume a porous solid contains a liquid
and gas phase in the pore spaces. If the gas is considered incompressible, the quasi-
steady creep flow form of the Navier Stokes equations are considered appropriate for
the fluids. Here viscous dissipation is neglected, and material properties are considered

constant. The problem can be expressed mathematically as follows [86].
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Solid Phase

ey GaTS =k VT, +®, (energy)
©oot

Liquid Phase

Vv, =0 (continuity)

~VP +pg+u Vv, =0 (momentum)

P (aa_f ik 'VT/) =kVT,+ @, (energy)

Gas phase

Vv, =0 (continuity)
2

-VP, +p,g+uVv,=0 (momentum)

oT
PeChy (a—tg +v, -VTg] = kgVZTg +@, (energy)

Subject to the following boundary conditions on the interfaces. On the solid-liquid
interface A4,

v, =0 on A4,
- .

qs ' nsl + q/ : nls = 0 on As/
Ts = Tl on sl

On the solid-gas interface A4,

v, = 0 on Asg
-n -n

4y Ny +qg Ny = 0 on ASg
T, =T, on A,
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On the liquid-gas interface

pl(vg_uint).nlg+pg(vl_uint)'ngl=0 on Alg

pihy (Vg _uim)'nlg + pghl (Vl _“mz)'ng/ = _(q;" ne + qg '”g/) on Alg

T, =T, on A,
1 1

F=P +o| —+— on 4,
n n

Here @is energy addition from electromagnetic radiation absorption. The radii r; and 1,
are the principle radii of curvature of the curved interface Aj,. In the case of an
interface in a capillary tube the two radii would be equal. The vector ng is the unit
normal vector for the solid phase surface in contact with the liquid phase that points

into the liquid phase. The vectors ny,, and ng are defined in the same manner andu,,, is

the velocity of the liquid-gas interface. It should be noted that
nsl = _nlx on Asl = Alx

Next calculate the volume averaged equations. Start with the solid phase

T Y
PiCps % ==V-q;+ D,

Forming the volume average and using the averaging theorem gives [86]

oT;)

S

ot

< 1 - 1 o
pscp,s =-V-: <q;> - ; J.CIY . nsldA - ; J.qg . I’lsgdA + @s
Ay 4,

g

Where the heat flux can be expressed as
o _ 1 1
(¢") =k (VT) =~k | VT, + ; J/];,nS,dA +o Aj T,n dA

Combining these two equations with the relation between phase average and intrinsic

phase average gives
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L vk, V(l//s<7:>s)+% Aj Tsns,dA+% A{gTsnsgdA

—%J. -n,dA— —J.q" n,dA+d,

Ay

The derivation of the volume averaged form of the energy equation for the liquid and
gas phases is similar to the process just completed for the solid phase but much
lengthier. It is complicated by the convective transport terms and phase change
occurring at the gas-liquid interface. The complete derivation is given by Whitaker [36,

86]. He ends up with the following form of the volume averaged liquid phase energy

equation
o1
ViPiC,, <8;> +plcp,1<vl>'V<T/>l+p1 < > jpl nlgdA
A/g
=V-{k, V(l//,(T ) an,dA+ [T, d4 1j,n,dA 1 gr-n,dA+{(®,)
Y A/g ¢ VA, ' VA,g ¢

For the gas phase the volume averaged form of the energy equation is

N ~
+%J2picpyiTg(v N dA+— [ch<pl g>}
v.{kg[v( g<Tg>g)+%g|;TgngsdA+%J.Tgng,dA}}%g[éq n, A——jq" nydA+(®,)

Ay Ay

Here quantities marked with a tilda ( p ) represent the fluctuations of that quantity

about it’s average. The system of equations governing multiphase heat transfer in a
porous material that have been given are quite complex. If the assumption of local

thermal equilibrium can be invoked, the problem will be greatly simplified. First

consider the simplifying effect of the assumption on the energy equations. To do so,
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first define spatial temperature deviations

Where the average temperature is defined as

(T)= L[ 1y =y (T 4y +v, (T

Using these definitions, the solid phase thermal energy equation can be written as

oT
l/lspscp,s % = V : [kv [V(WY<T>)+% J.Ts‘nsldA +% .’.]—;nvgdA]]
Ay A

g

A

- Jir-maa- - [andase,- {wp Loy vl )]}

g

If the deviations are much smaller than the spatial average temperature, then the last

term can be neglected. So if

—S<<§ and VT, <<V(T)

VPCp i—f vkl 7 <0

If these terms can be neglected in the gas and liquid thermal energy equations as well,

the three equations can be added to give
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VT)+®

N

(p)=w.p,+v,p,+v, > (p)°
i=1

N

VPC,s TV PC,, TV, z <pi>g Crg

= i=1

! (p)

In order to develop the constraints for local thermal equilibrium to be valid, consider a
two phase system consisting of a porous material with a liquid in the pore spaces. We
are concerned with the temperature difference between the solid and liquid. Define

spatial temperature deviations

This is similar to the definition of an average fluid velocity for turbulent flows. The

phase average temperature can be written as

(1= L] 1y =y (T 4y +v, (T

For this two phase system it reduces to

i

(1) =w.(L) +wi(T)

The volume fractions can be written as

Ws :l_l//l
Wl :l_l//v
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Now the spatial temperature deviations can be written as

(LY (-y.)-w (1) =y (1) (1))

i (1) ~y (L) w5 =) (v)-w(r) =v (1) ~(z))

N
Il
~
!

S
7~
~
~
!
s
7~
~
I

In order to allow the assumption of local thermal equilibrium, we must ensure that

AT, <<ANT) and AT, <<A(T)

Where AT, AT, and A(T)are the largest changes that occur in 7, 7, and(T) during

the time frame of interest. This can be written as

ATy ~(5) )<< Ay (z) +ui (1) ]
and

dy oy -y o< dptry +wifry]
Which will be satisfied if

(1) =(1) << A1)

s

or

(L) =(T) <<AT;)

s

i

Consider the porous solid with a single fluid phase, liquid in this case, in the pore

spaces as shown in Figure 42.
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Figure 42 — Local Thermal Equilibrium in a Solid — Liquid System (from [86])

If we examine the solid phase thermal energy equation

or)

ViPCpe =g = V. [ks[v( A1) )+% Aj TsnsldAH _% J §"-n,dA+®,

No single term in this equation can be much larger than any other term, but a term can

be much smaller than every other term [86], so we can write

a T s
l//spscp,s %

1 A, 1
— | g" ndd=0!V. \v4 -
V;[qs n,dA [k( ( A7) )+V /;[TsnS,dAﬂ

O

s

The order of magnitude of each of these terms can be estimated. Start with the

interfacial heat flux. From Figure 42 we see that the heat flux from the solid to the
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liquid can be approximated as

The notation O means “on the order of magnitude of”, T; is the temperature of the solid
liquid interface, and <T9>M is the temperature in a small local region of the solid. In

the same manner we can estimate the heat flux in the liquid at the solid liquid interface
to be

And from the boundary conditions given for the solid liquid interface we know that
q:’ ' nsl + ql” ’ nls = 0 on Asl

So the interfacial temperature T; can be eliminated to give

The integral can now be performed to evaluate the last term in the solid phase energy

equation

1 o 1 n As <TY>S _<T>1
74T ndd = f §" nydd =0 (7'j—1

Ay

Using a procedure discussed by Whitaker [88] the order of magnitude of the first and
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second terms in the solid phase thermal energy equation can be estimated

VP, ﬂ=0w)c ,
sI=s  p,s 6t sI=s" p,s

V. [k{V(%(TSV )+% ,[Ts”szd/lﬂ _ 0{%}

AT) }

T

Where A(TS >S represents the change in <TS>S that occurs during a characteristic time

7 and over a characteristic length L. The estimate for the second term makes use of an
analysis by Whitaker [36] that shows

% Aj T dd =l (7.’

Comparing the order of magnitude of the terms again

ATV
%A%S<>
T
(4 (1) () _ kw5
v) k. 1 I?
k, K <q)$>

Which can be rearranged to give the order of magnitude of the difference in local

temperature between the solid and liquid phase
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Repeat the process with the liquid phase thermal energy equation to calculate
additional constraints on local thermal equilibrium

T e
ViPiC, % + pch,z<vz> ) V<Tz>l + pch,zv '<V1T1>

1 g,
=V {k{v(y@(m% 7 ITlnhdA} ~ Jdr-mda
A[.s

Ay
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Using the same process gives the following four constraints

MI_Y_,_I_I <<1
iz’ k., k

, ‘
Zlk’ {Z—S+l—lj<<l
s 12 ky kK

%

ﬂ(l_sg_z]«l

A(]} >I I?/IS kx kl

—p,cp,,<vl> Ly + L3 <<1
Li ks 1
=

A . . :
Where % is the specific surface area and defined by the surface area per unit volume

of bulk material and it represented by A,. If we assume that /, =/ , then the constraints

for local thermal equilibrium for a solid — liquid system are given by the following 7
inequalities

[ [
l//Zvcpv [L+Lj<<l ViPiCpy (L+ij<<1
T s

i i l//l_kll i+i <<1
AL2 k, k AL\ k, K
&(i+ij<<l ﬂ(i+lJ<<l
AT A4,k K A(T) A, ks K

—p,cp,,<vl> i+i <<1
k., k

LA

0 s /

For example, we can check if a bed of glass beads with air filling the interstitial pore
spaces meets the conditions for local thermal equilibrium. Since it is a single fluid
system it does not matter that it is a gas instead of a liquid. Use values for air where

liquid parameters are specified. Assume bead diameters of 300 microns. In this case
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<CDS> = (CD ,> =0. The properties of air and glass are given in the SFPE Handbook

For air @293K

pair :121k_g3
m

k, = 0.02571
mK
Cour = 1.01£
P kgK

For glass @293

kg
pglass = 2700 F

kg,m = 0.78—W
mK
¢ =084t
p,glass kgK

Calculate an approximate value for the specific surface area based on a face centered

cubic lattice structure of the glass beads.

Figure 43 — Face Centered Cubic Packing of Spheres

As Figure 43 shows, a face centered cubic packing order contains 4 spheres in a box

with a face diagonal of twice the diameter of the spheres. This means that the sides of

the box are of length 232 r . The specific surface area can be calculated as
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A=4x4m* =16m"

v =(av2rf =16427°
A 16w 222 222

=== = = =7,400m™"
¥V o16J2r r 3x107m

Use the same packing order to calculate the volume fractions of solid and liquid

components

4,
y 4><§72r

S

TN TR
w,=1-y, =1-0.74=0.26

=0.74

Use these values for to calculate constraints for local thermal equilibrium. The

constraints are

|4 glass P glass c P, glassl 1 + L <<1
At k

glass air

p.c .l
l//alrpalr p,alr (k 1 + Lj << 1

Ao T glass k‘l ir
k, [
4 glass gélass 1 + L <<1
A oL k glass kal"’
%ﬂr—w L + L <<1
AL kg g
puircp,air<vuir> 1 + L <<1
LA - k glass air

So, using the values calculated for this system the inequalities become
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(0.74)(2700)(0.84)(3x10'4)( L, 1 j 1
0

(7400)z 84 0.0257

(0.26)(1.21)(1.01)(3x10'4)( 1, 1 j«

(7400)7 0.84  0.0257

(0.74)(0.78)(3xl04)( 1 j<<1

(7400)L? 0.84  0.0257

(0.26)(0.0257)(3x104)( L, )«1

(7400)? 0.84  0.0257

(1.21)(1.01)<vg>( Lo, 1 j«l

L(7400) 1 0.84 0.0257

For the above inequalities to be true, the timescale, length, and air velocity of interest

must be

0.0273 <<t

5.17x107 << 7
3.06x107" << L
1.04x107* << L

v, ) << ———

< ¢ > 0.0662

So therefore according to this analysis, as long as the timescale of interest is more than
3 seconds, the system length is more than 3cm, and the air velocity is less than 0.46m/s,

the assumption of local thermal equilibrium is valid.
B.3.4. Two Phase Flow

The problem of fluid flowing through a porous material is made more complicated by
the addition of another fluid. For example: water flowing into a porous material that
was initially saturated with air. Interfacial surface tension forces can prevent fluid from
flowing, or they can be the driving force for fluid flow. There are many factors that
will affect multi phase flows in porous materials. A representative granular porous
material is shown in Figure 44. Surface tension forces at the water-air interfaces will
pull the water into the material if the material is hydrophilic, and oppose water entry if
the material is hydrophobic. Hydrophilic/hydrophobic behavior will be determined by

the contact angle which is affected by surface chemistry of the solid material and any
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surface coatings and contamination.

sas ¥

Figure 44 — Granular Porous Media Being Wetted by Water
B.3.5. Surface Tension

When two dissimilar materials are placed in contact, a surface tension force will be
created at the interface. This results from asymmetric molecular bonds at the interface.
Inside a volume of similar molecules, there will be symmetric intermolecular bonds
pulling any given molecule in all directions which results in a net force of zero. This is
shown in Figure 45. At the surface of the material, the bonds between like molecules
will differ from those with the other material. This results in an interfacial surface
tension force, o, with units of N/m. Surface tensions are most apparent at liquids-

liquid and liquid-gas interfaces, where they can cause curvatures, droplets, and bubbles.

Liquid %

Figure 45 — Surface Tension Illustration
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In general surface tension will decrease with increasing temperature. The surface
tension at a water-air interface is given by the International Association for the

Properties of Water and Steam as
o=A4,A4"(1+ 4,4)

4 =l—£

T,
T =Temperature [K ]
T, =647.096 K
A,=235.8mN /m
A, =-0.625
A4,=1.256

This is shown graphically in Figure 46.
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Figure 46 — Surface Tension of Water
B.3.6. Contact Angle

If two fluids are present at the surface of a material, a contact angle will be formed
based on the three surface tensions present. For example consider a liquid and a gas
both in contact with a solid. There will be surface tensions associated with the vapor-

solid interface o, liquid-solid interface o, , and vapor-liquid interface o, .

vs 2
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Vapour Liguid
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Figure 47 — Contact Angle

The contact angle &, shown in Figure 47, is determined by Young’s equation.
o, —0, +0,cos(0)=0

Young’s equation is derived by balancing the forces at the intersection of the three

interfaces. In two dimensions this is illustrated in Figure 48

£,
0

< »
F « >

vs

by

Figure 48 — Force’s acting at vapor, solid, liquid interface

If we consider the static case where the interfaces are not moving, the sum of forces in

the x-direction should be equal to zero.
2 F =0=F —F, +F,cos(0)=0

This is essentially another form of Young’s equation, since surface tension o isa
force per unit length. If the contact angle & is less than 90 degrees, than the liquid is
said to wet the solid. The contact angle is not only a function of the fluid phases
present, but also the solid material. Another simplification often made is that the
contact angle is constant over time. The contact angle can actually change over time
and depending on the direction of fluid motion. This leads to the phenomena known as

hysteresis, which will be discussed later.
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B.3.7. Heat of Wetting

When a fluid displaces another fluid during the process of wetting a solid, an amount
of heat is liberated from the creation and destruction of surface tensions. This is called
the heat of wetting Ak . When the liquid in Figure 47 advances over an area A,
energy equal to 4,0 is liberated and energy equal to 4,0, is expended. In addition, an
interfacial area A, is created between the liquid and vapor, so energy equal to 4,0, is

expended. The heat of wetting is therefore [25]

Ahw = Alavs - Alo-l: - AZGVI

B.3.8. Capillary Pressure

When two fluids are present in a porous material there will be a pressure drop across
the interface that is a function of the interface curvature. In small pores, the curvature
is much greater than in large pores and the pressure drop is therefore greater. This is
called the capillary pressure, and it is a function of the surface tension, the contact
angle between the fluid and the pore wall, and the pore diameter. For the simple
capillary tube containing a static liquid shown in Figure 49 the pressure drop across the

interface can be calculated.

9 ‘ -~
-
pEd
-
-~

Water Air

Figure 49 — Capillary Tube
Consider only the interfacial surface area, whose cross section is shown in Figure 50

along with forces arising from pressure differences across the interface and surface

tension.
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O-vl

Figure 50 — Forces on Liquid - Air Interface in Capillary Tube

Summing forces in the x-direction gives
> F.=2rnRocos(6)-zR’ (ph.q _})air) =0

The pressure difference across the interface is often called the capillary pressure, Pcgp.

This is a gage pressure which is calculated to be

_ 20co0s6
pcap - R

As a porous material is filled with water, the small pores will fill first, leaving the
larger pores to fill later. As a result, the capillary pressure in an unsaturated material
having a range of pore diameters is a function of the saturation of the material. The

capillary pressure is defined as the pressure drop between the liquid and gas phases
paap zpliq _};ﬂr

Leverett showed that the capillary pressure can be predicted using a semi-empirical

correlation [25]
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po(2) ot

Where J is a function of saturation and is dependant on the material. Leverett found

that capillary pressure for a number of materials can reasonably be predicted using two

different J functions, one for imbibition and one for drainage [25].

6
|
|
a
| o
]
| »g LEGEND:
| = Drainage Imbibition
i | N o o Sample 1
| o5 - A a Sample 2
| et Somple 3
L | e . a Somple 4
Lo ——— ' -
L]
k.
E| 2
-8 _...III‘I. e —— .
SR
X r: .
b Sl |
L ELQ‘J -

0 Q = E
o ™ == . Droinoge
F | | =
I . .
.4 e

; ;
Imbh'iionj‘\ :

0 20

40 60 a0 100

PER CENT Saluration

Figure 51 - Leverett’s Non-Dimensional J Function (from [25])

The difference between the curves for imbibition and drainage shown in Figure 51

is due to contact angle hysteresis. The contact angle will be larger for an advancing

liquid. This corresponds to the wetting process, or imbibition. The contact angle will

be less for a receding liquid, corresponding to the draining or de-saturating process.

Correlations for several materials are given in Table 14.

Table 14 — Capillary Pressure for Combinations of Solid and Fluid (from [23])

System Correlation
Water — air - o 0.005
=——10.364(1- —40(1-S 0.221(1-S
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Imbibition into __ o [1_417 1= V=2.120(1—5 2 1263(1—5 3]
non-consolidated Pear VK /¢ ( eff ) ( eff ) + ( eff )

sand — water - air

Drainage of oil — o
Deyy =71 0.3-0.0633In(S, -S,.
water - sandstone " JK/go [ ( ! ! )}

The first correlation asymptotes to infinity as the saturation approaches zero. This
equation is simply a best-fit curve which matches the experimental data for the
materials specified. In reality there would be a minimum moisture content that would
correspond to a maximum value for the capillary pressure. This minimum moisture
content is called the irreducible saturation, and to go below it one must usually expose

the material to an extremely dry environment or heat it above 100 deg C.

B.3.9. Relative Permeability

When the pore spaces of a porous material are completely filled with one fluid, the
fluid velocity can be predicted with Darcy’s law if the permeability K is known. When
a liquid and a gas phase are present, the ability of each phase to flow will be affected.
In the case of two phase flows, Darcy’s Law will be modified to include a parameter K,
called the relative permeability of the material [41].

_ KK,
Up s =~ Vp,

A

The relative permeability must assume values between zero and one. At a phase
saturation of zero, there will be no fluid to flow, and at a saturation of one the flow will
behave as a saturated material according to Darcy’s Law. The relative permeability for
gas or liquid of an unsaturated material is a complex function of the phase saturation,
the matrix structure, the interfacial surface tension, density of the fluids, and the
wetting history [23]. A simplification that is in popular usage is to reduce the relative
permeability of each phase for a specific material to a function of saturation only. As
either liquid or gas fills the void spaces of a porous material and displaces the fluid
already there, the resistance to flow will decrease. When only a small amount of a fluid
is present, it will be occupying a small cross sectional area which is available for fluid
flow. If the fluid wets the solid material, it will be present in the smallest pores which

were shown to have higher resistance to flow. The functional relationship of the
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permeability is quite complicated and typically arrived at by curve fitting experimental

data points such as those shown in Figure 52.
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Figure 52 — Relative Permeability for Liquid and Gas (from [25])

Kaviany [23] gives empirical relationships for K, and K, for a variety of

material — fluid combinations. Some of these are given in Table 15.

Table 15 — Relative Permeabilities for Several Combinations of Solid and Fluid

(From [23])

Material K K.,
Sandstones and limestones, oil - 4 5
water &ﬂ @_SWYQ_SW)
Nonconsolidated sand, well 3

S eff (1 =S eff
sorted :
Nonconsolidated sand, poorly 35 s

Sepr (1 — Sy (1 — Sy )

sorted
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Connected sandstone, limestone 4
’ ’ Sk 1-8,, Fl1-S2,
rocks 4 ( off ( off )
Sandstone, oil - water
S2 1-1.1S,,
Glass Spheres - water 3 3 ;
Sor 1.2984-1.9832S,, +0.7432S,,

The relationships for sandstone are shown in Figure 53.
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Figure 53— Relative Permeability of Liquid and Gas in Sandstone

When surface tension is the driving force for fluid flow in an unsaturated porous
material, negative pressures will be formed in the water at the water-air interfaces. As
was explained in the previous section, the negative pressure in the water balances the
surface tension forces at the water-air interface. The negative pressure in the water
causes water to flow from the surface which is at atmospheric pressure, into the
material where the water is at a negative pressure from the interfacial surface tension
forces. Two models for predicting such flows are capillary tube models and diffusion

models.
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B.3.10. Capillary Model of Unsaturated Porous Media

The porous material in Figure 44 can be roughly approximated as a bundle of parallel
tubes through which the water flows. Clearly this is not the actual configuration, but
we can learn much about the behavior of fluid flows in porous media with the analogy.
First consider a single capillary tube. When a wetting (hydrophilic) liquid is present in
a vertical capillary tube as shown in Figure 54, surface tension forces will draw the
liquid into the tube.

Figure 54- Capillary Rise (from [89])

The forces acting on the column of water are shown in Figure 55

le \ ! R / le
/_i_\

Ah

e

Figure 55 — Forces Acting on a Column of Water

The surface tension forces act on the perimeter of the internal cross section of the tube

and are equal to

F

surf tens

=27mRo cosl
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The gravity forces acting on the column of liquid are

F ravity = plg.Ah7Zfaz

&

Where o is the surface tension of the liquid — gas interface, & is the contact angle,
p, 1sthe liquid density, and Ak is the capillary rise. If the capillary tube is vertical

and at equilibrium as shown in Figure 54, the surface forces will balance the gravity

forces acting on the column of liquid and the height of the column is

_8ocosd
Rp g

Ah

This inverse relationship between tube radius and column height shows that small
tubes will have a large capillary rise. It is often of great concern how fast a liquid will
travel through a capillary tube. A simplified solution to this problem can be obtained if
gravity is ignored. To show that this is reasonable, consider a 10 cm high capillary tube
filling with water with a radius r. The pressure drop across the liquid - air curved

interface at the top of the tube is

_ 20cost
cap ~ R

The hydrostatic pressure from gravity effects at the base of the capillary tube is

Apgravity = plgAh

These effects are illustrated in Figure 56

125



AP =latm

Ah

4h

v

gravity

Figure 56 — Capillary Rise and Pressure

Using the following values for properties of water at 60°C to calculate the pressure

differences at the top and bottom of the capillary tube

o =0.072 N/m [89]
=0 deg[89]
p, =983 kg/m’ [57]

If we are to neglect the effects of gravity, the pressure drop across the water — air

interface should be at least an order of magnitude greater than the pressure increase

due to gravity. The capillary tube radius which allows for gravity to be neglected is

20 cosf

=10p,gAh

_20cos6 _ 2(0.072)cos(0)
10p,gAR  10(983)9.8)(0.10)

=1.5x10"m

So if the capillary tube in question has a diameter of less than 15 microns, or is
oriented horizontally, the rate at which water will flow into the tube can be calculated
by setting the pressure drop across the water — air interface equal to the frictional
pressure loss. The pressure drop in a capillary tube of length 1 with fully developed

flow can be calculated from the Hagen-Poiseuille equation to be
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_8u,dl

pﬂow - R2 dt

Equating these two pressure drops produces the relationship known as the Washburn

equation [90].

8y, dl _2ccosf
R® dt R

This equation is valid when the gravity force can be neglected. The solutions to this are

Rioco) dl Rocosd
/= and —= [———
2u dt ut

If the pressure at the surface is higher than atmospheric from either a depth of static

water or a high velocity spray impacting the surface, then the equation relating the

pressure is

8_,u ﬂ _20cosd N
R2 dt R psurf

Where Py, is the pressure at the surface. This can be integrated

The solutions to this are

RocosOt  |R’p,,t dl  [Rocos6® |R’p,,
[ = + and — = +
2u 4u dt 8 ut 16 ut

This indicates that the distance that a liquid has traveled into a capillary tube is

proportional to the square root of time, and the velocity of the interface is inversely
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proportional to the square root of time. If a porous material is approximated as a
bundle of parallel capillary tubes of various diameters, water will penetrate the tubes at
different rates. From the solutions to the Washburn equation we can see that the fluid
velocity in a capillary tube will be proportional to the square root of radius when the
capillary force is much larger than the spray impact force. This means that fluid in
larger radius capillaries will have a greater velocity. This is shown qualitatively in

Figure 57. Water in the larger tubes has penetrated further than water in the small tubes.

Figure 57 — Bundle of Capillary Tubes

If a positive pressure is now applied to the surface of each tube to represent a depth of
static water or impact pressure from a stream of high velocity droplets, the flows will
be increased. The depth of water penetration can be calculated using the modified
Washburn equation. For 5 different capillary tube diameters, the pressure drop across
the water-air interface and the depth of water penetration have been calculated. They
are shown in Table 12.
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Table 16 — Capillary Pressure and Penetration Depth for Capillary Tubes at time
=10 s, Surface Pressure = SkPa

Radius [pum] 10 20 30 40 50
Cap Pressure 14,400 7,200 4,800 3,600 2,880
[Pa]
Depth [m] 0.0612 0.0896 0.115 0.140 0.165

The pressure in each capillary tube will decrease linearly from the surface pressure to
the capillary pressure at the interface located at the depth of water penetration. This is

shown graphically in Figure 58.

Water Penetration into
Capillary Tubes at 10 Seconds

—_ 10 micron
]
o 012 |=——20 micron
(0]
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)] 40 micron
& .

— 50 micron

Depth (m)

Figure 58 — Pressure in Capillary Tubes with Surface Pressure of 5 kPa

If the surface pressure were zero then the penetration depths would be as given in

Table , and shown in Figure 59.
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Table 17 — Capillary Pressure and Penetration Depth for Capillary Tubes at time
=10 s, Surface Pressure =0

Radius [um] | 10 20 30 40 50
Cap Pressure | 7,200 4,800 3,600 2,880 14,400
[Pa]

Depth [m] 0.0600 | 0.0845 0.104 0.120 0.134

Water Penetration into
Capillary Tubes at 10 Seconds

0 1
0.1 0.15
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Figure 59 — Pressure in Capillary Tubes of Varying Diameter with Atmospheric
Pressure at the Surface

Disadvantages of the Capillary Tube Model

The capillary tube model of a porous material has several disadvantages. It is difficult
to measure the pore size distribution of a material, although it can be done using the
methods discussed earlier in this document. If the distribution is known well, it is still
not clear that the results will give good agreement with tests run on a porous material
such as that shown in Figure 44. Pores in such materials will not have constant

diameters. Another significant issue with this model is also the fact that it does not
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account for horizontal movement of water between interconnected pores. Although
most porous materials will have interconnected pores that constrict and expand, it has
been experimentally shown that water absorption into corrugated board is roughly
proportional to the square root of time [22]. This indicates some level of usefulness of
the model. No measurements of depth of penetration were made during these tests
however. Some sort of effective length or tortuosity would have to be introduced to
account for the curved nature of the pore spaces in an actual porous material. This
model also assumes steady state behavior which is not always appropriate. Early in the
wetting process, the energy from surface pressure and interfacial surface tension forces
will be used to accelerate the fluid from rest to an equilibrium velocity. At this velocity
the pressure drop from surface pressure and interfacial surface tension forces will be
balanced by viscous forces. This is the origin of the Washburn equation. Deviation
from the Washburn equation will occur when the fluid is being accelerated or if the
flow is turbulent. The capillary tube model is also limited to 1 dimensional flow. If
phase changes are occurring, the capillary model cannot handle condensation ahead of

the wetting front.

B.3.11. Diffusion Model of Unsaturated Porous Media

An alternative to the capillary tube model is to derive a diffusion equation which could
then be solved using analytical or numerical methods. This method is commonly used
for predicting infiltration in soil mechanics and hydrogeology, petroleum reservoir
engineering, and drying of materials. In order to formulate such a model several
assumptions must be made:

Assumptions:

1. Pressure in the liquid phase (capillary pressure) is caused by surface tension
and can be correlated as a function of the saturation of the material.

2. Relative permeability is a function of the saturation of the material, and
increases with saturation. It has a value of 1 when the material is completely
wet, and zero at a critical minimum liquid saturation.

3. Contact angle is constant and does not depend on whether wetting or draining
is occurring (no hyteresis effects).

While it is understood that the pressure in the water will depend on pore diameter, this
model is averaging the pressure within a control volume to give an average pressure at
a location. If we look at Figure 58 or Figure 59, the pressure at a certain depth is

different for each pore. The diffusion model averages each of the pores to give a single
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value at each depth. To derive the model start with Darcy’s Law

iy =—Eeyp

Y7

Conservation of mass tells us that the total accumulation of water in a 2D differential

control volume is equal to the sum of the fluxes crossing the surfaces

Ay
< m
mevap
—P> —>
. om .y
min a ¢ mout

So
(% v =i 7 1= o)

Use the Divergence Theorem

e e R

Which can be written as

om ., 5(Pwu,~) _
w(wm +T}dv_o

Since the control volume is arbitrary

a_m - m a (pwui)

+m evap
ot ox;

1
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The mass in the control volume can be expressed as
m=p,U

If the density of water is assumed to be approximately constant, then the conservation
of mass can be rewritten as

OU _ _Ou Moy
ot ox, p,

Substituting Darcy’s Law for the velocity gives a diffusion equation for moisture

content with capillary pressure as the driving force.

as o (KK, (0P, My
ot ox;\ u \ oOx P,

This is sometimes called the Richards equation. In some cases the pressure gradient
will be expanded

S o (KK, (oPaos My
p—=—|—"| o —PL||-—
ot Ox,{ u \0S 0x P

w

and a moisture diffusion coefficient will be defined

D:KKré_P
J7NoNY

so that the PDE can be rewritten as

KK N/
jOS_0(pes) of KK, i,
ot ox,\ Ox . )7 Lo
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If the system is isothermal and gravity effects are negligible then the equation can be

written as
435 _2o(pas
ot Ox,\ Ox

The diffusion coefficient D is function of the saturation of the material. It is not

possible to get good agreement with experimental values using a constant [33]. The

diffusion coefficient for a typical soil is shown in Figure 60.

— T - d T T ]

Moisture Content [m*/m’]
Figure 60 — Diffusion Coefficient (from Philip, 1969)

The relationship shown in Figure 60 is calculated from experimental values, and the

behavior at low moisture content is due to vapor phase transport [33]. Typical results

from the diffusion model are shown in Figure 61.
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Saturation at Several Time Steps
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Figure 61 — Saturation Profiles in a Representative Porous Material At Several
Time Steps

Disadvantages of the Diffusion Model for Porous Media Flows

The diffusion model has some of the same limitations as the capillary tube model. It
cannot account for the energy used to accelerate the fluid because, strictly speaking,
Darcy’s law is only applicable to steady flows. It also cannot predict turbulent flows or
flows where inertial effects are significant, so the Reynolds number based on pore
velocity and average pore diameter must be less than 1 [23]. The diffusion model also
has a serious flaw that comes from its derivation with steady state equations and
relationships. The capillary tube model showed that the water will flow faster through
pores with larger diameters. In the moisture profile of the diffusion model the leading
edge of the wetting front will have very low saturation values, trailing off to the initial
saturation. This capillary pressure that is calculated from this saturation will be quite
high since the model assumes that the water is in the small pores. If the conditions
were steady state, and the saturation was very low, then the water would be held in the
smallest pores of the material. Since we are now dealing with a dynamic system, the

water will most likely still be in the larger pores. This inconsistency of the model is
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rarely discussed, but apparently does not prevent it from achieving reasonable results.
B.4. Effects of Spray Impingement on Surface
B.4.1. Impact Pressure

Until now the effects of pressure at the surface of the material have been mentioned in
this paper but have not been discussed in detail. For purposes of discussion the effects
of a stream of droplets have been likened to a depth of static water resting on the
surface of the material. The two cases are similar, but have many fundamental
differences. The pressure in a static liquid (ignoring surface tension effects) will be a
function of the height only and can be calculated as [89]

p=p. =pgh
Where h is the height of water above the point of interest. This case is shown in Figure

62. The pressure difference will increase from zero at the surface of the water to a
value of pgh . The slope of the pressure change is

ap _

e —PE
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pgh
Figure 62 — Hydrostatic Pressure Variation in a Water Reservoir

In contrast to the static pressure situation, a moving droplet impinging on a solid
material will produce a time varying pressure on the solid surface. A droplet impacting
a solid surface will rapidly decelerate as it impacts the surface and a thin sheet will
spread radially due to a rapid increase in pressure [91]. The radial jetting velocity of
the liquid can be twice the impact velocity [92]. The sheet can become unstable and
thin azimuthal undulations can appear [91]. If they grow enough, these ‘fingers’ can
break up into secondary droplets. The behavior of the impinging droplet will be
determined by many factors such as the droplet diameter, impact velocity, surface
tension, liquid viscosity, solid surface roughness, and contact angle. If the surface is
heated, the problem becomes even more complex as film boiling can occur. The
impacting droplet behavior can be classified into 6 regimes as shown in Figure 63. The
factors influencing which regime will occur can be grouped into several dimensionless
numbers. The most important are the Reynolds number, Weber number, and Ohnesorge
number [91, 93]

Re— pud | inertial forces
)7, viscous forces

We = pdu’ inertial forces
o} surfacetension forces

Oh u  ~We _{ viscous forces }

\/ pod  Re \/ inertial * surface tension forces
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Prompt splash

Corona splash

Receding break-up

. Partial rebound

. Complete rebound

Figure 63 — Possible Regimes of Droplet Impacting Dry Solid Surface (from [93])
If the solid surface has a liquid layer on top of it, the behavior can be much different.
Single droplets impacting a liquid pool can lead to a rebounding jet of water as shown
in Figure 64, crater formation, crown propagation/formation/breakup as shown in
Figure 65, and rolling over of the surface.

Figure 64 — Jet Rising After a Water Droplet Impact with a Pool of Milk (from
[94])
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Figure 65 — Milk Droplet Impacting a Pool of Water (from [95])

Many studies have been performed on single droplet impingement on solid and liquid
surfaces. Chang and Hills [96] have performed numerical studies on the impact
pressure and shear stress that a 4mm droplet traveling at 5.8 and 8 m/s imparts on a
solid surface. The simulations, which were performed using Flow 3D software,
investigated the effect of impact angle and also of the presence of 6mm of static water
on the surface of the material. Their results for a droplet traveling 8 m/s are shown in
Figure 66 and Figure 67. The water on the surface of the material has the effect o
smoothing the pressure curve and increasing the amount of time that the pressure is
applied to the surface of the material by almost an order of magnitude. The total time
that a pressure is applied to the solid surface is short, on the order of one hundredth of
a second. The maximum forces applied to the solid are calculated to be less than half of
a Newton in all cases. The double peaks in the case of impact on a bare surface are due
to the increasing surface area of the droplet in contact with the solid. Pressure at the

water-solid interface reaches a maximum at the first peak around 0.0001 seconds. After
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this time the pressure drops off, but the total surface area in contact with the droplet
increases considerably. This causes the second peak in total force applied to the solid.
The case of a liquid film on the surface of the solid material does not exhibit this
behavior and has a smoother profile.

Droplet Impact Force - Dry Surface
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Figure 66 — Impact Force from a 4mm Droplet Impacting a Dry Surface at 8 m/s
at Three Angles of Impact (data points from [96])

140



Droplet Impact Force - 6mm Water
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Figure 67 — Impact Force from a 4mm Droplet Impacting a Surface with 6mm of
Static Water on Surface at 8 m/s at Three Angles of Impact (data points from [96])

If the solid material is porous the problem becomes more complicated. The impact
pressure at the solid surface as well as capillary effects will force liquid into the pores
[97]. Reis et al. developed a numerical model to predict the absorption of single drops
of water into a porous material. The model was validated against experimental data
obtained by dropping water drops onto beds of glass beads and measuring the location
of the water using Nuclear Magnetic Resonance Imaging (MRI). The model matches
the experimental data well except for cases where the beads are significantly disturbed
by the droplet impact [97].

B.4.2. Interface Description

In both the case of hydrostatic pressure and a dynamic impact pressure applied to the
surface of the material, there will be a positive gage pressure in the water inside the
pores of the material near the surface. This pressure will be dissipated by viscous shear
forces in the water as water is forced into the pores. Both the capillary model and
diffusion model discussed earlier assume that the pressure in the water is negative near
the liquid — air interface. In the capillary model it will be determined by the diameter
of the individual tubes. In the diffusion model, the pressure in the partially saturated

area will be determined by the J-Function. This means that in the models, there must be
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a location where the gage pressure is zero. This can be seen for each capillary tube in
Figure 58. In the capillary model it is a straightforward calculation to determine this
interface location. With the diffusion model, the calculation is slightly more involved.
As can be seen in Figure 61, the diffusion model predicts a saturation of slightly less
than unity near the surface. This is because the model cannot predict flows when the
material is saturated since pressure is calculated using the J-Function. If the material is
completely saturated, the model predicts a pressure of zero. This means that the
diffusion model cannot handle positive pressures or completely saturated regions near
the surface of the material. We would like to modify the diffusion model to handle this
scenario shown in Figure 68. Here water is forced into the pores by the impact pressure

at the surface, but also pulled in by negative capillary pressure.
Water spray applied to surface Pressure in Pores

VY YV Y Y v Yy

Porous Material l

V4

Depth

Interface

Pressure

Figure 68 — Water Spray Applied to Porous Material

The saturation profile for such a situation can be seen in Figure 69.
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Figure 69 — Saturation Profile for Porous Material with Water Spray Applied to
Surface

The impact pressure at the surface must be dissipated by the water flowing through the
pores. It is therefore important to know the location of the interface if the rate of water
absorption into the material is to be determined. Another method is given by Philip
[32]. His method assumes that the pressure from the surface is completely dissipated

according to Darcy’s Law

. _£Psur]’+pgzint

o
:uw Zint

I)surf + pgzint
Z.

Where represents the pressure gradient in the completely saturated zone,

int
V, 1s the infiltration velocity, and z, is the saturation interface. This equation can be

rearranged to solve for zjy.
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The only unknown here is the infiltration velocity v,. This can be determined by
calculating the rate of change of the total infiltration [27]. The total infiltration is the
total amount of water that has been absorbed into the material which is

i= IU zdU +Mpgt
Y 4,

The first term is the summation of all moisture increase throughout the material, and
the second term is a sum of the water flowing through the material under the effects of
gravity. This second term is only significant if the material has a very high initial

saturation. Using this equation the infiltration velocity is calculated as

v, = di_d (O xdU
dt dt”v,
If this integral can be calculated analytically or (more likely) numerically, then the

interface location can be determined.

K

surf

Z. =

int
4 Uw'de—Epg
dt?v, Y7,

In compartment fire environments a broad range of conditions can be encountered at
the surface of a porous combustible material. Directly beneath a sprinkler the material
will be subjected to a very high mass flux of water droplets (up to 1.1 gpm/ft) at high
velocities. For ESFR sprinklers the water spray is required by FM Approval Standards
for Class 2008 [98] and UL Listing Standard UL 1767 [99] to have a minimum center
core “thrust” (their word, wrong units) of up to 2.1 Ib/sqft (100 Pa). This thrust is
measured over a 13.5 inch diameter plate placed 7 feet under the sprinkler while the
sprinkler discharges water at a specified pressure. Under these conditions it is likely
that the impact pressure at the surface will be significant. Further from the sprinkler the
water flux will be much lower and the droplets will have lower velocities. In this area,
it is possible for the impact pressure to play an imporatant role, but the relative

significance will be determined by the characteristics of the spray and material
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properties. At the edges of the sprinkler’s spray pattern, the water flux will be very low,
and contain many small droplets with low velocity. This scenario could also represent a
water mist system. For water mist the momentum of the individual droplets would be
insignificant. This would correspond to a situation with zero impact pressure at the
surface of the material. Depending on the water application rate and the material
properties the surface could be saturated or unsaturated. In many cases the impact

pressure is much less than the capillary pressure from surface tension forces in the

"
spray

material. For an incident mass flux, m with a spray velocity, u, the spray impact

pressure at the surface is assumed to be approximately the stagnation point pressure,

"

Papray = 1My, ¥ - The maximum capillary pressure in the material is approximately of

the order o+/¢/ K . For the materials used in this investigation, and the mass fluxes

associated with fire sprinklers (0.271 kg/mzs — 16.3mm/min) and velocities of sprinkler
droplets (~20 m/s) the impact pressure is several orders of magnitude lower than the

capillary pressure.
B.4.3. Water Layer on Surface of Material

If water is applied to the material at a flow rate that is greater than the absorption rate
into the material plus the evaporation rate, then a layer of water will form on the
surface. This layer of water is important for several reasons. The water will reflect and
absorb incident radiation, and exchange heat with the solid material by conduction.
The thickness of the water layer will depend on the surface area of the material. For a
circular horizontal plate the film thickness can be calculated from the momentum
equation if several assumptions are made. Assuming inviscid flow in the radial

direction only, the film thickness is [100]

2
3

3

ek

3

Where Q is the volumetric flow rate of water in — . Normal sprinkler flows are in
s
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the range of 0.07 — 1.1

gpm
Jt

— [101]. Now calculate the layer thickness for these flow

rates. Assume a flat, circular, horizontal surface 1 meter in diameter with a uniform

water application. This gives an area of

A=7nr’ =70.5" =0.785m"

The water application rates, volumetric water fluxes, and calculated water layer

thicknesses for different NFPA hazard classifications are given in Table 18.

Table 18 — Water Layer Thickness

Hazard gJ];lzn mm_js (10 mT3 (10 h, (mm)

Light 0.07-0.10 4.8-6.8 3.7-53 0.36 -0.46

Ordinary Group 1 0.10-0.15 6.8—1.0 53-8.0 0.46—-0.61

Ordinary Group 2 0.15-0.20 1.0-14 8.0-11 0.61 -0.74

Extra Group 1 0.20-0.30 1.4-2.0 11-16 0.74 - 0.96

Extra Group 2 0.30-0.40 2.0-2.7 16 -21 0.96-1.2
Rack Storage of 1.1 7.5 58 2.3

Plastic Commodities

The thickness of this water layer will strongly influence how much incident radiation it
absorbs. When a radiant heat source is directed at a volume containing an absorbing
medium, some energy will be absorbed and some will be transmitted through the

medium. If scattering can be neglected, then the intensity of radiant energy passing
through the medium is given by [102]

Where i, is the spectral radiation intensity and a, is the monochromatic absorption

coefficient. If it is a constant then this can be written as [102]
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The fraction of radiant energy escaping through the back face of the medium is
therefore defined as [43]

So the total transmissivity is

T'—;S
o
—_

~
~
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NS

<N
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&)
NS

~
I}
S

So the absorptivity of the medium is defined as [43]
a=1-7

The absorption coefficient is defined as

Where £k, is the monochromatic extinction coefficient. The spectral or

monochromatic reflectivity of water at near normal incidence is calculated from the
monochromatic index of refraction n, and the monochromatic extinction coefficient

using the Fresnel relation [103]

R, = (n, —l)z +k,
(n,+1) +k,’

The monochromatic extinction coefficient and index of refraction of water from 0.2 up
to 200 microns is given by Hale and Querry [104]. Their values are used to create the

absorption coefficient in Table 19 and shown in Figure 70 and the reflectivity shown in
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Figure 71. For comparison the emission spectrum from a blackbody at 800, 1000, and
1200 K are also shown in Figure 70 and Figure 71. These represent typical

temperatures of the electrical resistance heating element on the cone calorimeter.
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Table 19 — Absorption Coefficient of Water

Wavelength [ ,um] a, [m’l] Wavelength [ ,um] a, [m’l]

0.2 6.91 6.2 178361
0.225 2.74 6.3 113696
0.25 1.68 6.4 88161
0.275 1.07 6.5 75785

0.3 0.670 6.6 67782
0.325 0.418 6.7 63207
0.35 0.233 6.8 60429
0.375 0.117 6.9 58643

0.4 0.059 7 57446
0.425 0.038 7.1 56637
0.45 0.028 7.2 56025
0.475 0.025 7.3 55430

0.5 0.025 7.4 55020
0.525 0.032 7.5 54622
0.55 0.045 7.6 54234
0.575 0.079 7.7 54019

0.6 0.228 7.8 53971
0.625 0.279 7.9 53924
0.65 0.317 8 53878
0.675 0.415 8.2 53790

0.7 0.601 8.4 54005
0.725 1.59 8.6 54357
0.75 2.61 8.8 54978
0.775 2.40 9 55711

0.8 1.96 9.2 56685
0.825 2.77 9.4 57886
0.85 433 9.6 59428
0.875 5.62 9.8 61421

0.9 6.79 10 63837
0.925 14.4 10.5 74201
0.95 38.8 11 110584
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0.975 44.9 11.5 155167
1 36.3 12 208392
1.2 104 12.5 260375
1.4 1239 13 294826
1.6 672 13.5 319279
1.8 803 14 332111
2 6912 14.5 336259
2.2 1651 15 336779
24 5006 15.5 335644
2.6 15321 16 331438
2.65 31772 16.5 325964
2.7 88430 17 317116
2.75 269606 17.5 308056
2.8 516119 18 297404
2.85 815712 18.5 285970
2.9 1161306 19 273815
2.95 1269416 19.5 260349
3 1139351 20 246929
3.05 988829 21 228588
3.1 778304 22 213057
3.15 538559 23 200516
3.2 362854 24 189019
3.25 235861 25 178945
33 140134 26 169163
3.35 97905 27 160105
3.4 72072 28 151694
3.45 48080 29 144297
3.5 33750 30 137392
3.6 17977 32 127235
3.7 12227 34 121598
3.8 11244 36 119730
3.9 12244 38 119381
4 14451 40 120951
4.1 17225 42 122373
4.2 20585 44 124521
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4.3 24694 46 126210
4.4 29417 48 127758
4.5 37420 50 129182
4.6 40158 60 122941
4.7 41977 70 103403
4.8 39270 80 85923
4.9 35135 90 74840

5 31165 100 66853
5.1 27350 110 60661
5.2 24408 120 55083
53 23236 130 49685
5.4 23969 140 44880
5.5 26504 150 41469
5.6 31865 160 38956
5.7 44754 170 36738
5.8 71498 180 34837
5.9 132479 190 33136

6 224100 200 31667
6.1 269868
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Figure 70 — Absorption Coefficient of Water 0-20 microns
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Figure 71 — Spectral Reflectivity of Water

Kondratyev [105] calculated the absorption of solar radiation into layers of water of

varying depth. His data is shown in Table 20.
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Table 20 — Solar Radiation Transmission Through Water

A [um] | Incident Solar | Transmitted Energy Distribution For Water Layer Thickness [cm]

Energy

Distribution

0.001 |0.01 0.1 1 10 100 1000 | 100000

0.3-0.6 0.237 0.237 10.237 |0.237 0.237 0.236 |0.229 |0.173 |0.014
0.6-0.9 0.360 0.360 |0.360 |0.359 0.353 0.305 |0.129 |0.010
0.9-1.2 0.179 0.179 |0.178 |0.172 0.123 0.008
1.2-1.5 0.087 0.086 |0.082 |0.063 0.017
1.5-1.8 0.080 0.078 |0.064 | 0.027
1.8-2.1 0.025 0.023 | 0.011
2.1-2.4 0.025 0.025 |0.019 |0.001
2.4-2.7 0.007 0.006 | 0.002
Total 1.00 0.994 |0.953 |0.859 0.730 0.549 |0.358 [0.183 |0.014

Solar radiation reaching the surface of the earth will have a much different spectral
distribution than thermal radiation in a fire environment. For comparison consider the
blackbody radiation in Figure 71. The monochromatic hemispherical emissive power

of a black surface is
Cl/?f5
C2
exp| —= |[—1
p(ﬂTJ
Where

C, =2xhc® =3.742 %10 Wm®

C, :%:1.439x102mK

E,,=mi,,=

The maximum monochromatic emissive power occurs at a wavelength determined by

Wiens displacement law [43]

AT =2.898x107°mK
Since the surface of the sun has a temperature of approximately 6000 K, the maximum

monochromatic emissive power occurs at a lower wavelength. The transmissivity of a

water layer exposed to blackbody radiation can be calculated using the absorption
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coefficient in Table 19. The results for several temperatures integrated over all

wavelengths are shown in Figure 72.

9 0.8 +
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Figure 72 — Water Layer Absorption of Radiation from Blackbodies at Various
Temperatures

Figure 72 shows that even a small layer of water on the surface of a material such as
the layer thicknesses in Table 20 will absorb most of the thermal radiation from
blackbodies with a temperature of less than 2000 K. Charts similar to Table 20 can be
calculated for blackbody sources of different temperatures to show the breakdown of
radiation absorption. The transmission of thermal radiation from blackbody surfaces at
800, 1000, and 1200 K through various thicknesses of water is shown in Table 21,
Table 22, and Table 23.
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Table 21- Transmission of Thermal Radiation from a Blackbody at 800K
Through Various Thicknesses of water

A [um] Incident Transmitted Energy Distribution for Water Layer
Energy Thickness [cm]
Distribution
0.001 0.01 0.1 1 10
0.25-0.6 0.0000
0.6-0.9 0.0000
0.9-1.2 0.0002 0.0002 | 0.0002 | 0.0002 | 0.0001
1.2-1.6 0.0038 0.0038 | 0.0035 | 0.0017 | 0.0001
1.6-2.0 0.0161 0.0156 | 0.0122 | 0.0045
2.0-2.4 0.0351 0.0338 | 0.0249 | 0.0035
2.4-2.8 0.0534 0.0337 | 0.0107 | 0.0001
2.8-3.2 0.0659 0.0002
3.2-6.5 0.4833 0.3129 | 0.0403
6.5-10 0.1983 0.1118 | 0.0007
10- 20 0.1440 0.0266
Total 1.000 0.539 0.093 0.010 |  0.000 | 0.000
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Table 22 -Transmission of Thermal Radiation from a Blackbody at 1000K

Through Various Thicknesses of water

A [um] Incident Transmitted Energy Distribution For Water Layer Thickness
Energy [cm]
Distribution
0.001 0.01 0.1 1 10 100

0.25-0.6 0.0000

0.6-0.9 0.0001 0.0001 | 0.0001 0.0001 | 0.0001 | 0.0001

0.9-1.2 0.0022 0.0022 | 0.0022 | 0.0021 | 0.0010

1.2-1.6 0.0179 0.0177 | 0.0164 | 0.0079 | 0.0006

1.6-2.0 0.0469 0.0456 | 0.0368 | 0.0146

2.0-2.4 0.0732 0.0705 | 0.0517 | 0.0073

2.4-2.8 0.0874 0.0568 | 0.0190 | 0.0001

2.8-3.2 0.0902 0.0002 | 0.0000

3.2-6.5 0.4582 0.2991 | 0.0406

6.5-10 0.1379 0.0777 | 0.0005

10- 20 0.0860 0.0162

Total 1.000 0.586 0.167 0.032 0.002 | 0.000 0.000
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Table 23 - Transmission of Thermal Radiation from a Blackbody at 1200K
Through Various Thicknesses of water

A [um] Incident Transmitted Energy Distribution For Water Layer Thickness
Energy [cm]
Distribution
0.001 0.01 0.1 1 10 100

0.25-0.6 0.0000

0.6-0.9 0.0008 0.0008 | 0.0008 | 0.0007 | 0.0007 | 0.0005 | 0.0001
0.9-1.2 0.0092 0.0092 | 0.0091 0.0085 | 0.0045 | 0.0002

1.2-1.6 0.0453 0.0449 | 0.0415 | 0.0205 | 0.0021

1.6-2.0 0.0849 0.0828 | 0.0681 0.0280

2.0-2.4 0.1054 0.1015 | 0.0741 0.0104

24-2.8 0.1070 0.0708 | 0.0243 | 0.0002

2.8-3.2 0.0980 0.0003

3.2-6.5 0.3972 0.2598 | 0.0364

6.5-10 0.0972 0.0547 | 0.0003

10- 20 0.0551 0.0105

Total 1.000 0.635 0.255 0.068 0.007 | 0.001 0.000

The simplest way to model the thermal effects of a layer of water on the surface of the
material is to use a lumped capacitance model. The temperature difference across a
body is negligible in comparison to the temperature difference between the body and

the ambient environment if the Biot number is very small [43]:

Bi=—<x<1

In the case of the water layer thicknesses in Table 18, the Biot number can be
calculated. The thermal conductivity of water is 0.147 W/mK, and we can assume 10
W/mK as a typical heat transfer coefficient for natural convection [43]. For the largest

layer thickness of 2.3 mm this gives a Biot number of
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w

L 10-5-0.0023m
Bi=___mK =016
k 0.147-7
m

This is about an order of magnitude less than 1, but ideally we would like it to be two
orders of magnitude less than 1. The absorption of radiation in the layer can serve to
smooth out the temperature profile or sharpen it. To calculate the temperature profile
that could be expected when a water layer rests on the surface of a radiantly heated
material, a finite difference model of the water and solid can be used. The water and

solid for such a scenario are shown in Figure 73.

0 < -0
qconv qreﬂ qevap qre—rad

-0
qcond
solid

Figure 73 — Water Layer on Solid Exposed to External Heat Flux
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The energy equation for an incompressible fluid with constant properties in rectangular
coordinates is [102]

pCP%Zkva—V-q:+Q"'+®

If the water layer is unreacting and stationary the equation reduces to

aT :kaZ_T aq':ad

Per E oz* Oz

With the boundary conditions

o - < -1 < _
qe - qreﬂ + qconv + qevap + qremd + qcond @ z= 0

water water
oT, " " oT,
, . . _ s _ .
k,—>+q. , —4. .. =k — @ z=solid surface
0z trans solid 0z

qr=d @ z=0

And in the solid material the energy equations is simply

or _ o'T

pg_ ox*

With the boundary conditions

T T

kw a —+ q.r"'ad _q‘:efrad = ks a * @ z= SOlid Su}/face
aZ trans solid 62

T.-1, @ z=L (back face)

The radiant heat flux that is transmitted through the material is

qrq(z)=|i,(0)exp(-a,z)oA

0

i)'—-8
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The energy absorption per unit volume for a single wavelength can be descried
analytically by

% — 6i& (Z)i

= P =i, (0)exp(-a,z)(-a,)

So the total energy absorption is

0y (Z) _ T o, (Z)g i
oz Oz

A=0

Or alternatively a finite difference approximation can be used

aq:“d (Z) qrad’”'% B qrad,i_%
oz Az

The re-radiation from the surface of the water will be

-1 _ 4
qr‘e—md - gwaT;ur_‘f
water

For liquid water the emissivity is in the range of 0.92-0.96 for temperatures between 0-
40 deg C (Bejan, 1993). Siegal and Howell [102] give a value of 0.96 for the

temperature range 273-383K. The convective losses from the surface are simply
qc,‘,anv = h (T;'ur_'f' - Too )

The heat transfer coefficient is determined by calculating an average Nusselt number

for a hot plate oriented horizontally facing upwards

Na="t
k
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For forced convection the Nusselt number is a function of the Reynolds number and
Prandtl number [43]

N =0.664Pr’3 Re!?

For free convection the Nusselt number is a function of the Rayleight number [43]

Nus =0.54Ra]* (10 <Ra, <107)
Nuy =0.15Ra;’ (107 < Ra, <10°)

Where

_ gpr (Tmrf _Too)

av
The evaporative losses are

Ra,

" —_—

qevap Ahvhm (pv,sur_'f’ - pv,oo )

The mass transfer coefficient is calculated in an analogous fashion to the heat transfer
coefficient. Instead of a Nusselt number, a Sherwood number must be calculated. For
forced convection the Sherwood number is a function of the Schmidt number and

Reynolds number
Sh, = 0.6645¢" Re

The density of water vapor is determined by the partial pressure of the vapor.

_P

PTRT

At the solid surface the air is saturated with vapor and the partial pressure is

determined by the Claussius Clapeyron relation
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The partial pressure of vapor in the ambient air can be determined if the relative
humidity is known. Relative humidity is the ratio of the partial pressure of vapor to the

saturated vapor pressure as determined by the Claussius Clapeyron relation [47].

_ P
P,

RH

The re-radiation from the solid surface can be shown to be very small, but will be
included in the calculations for now. The solid surface will heat up and radiate heat
through the water layer, but the radiation will be at larger wavelengths, since the
surface will be at a lower temperature than the external heat source. This large
wavelength radiation will fall into the high absorption region of the spectrum for water
and will be more readily absorbed. Most of the radiation from the solid surface will be
absorbed by the water immediately next to it. Since this water is included in the
interface node, there is very little radiative loss. As an example consider a solid surface
which behaves as a blackbody that is heated to 100 deg C. Assume that the grid
spacing is 0.lmm thick above the solid surface. The transmissivity of the half node of

water is calculated to be

[ i, (0)exp(-a; -0.05mm) oA
A=

[i.(0)2
A=0
200
> (i,(0)exp(-a, -0.05mm)+i,,,, (0)exp(~a,,, -0.05mm)) AL
=402 — =0.045
AZO:Z(Q (0)+i,,4,(0))A%

The radiation emitted from the solid surface is

0T =1(5.67x108 fV - j(383K4) =1.2k—Vf
‘ m°'K m
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and the transmitted radiation is

G = | i, (0)exp(~a, -0.5mm)0A
A=0

200
G =05 (i, (0)exp(—a, -0.5mm)+i,,,, (0)exp(—a,, ,, -0.5mm))AA = 54K2
A1=0.2 m

The transmitted radiation to the second node above the water-solid interface can also

be calculated

j i, (0)exp(—a, -1.5mm)oA = .’a.SZ2
A=0 m

So even for the maximum possible interface node temperature and at a reasonable node
spacing, the radiation that is leaving the interface node is very small, and the
transmitted radiation past the next node is much smaller. As the model is developed the

re-radiation from the interface node will initially be included in the calculations for

completeness.
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Appendix C. Model Development

The scenario that we would like to model is that of a porous material subjected to
water spray cooling and radiant heating at the surface as shown in Figure 74. The
governing equations will be developed for multiple dimensions for completeness, but
ultimately we would like to be able to assume one dimensional behavior. Water and
heat will be transported into the material from the surface. If the material is sufficiently
wide in the x and y directions and the heat and water flux is uniform, it is believed that
one dimensional behavior is reasonable. We would like to define two different
scenarios that could be expected in the event of a fire sprinkler actuating and spraying
a porous material. In the first case, the surface of the material is partially saturated by a
spray with a relatively water mass flux, and gas is able to escape from the inside the
material through the surface. In the second case the water mass flux is sufficiently high

so that the surface is saturated and sealed so that gas cannot escape.
Case 1: Low Water Flux

This case represents a material subjected to radiant heating and water spray cooling by
a sparse spray as shown in Figure 74.

g 9e
Water spray applied to surface

NV T

Porous Material

Figure 74 — Porous Material Subjected to Low Water Flux
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If the stream of droplets impacting the surface of the porous material has a low mass
flux then the surface will be wetted, but not completely saturated. We will not consider
the case where the droplets have ultra high velocity, so the average impact pressure at
the surface will be very small. In this case, there will be pores at the surface that
contain gas, so water vapor and air will be allowed to escape from the material through

the surface. A typical saturation profile for this case is shown in Figure 75.
S, <1

Depth (m)

Saturation (m3/m3)

Figure 75 — Saturation Profile for Low Water Flux Case

The surface will have a saturation of less than 1 and water will be pulled into the

material by surface tension forces.
Case 2; High Water Flux

This case represents a material being exposed to a radiant heating source, and also a
uniform spray of droplets with a high mass flux. For liquid moisture movement, the
driving forces are surface tension forces at the liquid-gas interface and impact forces
from the spray at the material surface. Surface tension forces will pull the water into
the material, while impact forces and gravitational forces of a water later on the surface
will have the effect of pushing the water into the material. This can produce a positive

gage pressure in the liquid at the surface of the material, and a negative gage pressure
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at greater depths. This means that there can be a depth at which the pressure transitions
from positive to negative gage pressure. This will be referred to as the saturation
interface (ziy;). This is shown in Figure 76.

Water spray applied to surface Pressure in Pores

VY Y Yy Y vy

Porous Material l

z

Capillary Pressure

Depth

Interfac

Pressure

Figure 76 — Porous Slab Subjected to High Water Flux

The region on the positive pressure side of the interface is referred to as the saturated
zone. The region on the negative pressure side of the interface will have a moisture
content that transitions from saturated at the interface to the initial moisture content at
depth. The saturation profile for this case is shown in

Figure 77.
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Porous Material Saturation

Saturation interface

Depth <

Saturation

Figure 77 — Saturation Profile for High Water Flux Case

For the current model being developed we will assume that the impact force of the
water spray is very low in relation to surface tension forces, and the saturation
interface is at the boundary of the surface node. This means that the boundary
conditions for the high water flux case will include a saturated surface node and must
include the effects of a standing layer of water that will participate in the radiation
absorption at the surface. This condition stipulates that the current model cannot handle
significant impact pressures at the surface.
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C.1. Derivation of Governing Equations

Governing equations will now be derived from principles of conservation of mass for
liquid, vapor, and air, and conservation of energy. For visual simplicity, the governing
equations will be derived using a two dimensional control volume and then extended to

their general form in three dimensions. Finally the one dimensional form of the

equations will be chosen for the current model.

First derive the equation of mass conservation for liquid water in a porous material.

o\ p,.,
[pwuw’y + % AyJAXAZ

. m a (pwuw,x)
(pw’uw/,)()AyAZ Ay mEV(Jp pwuw,x + Ax AyAZ
I - > Ox

(o, ) Axtz

Figure 78 - Differential Control Volume in a 2D Flow Field with Liquid Water

Summing mass fluxes

o(p.u, olp,u,.,
zf’h" :(pwuw,x)AyAZ + (pwuwsy )AXAZ - {pwuw’y ’ % ij e _(pwuw’x ' %M\] AyAZ

=—ﬁ&ﬁﬁmgx—ﬂ&ﬁﬁmgx
oy ox
0(putty)
Ox.

1
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The rate of liquid water storage in the control including any sources (in this case

evaporation) is

oc
—4+m"” | AxAyAz
( (3t cvapj )

Where ¢, is the volumetric mass content of water [kg water/m’] in the control volume.
The total mass flow into the control volume must be equal to the increase in mass in

the control volume

) -m a(/)wuw V) a
Sy, |AXAYAZ = ————= AxAyAz —————=
oy ox

( oc,
ot
Divide by the volume of the CV

oc, .. olpm.,) o(pu,.,)

w _

+m evap —
ot v oy ox

Which can be written as a continuity equation for liquid water

oc, o
af = _v : (pwuw) - mevap

Where the mass flux m, = p u, , is composed of convective and diffusive

ww,i

components

u,, =u,+ V

w,i

i = x,y,zdirections

Use Darcy’s Law for the convective mass flux. The pressure gradient is calculated

using the capillary pressure and the contribution from gravity.
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KK

r,w

m:},i = pwuw,i = _pw (pr _pwg)

w

Here we assume that the diffusive velocity is zero. This is reasonable since water is the
only liquid present and we are assuming that the material is non-hygroscopic. Using

the following relation to relate mass content to saturation

s _Ve_c
Q

allows us to write the mass conservation equation for liquid water as

oS KK .
w ZV‘ r,w v _ — _ - m
o o [pw e (Vp, pwg)J m,

w

If the density of water is approximately constant we can write this as

N/

aS KKrw — meva
" =V-( ’ (pr—pwg)j——”

ot

w w

The capillary pressure is defined as the pressure difference between the water pressure

and air pressure in the pore spaces
pcap = P - pw

The capillary pressure is calculated using Leverett’s J-function

1
2
Py = [%) aJ(S,)

A typical relationship between capillary pressure and saturation (J-function) is given
by
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0.005

J(8,)=0.364(1-exp(-40(1-5,)))+0.221(1-5,) + S 008

and shown in
Figure 79 — Leverett J-Function

. The relative permeability for liquid is typically given by
Kr,l = S }

w

The relative permeability for gas is typically described by

These are both shown in Figure 80.

Leverett J-Function

1.2

06 +

J-Function

0.2 +

0 0.2 0.4 0.6 0.8

Saturation

Figure 79 — Leverett J-Function
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Relative Permeabilities

1.2

c 08 +
0
- e Ggs
2 06 |
u? — | iquid
2 04 1

02 +

0 : :
0 0.2 0.4 0.6 0.8 1

Saturation

Figure 80 — Relative Permeabilities

In the case of water vapor the derivation is similar. Start with the control volume

shown in Figure 81

(P, )AvAz Ay o, P, +%MJ AyAz

(p,u,, ) AxAz

Figure 81 — Differential Control Volume in a 2D Flow Field with Water Vapor

Summing mass fluxes
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5 0
Yo" =(pu,. ) AvAz+(pu,, ) AxAz - {pvuv,y ’ %ij e (pvuv,x ’ % A’C} .

o(pu,,)

=2 AxApAz -
2%

o(pu,,) AxyA:
Ox

The rate of vapor water storage in the control volume including any sources

(evaporation)

oc
Y —m" | AxAyAz
( 8t evap j y

The total mass flow of water vapor into the control volume must be equal to the

increase in vapor mass in the control volume

ac, ., o\ pu,, o\pu,,
[ a‘; — j AxAyAz = — % AxAyAz - (T) AxAyAz
Divide by the volume of the CV
oc, ., 0lpu,) o(pu.)

My =
ot v oy ox

Which can be written as

m
evap

%C; = V-(pu, )+

Where the water vapor mass flux is composed of convective and diffusive components

- " r C2
m' =pu =—-p —"EVP—=_M M D, VX
v,i v, v a viTeff.g v

It should be noted that the form of Darcy’s law used here ignores body forces of the
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vapor which are assumed to be small. Using this relationship and the conversion from

mass content to saturation allows us to write the mass conservation equation for water

vapor as

a(s.p, KK ?

M:v.(pv¢vp+C—MaMVDeﬁ-gvxvjm;’:ap
ot 4, P

Where the effective diffusivity D, , accounts for the reduction in cross sectional area

that the vapor must diffuse through due to the presence of the solid matrix and liquid
phase water, and also the tortuous path through which vapor must travel. This is

represented by

4
3

4 4
DEff,g = Dva (Sg¢)3 = Dva¢3 (¢2 _¢Sw)
And the mol fraction of vapor is proportional to the vapor pressure

X =L
P

We will assume that the vapor pressure obeys the Clausius-Clapeyron thermodynamic

relation

Now repeat the derivation for air. Consider the differential control volume shown in

Figure 82.
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o(pu,.)

(P, ) Avaz Ay Pt +T’M]AyAZ

(P, ) AxAz

Figure 82 — Air Flow through a Differential Control Volume in a 2D Flow Field

Summing mass fluxes

0 : “ax)
> =(pu,.) Aviz+(p,u, , ) Avdz —(paua,y +%Ay J Aviz _[” o
— —MAxAyAZ _—a(p“u“‘x) AxAyAz
oy ox

Since there are no sinks or sources for air the rate of mass storage in the control

volume is

( de, j AxAyAz
dt

The total mass flow of air into the control volume must be equal to the increase in

mass of air in the control volume

[Gca ijAyAZ _ _a(paua,y) AXAyAZ— a(paua,x)
ot Oy Ox

AxAyAz
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Divide by the volume of the CV

oc,  0(pa,) o(pu.)

ot oy ox

Which can be written as

oc
a :—V.
p (pu,)

Where the air mass flux is composed of convective and diffusive components

. " KKr a C2
ma,i = paua,i = _pa +VP__MVMaDaVVXa
M, p

It should be noted that the form of Darcy’s law used here ignores body forces of the air
which are assumed to be small. Using this relationship and the conversion from mass

content to saturation allows us to write the mass conservation equation for air as

o\ p.S KK ’
¢u =V -(pa JVP+C—MVMQDWVXQJ
ot H, p

Now derive the energy equation in a porous material with water, vapor and air present.
Consider the control volume shown in Figure 83 containing a porous material with
liquid water, water vapor, and air in the pore spaces. Assume no volumetric radiation

absorption or body force work. This section is based on work by Ni [41].
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o 047,
qs, +—=Ay |AxAz
op,u, h, o
pu )h,+T'Ay AxAz aq
i’ qﬁJ +—L Ay |AxAz
opu,h, Ty
p, h,+——=—Ay |AxAz
Y .
opu, h q,, P = Ay |AxAz
P, b, +——=Ay |AxAz y
w d o
[qgv +ﬂijAxAz
APy
o, h,
Pt ch, + == A Ay
p wuw vhl Ay AZ 2 xh
: o,
pu, hAyAz [auuhﬁ e Ax]AyAz
> —
P, I AYAZ . op.u,.,
e qstorage paua,xha+ dx Ax |AyAz
Ay
g M
. 20"
> EEE— n q;.y
Gore Ax —— [qsﬁ ™ AXJAyAZ
4.0 , o
q., A q‘"m-%— 3 Ax |[AyAz
[ :
- n q" +aqv'yAx AyAz
qs’yAXAZ v o
-n a-ll
q,,,AxAz o0,
Py hede :‘ ax T30 \y
P, h Az G AxAZ
P, h A q, AxAz

Figure 83 — Enthalpy Fluxes Through a Differential Control Volume in a Porous
Media Containing Solid, Water, Vapor, and Air

The total energy storage in the control volume is equal to

ot

qstorage -

(c,h +c,h, +c,h, +c,h,) AxAyAz

The energy storage must be equal to the sum of all enthalpy fluxes into and out of the

control volume.

g(cshs +c h
0

ww
t

+c,h, +c,h, )AxAyAz =

ox

ox

(p wuwhw

(4 +qn+a,+4))-
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+ pvuvhv + pauaha ) - ;

oy

A IO wuwhw
S

(47 +45+4;+47)

+ pvuvhv + pauaha )

AxAyAz



or more generally

g(cshs +c,h, +c,h, +c,h, ) =-V. (pwuwhw +puh, +puh, ) -V. (q;' +4h+q"+ q;')

Rewrite this as

(e V(P Vo e )+ (o )+ (e )+ V(P )+ 2

(c.h)=-V-(q!+4"+4q;+4))
Expanding terms on the LHS allows us to simplify the equation using conservation of

mass for water, vapor, and air.

(b )+ V- (panh) =e, T, S o V() Y (p,0,)

= Cw % + pwuwV (hw) + hw (aac; + V : (pwuw)j

6hw +pwu ,V‘(hw)—h mm

=C
w w w' “evap
ot

d oh, ., ac
e+ V-(puh,)=c, x4 h,
at(cv V)+ (pvuv V) CV at + v at

+hV-(pu,)+puV-(h,)

+V~(pvuv)j

:cv

oh oc
v V-(h h v
ot M, ( ”)+ ( ot

v Yevap

=c, a;” +pu,V-(h,)+hm

oh,
ot

oc,
Ot

+h,

e )4V -(pah,)=c,

P +h,V-(pu,)+puV-(h,)

=c, aaht” +pauaV-(ha)+ha(a;“ +V-(paua)J

oh, +pauaV-(ha)

= Ctl
ot

The energy equation can now be written as
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Oh Oh
a V . S
Py +p,u, (ha)+cs Py

c w

aahv +puV-(h)+hm!, +c,

v Yevap
t

aahw +pu,V-(h,)=hml +c,

w' “evap
t

=-V-(4+4q),+4;+4))
The evaporation terms can be grouped together

B, — b, =il (b, —h,) =" Ah,

v Yevap w'Yevap T evap

Where Ah, is the latent heat of vaporization. Use this and constitutive relations for
enthalpy and heat flux to rewrite the combined energy equation. Use the definition of
enthalpy

T
h=Ahg + [ C,dT
o
and Fourier’s law of heat conduction for component n in the i-direction

oT
-0 = k n
qn,z n aX-

1

But remember that the control volume contains 4 different components, so make the
assumption that the total heat flux contribution of component n is proportional to the

volume fraction of component a in the control volume. Write this as

oT
L k n
qn,z l//n n ax

i

Where y, is the volumetric content of component n. Using these relations write the

energy equation as

T T T T
cwC wh—i_cvc va v+caC aa a+cvc va S+pvuvc 1’V.(T;)+plulc lv'(];)—i—pauac QV‘(T:])
P, at P, at P at 5§ 7P at P, P, P,
oT, oT oT oT
= —v . k a4 k v oy k , woy k s | ”i’l”’ Ah,
[l//a a axi l//v v axi WW w axi l/ls s axi j evap v

Invoking the assumption of local thermal equilibrium allows the equation to be

179



simplified to

wpw v pw w p,w a~p,a

(c C,,+c¢C, +cC,, +CSC,7,S)%+(PV“ c  +pu,C . +puC )V-(T)

0 or
= k +wvk + k +w k)=—|-n " AR
ax [(W“ a WV v WM/ w W.} s ) ax J mevup v

i i

Where the effective heat capacity is defined in terms of mass concentrations

(Pcp )eff =c,C,,+cC, +¢C, +c¢C,

w pw

or in terms of volume fractions (lﬂ) and densities

(pC,), =vuPCont¥P.Cou +0up.Cou 1 P.C,,

Or in terms of saturations

(pC,),, =#8.2.C, +95.0.C,, +#5.,C, 0 +(1-4) P.C,,
Effective thermal conductivity is defined as

kg =Wkt Wk, + K, +v K,

Which can be written in terms of saturations

ky =¢S .k, + @Sk, +9S k, + (l - ¢) k,

So the energy equation becomes
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or or 8 ar .,
(pC )/7 a (pvuvtcpv +pwuw1cp w +pauatcpa) ax. ax(ke/f axj evapAh

i

Model Summary 1D Equations
Conservation of energy

_ orT . o, or
(pC )eﬁ’ (3t I:pwcpw w+pvcpv v+pacpa a:' 82 +Ahvapmevap _E(ke_{f'gj

Conservation of mass for liquid phase water

a(p,S KK, (o(p, .
¢ (pw W) :i(pw’ = ( (p ) ngJ cvap

ot 0z M, 0z

Conservation of mass for vapor phase water

¢

aZ a viZeff.g

o(p.S,) :Q( KK, 0P C’
' P

X
C ump, Pl
ot Oz U, oz

Conservation of mass for air

¢6(paSg):g(pa K.oP € ip axj

ot oz M, 0z p s oy

Ideal Gas Law

P
=—— S0 p,=p,+p,=

PV=nRT or p=— - Pa_
V RT RT RT

Independent variables: z, t

Dependant variables: 7,P,S,
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Combine GE’s

From these conservation laws and constitutive relations derive three governing
equations for the three independent variables: Sy, T, and P. First add conservation of

mass for water to conservation of mass for vapor to eliminate the evaporation rate term.

o(p.S o(p.S KK KK, :
¢ (pw w)+¢ (p g)zﬁ pw r,l (%_pgj +ﬁ p‘, 4 a_P—f-C—MaMVDeﬁ, %
o oa & He 02 p s

Substitute conservation of water mass to conservation of energy to eliminate the

evaporation term in the energy equation

eff at 0z

0 oT
A
62( & 62)

Take conservation of air as it is

KK, (p, ) .2(p.S,)
P (82 pgD " J

w

(65,) b oty + Pyt + P a]—+Ahmp( ¢ [pw

This gives 3 equations for our three unknowns. Write these in terms of the dependant
variables. Follow the method of Ni [41]. Start with water and vapor conservation

equation

0 ol p 0 KK,,(QD j 0 ,VGP C? oX,
L (p.S) 2| Lo(1-8,) |=Z [ +S M MD
#5(£5.) ¢6t[RvT( W)J ZE’OW Vo P8\ P e e e Ty

w

The components of this equation can be written as
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0 0
b2 (5,)

a<p"Sg)_ a pv
¢T —¢8t[RvT(1_SW)]

__%%+£(1
RT ot R

42,05, 4,

RT o R,
KKr,/ apw KK,J 8P
Pw— | A “PE|T P P
M, \ Oz U, Oz
KKhV %_&KKW ai
M, Oz RT u, oz

C? ax, (p ]2

—M M D —
p e gy (RT
() 7=
Lidd S
RT RT

B PMMVDe/fg

P.S,)= .7

0
)81‘
0

_Sw)i

oT

)
)

W

M,

W

Py

N S
Pu, P
RT RT

P
RT

oT
—+
ot
KKr,/ apcap aSW _

MMD, ., 3

MM

0

(

RT((P-p,)M,+pM,) oz

_ Sw ) % %
oS ot
KK;‘,I ap cap al
Y u o oz

a2
i
KK

rl

-p, Pg

oS, 0Oz

w

0

(%)
a

<

0
D
v efféaz

J

b,

7)

_ MMD, ( PP apj
RT((P-p, )M, +pM ) & "oz
= pv
RT((P- pv)Ma + pVMV) as, oz OT oz oz
The conservation equation can now be written as
¢p, ¢ p, |95, (¢ 0 or .\ oP
oy 7 (1-8,)2 |2y Z(1-5, = +(0)=
{m AT i Varl 7))ot @5
— g KKr:/ % + M M"Deﬂ g P apv aSW
oz\ " m, \OS, R((P—pv)Ma +vav) oS, | oz
Lol KK ap, MMDy,  ,op, |or
oz(\"" w oT R((P-p,)M,+pM,) 0T |éz
ol p, KK, MMD,, oP| 0 KK,
+—l | = - Pl =] A Pg
oz(|RT u, R((P-p,)M,+pM,) " |0z | oz
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Now take the conservation of energy equation

0z Oz

_\ oT oT 0 KK, (op, a(p,S, 0 oT
(pcl’)eff 6t |:pucpwuu+pvcpvuv+pucpu u:|+Ahvap([pw /l’ (p“_pg))_¢ (p )J:(k,j

Substitute with constitutive relations

oT
(¢Slplcp,l +¢Svpvcp,v+¢Sapa +¢pv pv) at
+_p KKr,l (%_pg}_’_p c KKr g a_P+ KKr,g a_P:la_T
_w’” L, 0 v , O @ U, 0z |0z
Ah r,l a_P_ KKr,l apw aS
vap I~w ; 82 vap I~w /,[ 8Sw 62 ( W)
+ ~ _Ahva ¢pW
Oz KK, op, oT KK, ? ot
_Ahva W—q_w__Ahva pW ’
v oT oz v
oT
S k,+@S k, + ¢Sk, + ok,
-2 { (ks o8, a5+ ok) 5L
Now rearrange this
oT aS
(¢Slplcpl+¢Svpvcpv+¢5apacpa+¢ps p.s) 6t - vap - +(
KK, (dp, KK, oP KK,, ap
== pwcp,w— _pg +pvcp,v + p.a
M, \ Oz u, 0Oz K,

B or) o KK ap
+—| (@S k, + ¢Sk, + @Sk, + Pk )— |+—| | Ah e
(32 ((¢ ava ¢ vty ¢ 1" ¢ s) 62 j a (( vap w ,U J

z

w

KK KK,
+ 9 Ah,,p, — %. |95, + 2 —Ah,,, p“ op Ah,,p,— pg
0z M, 0S,) o0z ) Oz ,uw oz 62 U

w

Next take the conservation of air equation

—MMD
o al\P L

¢8(,0aSg)_£ KK,, 0P C X,
u oz p L EAPE
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The components of this equation can be written as

a(paSg)_ o[ p,
" ?a T(I_SW)j

a

=

—_

_a((P-p)
e RT ( SW)J

4 ((P-p) (=S,)ap oS, (P _Ps,
R, T r oS,)o R,
LP=S,)op
RT ot
KK, . a_P: P, KKr,ga_P
u, 0z RT pu, oz
_P_pv KKrsga_P
RT pu, oz

2 2
C_MvMa e/f_g%:(ij ;MvMaDeff'gi(&J
P "¢ 0z \RT) Po P N AW

RT RT

2
= i ;MVMaDe]f 2 P-p,
RT) Py | Py “oz\ P

RT RT

P? 0 p
= MM,D,,  —|1-£*
RT(M,(P-p,)+M,p,) " ° e-“az( Pj

__ MvMaDWag (Papv_ a_P)
RT(M,(P-p,)+M,p,)

a

oz Py oz

MMD .
—_ v aeff.g Papv aSw_,_p%a_T_p
as, oz T &z

RT(M,(P-p,)+M,p,)

Now substitute into the original equation for conservation of air
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P- 1-
_1(( r), (1-5,) 519055%1_1(%_10? +(1+Sw)i(
R\ T roos,)o R\T* T o
0 P—pv KKy,ga_P MvMaDeff'-g

P, 9S, .

|

Rearrange this

¢((P-p) (1=5,) dp,

T T oS,
M,M,D

a"eff.g Papv
RT(M,(P-p,)+M,p,)" oT

(p

B Oz

B, ¢
ot R,

RT g, 5Z+RT(Ma(P—Pv)+MvPv)
(P_PSW

j T2 T2
D

MvMa eff.g p
RT(M,(P=p,)+M,p,)""
as,

B
:

P_pv KKr,g _
RT 4,

oP
Oz

|

MvMaDeff,g apv

RT(M,(P-p,)+M,p,) &S,

|

9

|

0
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oS, Oz

0
S.) 37

o(p
T

P op, 0T

)

or ¢(1-S,)op
ot RT ot

)

or  #(1-5,)op
ot RT ot

P
T
or _ op
oT oz Py 0z




The three GEs can now be written as

Equation 1 (Conservation of water and vapor)

[_¢ p, +¢(1—5W)[8PVJ+¢/)W]8SW+(¢(1—Sw)i(&nal+(o)6_1)
RT RT \os, ot R or\T))a ot

_2 M MVDLﬁg P apv _p KKr,W apc aSw
oz\\ RT[(P-p,)M,+pM,] 3S, " w, 0S,)éz

a [[ M Mchffg Pépv KKr,w 6PCJ8PJ

+— — =P, —
oz| | RT[(P-p,)M,+pM,]| oT u, OT |éz

w

+£ b, KKr MMVDE//S p Kr,w a_P _2 P KKr,l
oz\|RT n, RT[P ») M+pM] You oz | e\ w

w

Equation 2 (Conservation of air)
_ - 1-S
_i u_i_ﬁ% %_’_ _i pz_PS;W_i_(l_Sw)a(lj"j al+ M ai
R\ T T oS,)) ot R\T* T or\ T ))) o RT ot
— g _ M MVDeff g P apv aSw _’_ﬁ _ M MVD"/.‘T& Papv al
oz\\ RT[(P-p,)M,+pM,]| &S, |oz | oz{|\ RT[(P-p,)M,+pM, | oT |éz

o\l P-p, KK, MMD,, oP
+— + D, |—
RT pu, RT[(P-p)M,+pM, " |éz

Equation 3 (Conservation of energy)

A oT oP
(_Ahv¢pw) a (¢Slplcpl+¢S pvcpv+¢S pacpa+¢pv pv) 6t +(0)5
KK 2 2
vpv = 6P C_M Mch/f aX +C apa rg a_P+C_M MaDef/ aX
g 4, oz Yol £ 0z g u, oz p € 5z
— vT
KK, (o(p,)
+vapw —+pg
U 0z
KK
2 p,— P Ah, S, 1,0 (4S,k, +$S.k, + Sk, + ¢k )+ p KR, op. Ah, or
0z u, OS, 0z az u, or oz

KK KK
+£ —p, —L Ah, op +i Ahp,—"Lp g
0z u, oz | oz 7

w
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Following the method of Ni (1997) the conservation equations can be written as

kB ik a—T+K6Z—f =V(K\VS,)+V(K,VT)+V(K,VP)-V(K,)

Yo o
K, % +K,, % +K,, aa—P =V(K,VS,)+V(KNVT)+V(K,\VP)

as, or .. oP B, _ ,
K+ Ky o+ Ko = ~(Cfi, +C i, +C i1, )VT +V (K, VS, )+ V (K, VT ) +V (K VP)+V(K,)

Where
ManDefj’,g apv KKr,w apc

W

K =
' RT[(P-p,)M,+pM,] &S, u, oS,
ManDefj’,g apv KKr,w ap(
K, = —p, —rw De
RT[(P-p,)M,+pM,]| 0T u, OT
_p, KK, MM ,D KK, ,

— _ viTef.g r,
RT p, RT[(P—pV)Ma+pVMvaV+pW u,

p,  $(1-5,)( op
K,=—¢p—+ =+
! ¢RVT RT |0S, .,

MESTIEY
R or\ T

v

_ ManDe/f,g P apv
RT[(P-p,)M,+pM,]| &S,
K _ ManDejf,g aI?V
8
RT[(P-p,)M,+pM, ]| oT
K P-p, KKr,g " ManDeﬁ’,g
 RT RT[(P-p,)M,+p,M, ]
a ﬂg pv a p‘, v

P (P—pv+1—&%]

p,

YOO RL T T oS,

o p PS o(p
—_ | £ _ w S . v
! RQ(TZ T’ ( ”’)aT[TD

$(1-5,
K12 (RT)
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KKr,l apc

K= Ah

13 pw y aSM v

KK
K, =(4Sk, +4S,k, + ¢Sk, +(1-4)k, )+ p, ”‘2’; Ah,
KK,
Ky =—p,—=Ah,
K, =—-Ahgp,
K17 = ¢Slplcp,l + ¢Svpvcp,v + ¢Sapacp,a + (1 - ¢) pst,x
K:.=0
KK

K19 =IOW7erwg
)7

KKrl
KZO =Ahv10w U } pwg

w

This is a system of three non-linear parabolic partial differential equations. One
possible solution method involves using a banded matrix solution algorithm. Since the
coefficients will also contain the dependant variables, the solution algorithm will have

to iterate at each time step until the solution converges before stepping forward in time.
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C.2. Boundary Conditions

The boundary conditions for this problem are complicated. The surfaces can be
exposed to radiant heating, re-radiative cooling, convective cooling, evaporative
cooling, and water spray impingement. Depending on the water application rate, two
very different cases can be considered. If a small amount of water is applied, the
surface will have a saturation of less than 1 and some surface pores will contain gas.
This will allow air and water vapor in the material to escape through the surface. If the
water application rate is high, then the surface will be saturated. This will seal the
surface and prevent air and vapor from escaping. For this model we are not considering
the case where bubbles percolate up through a saturated material. This behavior is very
difficult to predict and is considered beyond the scope of this research. We will assume
that when the surface becomes saturated no gases can pass through the saturated region.
The boundary conditions for a saturated surface and an unsaturated surface will be
described.

C.2.1. Front Face Boundary Conditions

Water Boundary Conditions at Surface

Case 1: Low Water Flux

"
spray

The surface will be exposed to a specified external water mass flux m and

" There will also be a water mass flux m” and

evap water

experience evaporative losses m

" into the material. For small values of " ., the surface

vapor spray >

a vapor mass flux of m

will be partially saturated and the water infiltration rate (amount of water entering the

. This is shown in Figure 84. This is a type 3

" .
m

spray ~ " evap

material) will be equal to m

(convective) boundary condition. The sign convention used for the fluxes is that fluxes
in the material are positive in the positive z-direction (the downward direction as
shown in figures). Surface fluxes are positive in their expected direction as shown in

the figures.
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spray evap
‘l 0ss

air

solid

Figure 84 — Surface Saturation Boundary Condition for Small Water Flux

Where

"

mevap = hm (pv,surf - pv,oo )

loss

The boundary condition for the surface in this case is written as

ny,.,. = ml;'mp +in, 4+ @z=0 for t>0
Where
KK 2
m\,/':_ v rga_P_C_ManDe]f aXV
M, 0z p “ oz
n KKr w a )
mw - w ’ (& png
.\ Oz

Expanding terms, these can be written as

191



_ M‘IM"DE./.‘/T-g P apv _ KKr,l apcap aSw
Py

R((P-p,)M,+pM,) 05, u, 0S, | oz

B MMD,, P@pv KK, OP.ap or
R(P=p )M, +pM,) o " u, or |

m”7 +m‘!}! — v a v v w
[ p KKy MMD, KK,, |oP
pV +pW
RT w, R((P=p)M,+pM,) u )
KKrl
+p,—pPg

w

Or using the K notation

m! +m! =-K, %, —Kza—T—I<3a—P+K19
Oz Oz Oz

So the boundary condition can be written as

os, ., oT . oP
_Kl (32 _KZ_Z_K3E+K19:mspmy_ ?)Ov;p

Case 2: High Water Flux

If m! >m +m +m then the boundary condition at the surface is

spray 7vap
0SS

S, =1 for z<z, t>t

sat

There will be an initial transient period (ts) before the water can be absorbed into the
material and the saturation will be less than unity. If this is very brief it can be ignored

and the boundary condition becomes a type 1 boundary condition:

S, =1 for z<z, t>0
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Pressure Boundary Conditions at Surface

The air mass fluxes for at the surface are shown in Figure 85.

air
loss

air

solid

Figure 85 — Air Mass Fluxes at Surface

The pressure at the material surface will be calculated based on the saturation

conditions. Different methods can be used for the low and high water flux cases.
Case 1: Low Water Flux
If the water application rate is less than the sum of the absorption plus evaporation

rates, then there will be pores open to the ambient environment at the surface.

Conservation of air at the surface is written as

a air
loss

Where m is the air mass flux in the material. It can be written as:

. n KKV a CZ
m'=—p, —4VP—=-M M D, VX,

’ H, P

So, conservation of air at the surface is
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s s
_ma - mair - 0
loss

KK!‘ a Cz "
pa—qvp—i__MvMaDavVXa:mair
/Ja P loss

The terms in this equation can be expanded

KK, —p KK
p Sragp_ Pop Ry OP
M, RT u, oz
2 MM D
C MMD VX, = 120 pP. 05, pop.OT_ 0P
P RT(M,(P-p,)+M,p,)\ S, 0z 0T &z oz

So the boundary condition can be written as

MM,D, ap, |6sS, MM.D, op, |oT
_ P +| - P =
RT(M,(P-p,)+M,p,) 0S, | oz RT(M,(P-p,)+M,p,) oT |éz
N i I M MDer p, P Tty
RT u, RT(M,(P-p)+M,p) " |éz i

Or

oS T P
K, W+K86_+K96_=mgir
62 aZ aZ loss

"
air
loss

If a no-flux boundary condition is used at the surface, then 2. is zero and

conservation of mass for air for the surface node can be written as

R P
0z 0z 0z

If the pores at the surface are assumed to be open to the ambient with no resistance to
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convective mass transfer then the boundary condition is simply

P=P @ z

0

0

Case 2: High Water Flux

If the water application rate is greater than the total of absorption plus evaporation
rates, then a layer of water will accumulate on the surface. The Pressure at the surface
is therefore the ambient pressure plus additional static pressure provided by the water

layer. This is a type 1 boundary condition.

P=P +p, gh @z=01>0

layer

This is clearly a modeling simplification. If the material is heated with the surface
sealed, the internal pressure can increase above this hydrostatic value. If that should
happen, air and vapor would percolate up through the water layer. This phenomenon is
beyond the scope of this research, and will not be considered. Another boundary
condition that will, however, be considered is a sealed surface. This will produce a no-

flux condition at the surface for air. This boundary condition can be written as
m' =0 @z=0 for t>0
This condition may not be appropriate for most situations being considered for this

model, but it is included for completeness. It may also be useful to invoke while

validating and testing the limits of the model.
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Temperature Boundary Conditions at Surface
Case 1: Low Water Flux

After sprinkler activation, the surface of the material would be sprayed with water. If a
small amount of water is applied to the surface, heat transfer will occur by additional
mechanisms than if the material is dry. A surface boundary condition will be developed
that includes convection, conduction, and radiation. Enthalpy flows at the surface that
are considered in the model are external radiative heating, enthalpy carried by the
water spray to the surface, enthalpy carried away by any vapor and air leaving the
material, surface convective losses, re-radiative losses, internal convective fluxes into
the material by water, vapor, and air, and internal conduction into the material. This is
illustrated in Figure 86. This is a type 3 (convective) boundary condition. Note that

evaporation is implicitly incorporated into the convective vapor enthalpy flows.

. n -n -1 -1 -n <
qe qwater qvapor qair qcond qre—md

spray loss loss loss loss

A A A

air

solid

v v v v

-1 - " -1 "
qwater qvapor qair QCond
conv conv conv

Figure 86— Thermal Energy Balance for Small Water Flux

Summing the heat fluxes at the surface gives the thermal boundary condition

- - 0 0 - 0 0 - - - _ _
qe + qwater - qvapor - qair - qcond - qre—rad - qwater - qvapor - qair - qcond - 0 @ z= O’ fOV > 0

spray loss loss loss loss conv conv conv

Where

- " N
qwa[er - mxprath
app
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. e
qvapnr - "apor™y
loss loss

<" N
qair - mair ha
loss loss

Qi =M(T,~T.)

loss

Droraa = gso'(T: _T4)

o
loss

-1 .
Qvater = mwhw
conv

.1 N
anp()V - thV
conv

qgir = mgha

oT or
=k, =—K,,
QCOVld eff 82 14 62

This can be simplified using the relations developed previously for conservation of

mass. Start with the water convection terms

- - -1 -1
QWater - QVapor - qwater - qvapor

spray loss conv cony
" =" - n = n
m' h -m' h —m' h —m' h
water” “water vapor  “vapor water” “water vapor  “vapor
spray  spray loss  loss conv  conv conv  conv

Where the enthalpy of the water spray is calculated at the temperature of the incoming
water spray. All other enthalpies are calculated at the surface temperature. The water

enthalpy fluxes can therefore be written as

- " - 0 . 0 -
mwater hwater mvapar hv mwater hw mvapar hv
spray  spray loss conv conv

Where hy, and hy, are the enthalpy of the vapor and water at the surface temperature. It
should be clarified that h, is the enthalpy of the vapor, not to be confused with the
latent heat of vaporization. These terms can be simplified as follows
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T,

spray

__ 1,0
P = hE + j c,.or+ [ C,.or
spray T
T, Ty
- n o
mwater hf + J Cp,waT + J Cp,waT - mvaporhv mwaterhw mvaporhv
spray T T loss conv cony

p.w vapor" v water"“w vapor" v
loss conv conv

" h,+jcaT —i" ho—m" h —m" h
T,

a

W - n -
mspmy p.w ( spray Tvvmf ) + (mwater water j hw - {mvapor + mvapor J hv

spray conv loss conv

v )+ (8 ) oy = (170 )
/) mmpAh

spray p,w( spray 2 sur

- "
mvpray p.w ( spray

Q
nﬂ

b/

m

a
’ﬂ

These four terms have been reduced to two. A convective enthalpy flux from the water
spray, and an evaporative enthalpy flux. Next simplify the air enthalpy flows and

storage

" . "
qatr + qal’ = m h + m h

air
conv loss loss

= hu m + matr
loss

=0

Where h, is the enthalpy of the air at the surface temperature. Thermal conduction into
the material is assumed to occur by Fourier’s law through each component present.

represents the volumetric content of air, vapor, water, and solid material present.

o, O, L o,
Qamd lr//a a 82 (32 lr//w w (32 lr//s s 82

The conductive losses to the ambient and re-radiative loss terms can be defined as

Qepna = h(Tsm;f - Too)

loss
Dreraa = 50(T4 T4)

surf Tl
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The conservation of energy for the surface node can now be written as

- " . "

G2+ 10 Cpo Ty = Toiee )= H(T, = T.) — 6,0 (T} = T

oT oT oT oT
+y k —*+wy k —~+y k —2+wy k —
l//a a aZ l//v v 52 l//W w aZ l//_i S aZ

—Ahm! =0

viTevap T

Invoking the assumption of local thermal equilibrium allows this to be written as

G410, Co (T = Toaee ) =M (T~ T.)—£,0 (T} - T)

spray = p,w

+k, ‘2—: ~ At =0

Or

_K14 56_: = qg + m;;;raycp,w (T;pmy - Tsm;f ) —h (Tsurf - Too ) —&,0 (Tsi;;f - To: ) - Ahvmgvap
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Case 2: High Water Flux

If the water application rate is greater than the absorption rate plus evaporation rate,
then a layer of water will form on the material. In this case, instead of convection to
the environment, heat will transferred by conduction between the water layer and solid.
Since we are focusing on the solid material, there will no longer be evaporation
occurring at the surface. This new energy balance at the surface is shown in Figure 87.

This is a type 3 (convective) boundary condition.

<"
qrad
trans
- " - "
qcond qwuter
external conv
external
water layer v water layer
solid solid
v
-
D vater
conv
<" -
qcnnd + qvupor
internal conv
-
qair

conv

Figure 87 — Surface Energy Balance for Large Water Flux

Summing the heat fluxes at the surface gives the thermal boundary condition for the

front face for the case of a high water application rate:

<" - " - " - - - " "
qr‘ud + and + QWuter - QWuter + QVupOV + quir + qcond
trans external conv conv conv conv internal
external

Where the external conduction heat flux is

- =k oT, w
qcond - w
external 82

The surface in this case is below 100°C so re-radiation will not be considered.

200



Since the surface of the material is on contact with the water layer, the water
temperature must also be considered. A model for the water layer will be developed in

the next section.
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C.2.2. Back Face Boundary Conditions

Saturation Boundary Conditions at Back Face

The most simple saturation boundary condition for the back face for both cases is

This implies semi-infinite behavior. The model is therefore limited to times before the
water is transported to the back face of the material if this boundary condition is used.
A more realistic boundary condition is shown in Figure 88. This includes water and
vapor fluxes in the material that reach the back face of the material, evaporative losses,

and possible spray wetting of the back face.

solid

air

evap m spray

Figure 88 — Back Face Saturation Boundary Condition

This is a type 3 boundary condition (convective boundary condition) which can be

written as:

m i = @z=L fort>0

spray evap
back loss

"
. . g spray

m m . .
Where "wand " are the internal water and vapor mass fluxes, “* is the water

N
evap

spray flux that is applied to the back face, and  »*, is the evaporative mass flux at
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the back face. The total rate of evaporation at the back face is

. " . " N

evap — ""'vapor v w spray
back loss back
total

The water and vapor flux terms can have convective and diffusive components

KKr w —
=(Vp, = p.&) @z=L

w

KK C?
m'=—p, —r£VP-=_M M.D, VX, @z=L
v v u p veff,.g v

. "

mw = _pw

Expand these terms

KKrl ap> KKrl opP KKrl apcup aS, KKrl apcup oT KKrl
. == BT R P P8
M, Oz M, 0OS, oz u, O oz M,

C? oxX, MM,D,, op, S, _dp, oT aP
Dy, P + P
P oz R((P— p )M, +p M)\ aS, &z ~ oT éz Yoz

The saturation boundary condition at the back face can now be written as

oS oT OP
-K,—*-K,—-K,—+K,, —-m”
' oz > 0z Oz mp back.
back

If the back face is sealed, a no flux boundary condition can be specified in the model

by setting the back face evaporative mass flux and water spray mass flux equal to zero.
Pressure Boundary Conditions at Back Face

The air mass fluxes at the back face are shown in Figure §9.
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solid

air

.
mair
loss

Figure 89 — Air Mass Fluxes at Back Face

Conservation of mass for the back face is expressed by summing the air fluxes into and
out of the surface

The internal air flux term has convective and diffusive components

o KK, . c?
' =—p, —"4VP-=—M M,D, VX,
H, p

Expand these terms
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KK, , P _ p, KK, , opP
RT u, oz
P_pv KK"~g a_P
RT u, oz

Cou, oz

a"ef.g a

Yol RT

RTRT

2 2
C—MM p, (ij ;MVM[IDW I[P
pa pv 2l -8 aZ

)

2
= i ;MvMaDeﬁ” 9(P-p,
RT) P P “oz\ P

RT RT
2

_ P M M.D

RT(M,(P-p,)+M,p,)

M M, D (

pop.
0z

__ aeff g

RT(M,(P-p,)+M,p,)

— a"eff.g

of,_D
TP

_ 5_Pj
P

09, 35,

M M, D
oS, oz

_RT(Ma(P—pV)+MVpV)

Which can be written as

mh =-K, a5, -K,— or -K, 6_P
0oz Oz 0z

P@pv oT ) 6_P
oT oz 0z

So the boundary condition for conservation of air can be written as

oS T P
-K,—-K, _8 -K, —a =m
62 62 52 loss

If the back face is assumed to be sealed, no flux boundary conditions can be applied to

the model by setting 2"

loss

... equal to zero. If the back face of the material is assumed to

be open to the ambient environment, then a type 1 boundary condition can be used:

P=P @ z=1L
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Temperature Boundary Conditions at Back Face

It is reasonable to assume that the material will act as a semi-infinite solid early in the
simulation. This limits us to times before the heat and moisture reaches the back face
of the material. The thermal boundary condition at the back face for this case is a type
1 boundary condition:

T=T @ z=L

Later in the heating process, the back face will heat up and the material will no longer

behave as a semi-infinite solid. This boundary condition is shown in Figure 90.

<" . N - <
qwater qvapor qair 9 cond
conv conv conv
solid
v \ 4 \ 4 \ 4
>
air
v v v
_— . . - . -
q. qwater qvapor qair qc(md qre—rad
app loss loss loss loss

Figure 90 — Back Face Temperature Boundary Condition

This is a type 3 (convective) boundary condition:

1 - n -1 -1 Y o 1 -0 -1 _
qwater + qvapor + qair + qcond + qe + qwater - qcond + qvapor + qair + qre—md @Z =L fO”' t>0

cony cony conv app loss loss loss

Use conservation of mass for liquid and vapor phase water to eliminate terms. The

water and vapor terms can be written as products of mass fluxes and enthalpies per unit

mass
- " - - -n N - 0 - " - "
qwa[er + qvapnr + qwa[er qvapar - mwater hw + mvaporhv + mwater hwater mvapnr v
cony conv spray loss conv conv spray  spray loss
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The enthalpy of the spray can be written as

Topray

B = 5+ Tj c,.or+ | c,.or
T, T,

water
spray

The enthalpies of the other mass fluxes are calculated at the back face surface

temperature. The water and vapor terms can now be written as

b+ il il Bl C, (T, T, )

water”"w water”"w vapor" v vapor" v water ~ p,w
conv spray cony loss spray
- " N - N N
- mwater + mwater hw mvapor mvapor hv + mwater Cp,w (T;'pray Tsur_'f' )
conv spray loss conv spray

= [m )(hw =)+ 110, Co (Lo = Lo )

back spray

N - _
- mevap Ahv + mwatercp,w (T;pmy lurf )
back spray

Where the enthalpies of the water and vapor fluxes are calculated at the back face

temperature. Finally simplify the enthalpy flux terms associated with air

- - " N N
qair - qair - mair ha maha
loss conv loss

=0

Where the enthalpy of the air fluxes is calculated at the back face temperature. This is
an approximation, since the convective fluxes reaching the back face may have a
slightly different temperature. This issue is addressed when the boundary conditions
are discretized and solved. Thermal conduction in the material into the back face node
is assumed to occur by Fourier’s law through each component present. i represents

the volumetric content of air, vapor, water, and solid material present.

oT oT oT oT.
- " — k a __ k v k , wo_ k s
qcond Wa a 62 WV v 62 Ww w aZ Ws s 52

The conductive losses to the ambient and re-radiative loss terms can be defined as
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Geona = h(TWf - Too)

loss

q';’e—rad = 80-(7—:2rf - To:)

The conservation of energy for the surface node can now be written as

G410 Co (T oy = Togiee )= (T, = T,) = 6,0 (T =T

spray ~ p,w \ * spray surface
oT, oT, oT, oT,
-y k,—-wyk —-y k,—-wk ——-Ahm =0
l//a a 82 V/v 62 l//w w 82 l//x s (32 v Yevap

Invoking the assumption of local thermal equilibrium allows this to be written as

T ) = h (T, —Tw)—esa(T;‘—T;)—keff‘g—T—Ah !, =0

v vap T
Z

" "
qe + mspray Cp,w (I’Vpray

Or in K notation as

T

surface

orT -0 <
K, —=—-q.,—m Cp,w(T

spray

+h(T. -T ) +eo(T* =T )+ Ah "
J+h(T,~T.)+e,0(T' -T})

v Yevap

208



C.2.3. Initial Conditions

The material will initially have known profiles of temperature, pressure, and saturation.
In most cases the profile will assume a constant initial value.
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C.3. Water Layer Model

If the water application rate is high, then a water layer will form on the surface of the
material. This water layer will reflect and absorb some of the incident radiation and
exchange heat with the solid by conduction. The energy balance on the water layer is

shown in Figure 91.

- - - -
qconv qreﬂ qevap qre—rad

water

-
qcond
solid

Figure 91 — Water Layer on Solid Exposed to External Heat Flux

The energy equation for an incompressible fluid with constant properties in rectangular

coordinates is [102]

pcp%szZT—v-q;'ad +0"+®
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If the water layer is unreacting and stationary the equation reduces to

p a_T — k aZT _ aq.:ad
P ot oz’ 0z

With the boundary conditions

0o N < .1 < . _
qe - qreﬂ + qconv + qevap + qrerad + qcond @ z= 0

water water
oT oT.
w - -1 _ s _ :
kw + Qria ~Dre—raa = ks @ z =solid Surface
0z trans solid Oz
Q=i @ z=0

The radiant heat flux that is transmitted through the material is

The energy absorption per unit volume for a single wavelength can be described
analytically by

oq; _ 9 (2),

% . =i, (0)exp(-a,z)(-a,)

So the total energy absorption is

0q,q (Z) _ T o, (Z)g T
oz Oz

A=0
The re-radiation from the surface of the water will be
q.r{,efmd = (C"wo-T .

surf
water
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For liquid water the emissivity is in the range of 0.92-0.96 for temperatures between 0-
40 deg C [43]. Siegal and Howell [102] give a value of 0.96 for the temperature range

273-383K. The convective losses from the surface are simply
q':anv = h (Y—Lur_'f' - Tao )

The heat transfer coefficient is determined by calculating an average Nusselt number

for a hot plate oriented horizontally facing upwards

For forced convection the Nusselt number is a function of the Reynolds number and
Prandtl number [43]

Nt =0.664Pr”* Re)?

For free convection the Nusselt number is a function of the Rayleight number [43]
Nui =054Ra)* (10* < Ra, <107)

Nuv =0.15Ra)® (107 < Ra, <10°)

Where

_ gﬁLs (T;urf _TOO)
ayv
The evaporative losses are

Ra,

" —_—

q‘(:vap Ahvhm (pv,surjf' - pv,oo )

The mass transfer coefficient is calculated in an analogous fashion to the heat transfer
coefficient. Instead of a Nusselt number, a Sherwood number must be calculated. For
forced convection the Sherwood number is a function of the Schmidt number and

Reynolds number
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Sh, = 0.6645¢"3 Re!?

The density of water vapor is determined by the partial pressure of the vapor.

_ D
RT

Py
At the solid surface the air is saturated with vapor and the partial pressure is

determined by the Claussius Clapeyron relation

The partial pressure of vapor in the ambient air can be determined if the relative
humidity is known. Relative humidity is the ratio of the partial pressure of vapor to the

saturated vapor pressure as determined by the Claussius Clapeyron relation [47].

pv,oo
Py

RH =

The re-radiation from the solid surface can be shown to be very small, but will be
included in the calculations for now. The solid surface will heat up and radiate heat
through the water layer, but the radiation will be at larger wavelengths, since the
surface will be at a lower temperature than the external heat source. This large
wavelength radiation will fall into the high absorption region of the spectrum for water
and will be more readily absorbed. Most of the radiation from the solid surface will be
absorbed by the water immediately next to it. Since this water is included in the
interface node, there is very little radiative loss. As an example consider a solid surface
which behaves as a blackbody that is heated to 100 deg C. Assume that the grid
spacing is 0.1mm thick. To calculate the radiation transmission, the absorption must be
calculated over all wavelengths. Since data is only available for the absorption
coefficient of water between 0.2 and 200 microns, radiation will be summed over this

range which should be more than sufficient. The trapezoidal rule will be used for the
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numerical integration. For example, the transmitted radiation through half of a 0.Ilmm

cell of water is calculated as

0 200
[ i, (0)exp(~a, -0.5mm)02 =05 (i, (0)exp(~a, -0.5mm)+i,,, (0)exp(-a,,,, -0.5mm)) AL
A=0

2=0.2

So the transmissivity of the half node of water is calculated to be

T= 0
[i.(0)02
A=0
200
0.5 Z (h exp(—a, -0.5mm)+i,,,, (0)exp(-a,,,, -O.Smm))A/I
T=—2=02 o =0.045
D (i,(0)+ip0, (0))AZ
A=0.2

The radiation emitted from the solid surface is

goT* =1(5.67><1o8 fV ; j(383K“) =1. 2k—W
‘ m°K m’

and the transmitted radiation is

qr.. = I i,(0)exp(—a,-0.5mm)0A

200
/4
G =05 (i, (0)exp(—a, -0.5mm)+i,,,; (0)exp(-a,,,, -0.5mm)) AL = 54—
A=0.2 m
The transmitted radiation to the second node above the water-solid interface can also

be calculated

200
G = 0.5 (zﬂ Jexp(—a, -1.5mm)+i,,,, (0)exp(=ay,,; -1.5mm)) AL :3.5Z2
A1=0.2 m

So even for the maximum possible interface node temperature and at a reasonable node

spacing the, the radiation that is leaving the interface node is very small, and the
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transmitted radiation past the next node is much smaller.
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Summary of Boundary Conditions

Initial Conditions

S, (z) = quo
T(z)=T,
P(z)=P
N N .0 -
Front Face — Case 1: mg,, <m, +m, +m,,
loss
. 0 e s 0 >
spray mevap + Myater + mvapor
loss
- - o - - . - - - - _
qe + qwater - qvapor + qair + qcond + qre—rad + qwater + qvapor + qair + qcond @ zZ= 0 fOl"
spray loss loss loss loss cony conv cony

P=P

or in K notation

@z=0, fort>0

laS”'—Kza—T—K3a—P+Klg=m" "
0z 0z 0z

spray ! evap

-K

loss

P

surf — Lo
Ko S =, €y (T =T )~ (T =T, )=, (T 1) - b,

n

Front Face — Case 2: m!  >m +m +1it

i loss
S, =1 @z<zy,, t>0
T:]—'mrf @ZZO, t>0
P:Poo+pwgh]ayer @ZZO t>0

Back Face- Semi-Infinite Solid
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NN
[
JU 3

Back Face — Flux Conditions

"
spray

"

evap
loss

. h
mg,. +m +m; =m

. - - - < - Y Iy < <
qwater + qvapor + qair + qcond + qe + qwater - qcond + qvapor + qair + qre—rad

conv cony conv app loss loss loss

P=P or m, =0

or in K notation

@z=1L, fort>0
oS, oT oP

-K -K——-K,—+K,=0
' oz 0z > oz 1
P
Oz 0z oz
oT
-K,—=0
14 62
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Appendix D. Model Solution Method
D.1. Discretize the Governing Equations

Now a discussion of the methods needed to solve the following three GEs

as, ., or . oP
K, =4 Koot K ==V (K\VS, )+ V (K,VT) 4V (K,VP) =V (K, )
oS, . or . 0P
Kot Kyt Ky — o=V (K VS, )+ V(K VT)+V (K,VP)
oS, . or . oP _ _
K=+ Ky o+ Ky = ~(C,fi, +C, i, +C,\ i1, )VT +V (K VS, )+ V (K VT )+V (K VP)+V (K, )

subject to the boundary conditions discussed previously. Discretize the equations,
starting with the first one. The LHS can be written as

1 gn+l _ gn
K4%+K56—T+K68—P;K4i zu+ T :
ot ot ot At At At

Note that to avoid confusion with the subscripts and finite difference index notation the
w has been omitted from S, and the subscripts of the K’s are changed to full scripts.
For the RHS,
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Q[Klasj a[[{ a—TJ a([{ a_szg 1<1"1—S'+l 5.0 KZ"IZ“_T" 2 K3"1P"+I_Pf
oz Oz oz Oz 1o/4 i Az oz i Az Oz i Az

K1" | Sz+1 S _Klﬂ Si _Si—l K2" 1 T;H -T Tz' _T;—l K3" 1 EH _E‘ —K3" 1 131 _])i—l
i+— Az L i
2 2

= +
Az Az Az

_ K197

i+l

2Az

(Kl" IS:H ( 1” 1 +K1” IJSin +K1” ISin—lJ
I+§ i_E 1—5

~K19",

K19? , — K197
L + K2”l T" —| K2", +K2" T"+K2" T _ K19, — K19,
) '+§ 2 ) 2Az

(K3n1 t-nH (K3’,11+K3’11]E’1+K3n11):1J
I+§ i_E i_E

For an implicit solution, which could provide better stability, the RHS can be written as

(e )22 202
Oz 0z 0z 0z 0z 0z

[ 1n+l Sn+l _( 1n+l +K1n+1an+1 +K1n+11 SlnqlJ

i+ 10+
z+7 i——
2 2 2 2

n+l n+1
i 2n+11 7—;1-1*—1 2n+l + K2n+1 Tn+l + K2n+l Tn+1 H Kl 9[+1 K19
; L - 2Az

2 2

[ 3n+11 ljlr-lﬂ ( 3n+1 +K3n+lJPn+l +K3n+l J

1+7 i—— 177
2 2 2 2

[Kl'f Sh = (Kl” +K1'f IJSi” +K1" 1Sin1]
i+ 5 — i

2

1-6 " ’
+( 2) +| K2'\ T —| K2' + K2 |+ K2\ T, —(1—9)—[(19'+1 K19:,
Az i+ HE - i 2Az

+[K3fl 11)1‘11 _(K?’f’ 1 +K3fl 1]Pz‘" +K3f’ 1En1J
H—E H—E 1—5 ’_E |
Where the type of scheme depends on the value of theta
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0=0 Fully Explicit
0= % Crank-Nicholson
0=1 Fully Implicit

So the first equation can now be written as

n+l n 1 n+l n 1 n
- . n—T"" =T ne P"" —P
K4 2u+K5i P K6
t t
[Klnﬂ S[n;;l _£K1n+l +K1n+1 JSnJrl +K1n+11 Slnle
i+— 177 FE

NS

0 (Kznﬂ Tn+l

17+l

3n+1 Pn+1

1 i+1

K2n+l +K2n+1 anJrl +K2n+1 Tn+1

[ 3n+1 +K3n+l anH +K3n+l Pn+l

l,f

2

l,,

2

[Kl’_“l - K1+ KT jST’+K1”1Si”1J
i+ z+ 1_7 i_E

+(K2"l o [Kz” +K2" ]

I"+K2"

|

1 7;"1]
)

~(1-0)

(K3’_’1 " (m" + K3’ ]13"+K3"1P,."1J
i+ i+l it i_E

and after rearranging, it can be written in the form
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Kl 9n+1 _ Kl 9n+1

i+1

2Az

-0

K19", - K19”,

2Az



eAt K1n+1 Slml—l eAt K2n+1 TrH—l eAt K3n+1 Pn+1
2 AZ 2

1 1
o ka2 2 B g ket | s o] k572 4 B ko
AZ H* 1*5 AZ l+5

s OAt
(K6 2 +E(K3VH—1 +K3n+l j]en+l

i+— 177
2 2

eAt K1n+1 Sn+1+ _eAt K2n+1 Tn+1+ _eAt K3n+1 Pn+1
Az’ Az?

i+l i+l i+1
2 2

2 2

2 2

+
1+f 1—7
2 2

s At
K6, 2 — K3" +K3" | |P"

Az

n+l n+l n n
[ gn, K191 K197 +(1-0)r K19, ~ K197,
2Az 2Az

Which is equivalent to

o]
T
Py
Sin+1 RHSl
[c. ¢, ¢, ¢, ¢ C C C G 1 |=|RHS,
Pn+1 RHS3
Sn+1

i+l

Tn+]

i+1

Pn+l

i+l ]
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(1-0)An ] [(1-9)& j [(I—Q)At
Kln Sznl 2 K2" 1 T;fl + K3" 1
Az 1*5 Az

((1 U-9) gy JS;; (—“‘QA’K%)ZL {—(1‘9)”1@"1]
Az i+ Az 5

K2n+11 j} 7;n+l
)

il At s (1 — 9) At
+| K4, * - K1", +K1" | ||S'++| K5, 2 ————| K2" | +
i+l i— Az i+



Where C; —

Perform the same operations on the other two equations. Discretize the second

equation as

Cy are the coefficients which contain K| —Kg, €, Az ,

1_

1 on+l n i n+l l n
10" 2SS g BT e B
At
[K7n+11 Sﬁ:l _(K7n+l +K7n+1 )S”+1 +K7n+11 Slnql}
+ t+§ 1—5 i—
9 n+l qon+l n+l n+l n+l n+l on+l
=2 (K8 e —[K8 +KE jT L KMIT }
AZ i+— L+7 L—f
2 2 2
(K9n+i ler;rl _(K9n+l +K9n+l JPnJrl + K9n+l Pn+l
| i+ l+5 > -3
[KT_’ Sh = (K7n +K7" JS" +K7" ISlnlJ
2 17 "
=
- 871 lT;Zl 871 +K8n 871 Tn
Az 2 L_E
[K9f’ P - (K9” +K9" J B+KS }
2 L_E

Rearrange the second equation
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_@K7n+l Sln+11 eAt K8n+1 1+ eAt K9n+1 Pn+1
Azt A7 AZ

1
(mo 2, oA (KT’”
Az?

2

1
(Klz 2, O (K9"“
Az?

i+—

2

2

1
K7n+ll J} S[n+1 + LKI 17 2 HAI (Kgnﬂ K8n+ll j} 7;n+1
i Ta 2 2
K9n+ll J} RnJrl
-

i+1 i+1

_@K7n+l Slrril 4+ _@Kgiﬂrl Tn+1 +| — HAt K9n+1 Pn+l
A el AZ? A

2

[(1—0)A n } n [(l—e)m ,, } n ((l—@)Ar n } n
= —K7 S+ ———K& | |\ +|——F—K9" | |F]
AZ? 5 Az i~ Az

2

n+% _ (1 - H)At n n n "*% _ (1 - H)At n
+| K10, T K7" +K7", ||S]+| K11, T K8" | +

2 2

+ K12’.1+;—(1_—(9)AI(K9" + K9 BP."
Az i+t it !

(1-0)ar ..
+| ———K7", |S
Az i+

t+1

Discretize the third equation
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1 Sn+l Sn +1 Tn+1 _Tn Pn+1 Pin

Kl6 22 "2 (K17 25 "5 4 KIg)
At At At

T T

=—(C,ii, +C,ji, +C,ji, ) leZI

it—
2

[K13”+11 Sl’l++11 (K13n+1 +K13n+lan+l +K13n+11 SanilJ
L—E >

K2 n+l K2 ’.Hl

LA K14"*l1 T —| K14™ + K14 | T + K14™ T | |+ 60 0% 0%
" i i 2Az

170+
i+— z——
2 2 2

[Kl 5n+l Pn+l (Klanrl + Kl 5n+l JPn+l + Kl 5n+1 Pn+l}
2

[K13’_’ ST - (Kl?a" +K13" js;* +K13" | S" IJ
I+ 5 HE 1—E i,E

H(1-0) 1<2o;;12AZK207_1

170+
z+7 ,,, i—
2 2 2 2

(1-6) J{K14’_’ T (K14" +K14" j]}”+K14’_’1T[E1]

(KIS’_’IRL £K15" +K15" jB”+K15”lR.f1J
2 HE '7 -

Rearrange the third equation and write as
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_@K13n+1 Sn+1 + _ﬂKl4n+l Tn+1 + _ﬂKlSnJrl P 11
AZ A2t AZ

,_,
2 2

l 1
o k16" + B grzety gazen | [sm o] k1772 4 O K147+ K147 | |7
AZ 177 AZ 173

L
2 "2

1
+| K18, 2+9A§ K15"+1+1<15”“NP,.”+1

i+— i——
2 2

+ 0At K13n+l Sn+1 eAt K14n+l Tn+l eAt K15n+l Pn+1
A2 AL A2

i+l i+l i+l
2 2

- He,n+C,n,+C - -
_[(=0)ar HZ)AtKB"IJS,-"_l MG + Col, +Co), A ez)Ath" T, ((1 92)&
Az - 24z Az . Az
wt (1= 0)At£ B { wt (1= 0)At( B
+ K16, 2 - | K13" | +K13" | ||S"+| K17, 2 —~—L—| K14" | + K14" | ||T"

AZ z+5 1—5 AZ z+5 z—E
b (1= H)AtL n
+ K18, 2 ————| K15" | +K15", | |P’
AZ i+l -
1-0)A C,n,+C,n,+C,n, 1-0)A 1-0)A
+ ( 02) tKl3" Jsﬁrﬁ' - ( o " pn) +( 02) tK14n1 Tlil [( 02
24z Az . Az
B n+l n+l n n
o] gn, K200 - K207 L(1-0)r (K207, - K20i1}
I 24z 24z

The three equations can now be written in the form
[C][5]=[#ss]

Where

[C] =3Nx3N coefficient matrix

[B] =3Nx1 dependant variable matrix

[RHS] =3Nx1 right hand side matrix
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C3i—2,3i—5 C3i—2,3i—4 C3i—2,3i—3 C3i—2,3i—2 C3i—2,3i—1 C3i—2,3i C3i—2,3i+1 C3i—2,3i+2 C3i—2,3i+3
C3i—1,3i—5 C3i—1,3i—4 C3i—1,3i—3 C3i—1,3i—2 C3i—l,3i—1 C3i—1,3i C3i—l,3i+1 C3i—1,3i+2 C3i—1,3i+3

3i,3i-5 C3i,3i—4 C3[,3[—3 C3[,3i—2 C3i,3i—1 C3i,3i C3i,3i+1 C3i,3i+2 C3i,3i+3

[ RHS,

B3i—5 = Sin—ql RHSZ
B, , = Tzflﬂ RHS,
B, ;= P:;r]

B, ,=8"" RHS;,_,

[8)- 3, =1 (RS- | RIS,

B, =P RHS,
By, = S,-"++11

By, = ZZ;I RHS;),_,
By = Bf:l RHS;,_,

i . ] | RHS;, |

Where the coefficient matrix is
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oAt .,

3i-23i-5 _Elﬂii
2

HAZ n+
Cyicapica = T AZ? K2 1
2

oAt .
3i-23i-3 _72[{3[711
2

f—

2 2

1
Cyrnsin =K4, e zz[lﬂ"*wm"“j

j—

2 2

1
nt— At
C3i—2,3i—1 =K5, 2+ zz [sz Kzﬁlj

1
C3i72,3i = K61 : Zﬁt [K3"+1 K3"+11]

2 )

- _ eAt 1n+1

3i-23i+1 A22 H%
_ HAt K2n+1
3i-23i+2 AL H%
GAZ n 1

C3z>2,3i+3 = _EK3.+1
i

_ HAt K7n+1

3i-13i-5 =T A2 it
2

OAt

Ciicipia =~ A Kgr.lll
i

QAt " 1

3i-13i-3 — K 9 ’
2

177

2 2

L
C3i—1,31 Kll 2 zi[ 8%1 Kgr_ﬁllj

l H ! n+l n+1
Cyi1air = K10, 2 +| KT KT

j—

2 2

1
Cyry =KI12] Zﬁt [ K9+ K9{'*;j

f—

i) 2
_ HAt K7n+1
3i-13i41 — AZ it
2
_ eAt 8n+1
3i-13i42
AZ z+E
HAt n+l
C3H,3i+3 == AL K9, 1
it
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OAt
C3z 3i-5 = AZ Kl:?,’”l

2

GAZ n+
CS[,3i—4 =_EK14, 11

i—
2

oAt
C3i,3i—3 = _EKIS_JI

)
N,

Ciisis = K16, 2+[K13”“+K13””]
AZ?

i—

2 2

-

2

1
Cyaiy = K17, 2+ zi [KW“ K14’_”11j
2

1
Coyy=KI18 7+ ont (KIS”“ Kle”llj
A ! L

Cyizin =— zi K13j:;
Cyiziin iﬁi’““lﬁ
Cyisins ziﬁl(lsj:;l
The RHS matrix is

RHS, ,=|———F—KI" | [S. + —KZ T+ ———K3", [P
Az i Az* = Az -

+(K4”+§_M[K1" +K1" DS (1{5"+ m(Kz" +K2" DT
i Az> -1 ‘ Az i )"

Hf i—
2 2

+[1<6'”;—m(1<3" +K3" DP”
i AZZ i

z+f z—f
2 2

(1-0)ar Voo ((=0)Ac N\ ((-0)ar )
—K1" | |S, | ——F—K2" T+ | ————K3" | | B
Az B+ Az z+2 Az i+
n+l n+l n n
_{ A K19H12;ZK19 H(1-0)ar K19H12AZK19H}
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2 2

i—

2

wt (1-0)At wt (1-0)At
K10, 2 = | KT+ K77, | |S] 4| KL 2 =2 | K8, + K8, |7

00 7 ) (00 0,
RHS;, , =|——F—K7" | |S,,+|———K8" | |T',+| ———K9" | |F,
Az 1_5 Az L—E Az

! A22 i+— i— 2 i+— i——

2 2 2 2

ng_(l—e)m ., i i
+| K12, 2 ——L—| K9" +K9", ||P
Az i i—

2 2
(1-0)At j
+H——— KT |SI+
Az l*g

2

_ At(C i +C i +C i) (1-
RHS3,.:[(1 Q)AtKB"lJS,-"ﬁ (C,ii, +C,,7, pvnw)i +(1 H)AtK14"1 Tinl{
i— Az i Az
2

2

K13" | +K13", JS.”
L+5 i—E

1
K17 - K14 K14 }
Az i+ i—

K15"  +K15" ]P/
1+5 175

n

(I_Q)AtKB'_’IJS." N (i, + Cii, + C, ) L(1-0)a

i+1
’ 2 Az AZZ 2
B n+l n+l no_ n
o[ g, K200 —K 201 (1-0) A, K20%, ~ K207,
2Az 2Az

We would like to solve for the dependant variable matrix [B]. In Matlab we can

perform the following operation

[8]=[ras)[c]’
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D.2. Discretize the Boundary Conditions

Summary of Boundary Conditions

Initial Conditions

$.(2)= 5.,
T(z)=1,
P(z)=P

R . n .0 .
Front Face — Case 1: m,, <, +m, +m

"

evap
loss

< N - " .
spray mevap +m water +m vapor

loss

- - " o -n - - - - - - _
qe + qwater - qvapor + qair + qcond + qre—rad + qwater + qvapor + qair + qcond @ zZ= 0 fOl"

spray loss loss loss loss cony conv cony

P=P

n

Front Face — Case 2: m! > +m1 +1it

spray evap

loss

S, =1 @z<z,, t>0
T=T,, @z=0, t>0
P=P +p,gh,, @z=01t>0

Back Face- Semi-Infinite Solid

Back Face — Flux Conditions
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"
spray

" A
+mv +mw —mmp

loss

1

. - . - < - Y - < Iy
qwater + qvapor + qair + qcond + qe + qwater - qcond + qvapor + qair + qre—rad

conv cony conv app loss loss loss

P=P or m, =0

231

loss

@z=L for

t>0



D.2.1 Discretized Top Surface Boundary Conditions

”
spray

n

evap
loss

Case 1: Low Water Flux - ! = <m +m +1i

Let the surface node have a thickness that is half that of the interior nodes. The

discretized surface node is shown in Figure 92.

Node 1 (surface)

A O
AT
2
X
Az
0 Node 2
— Ay E ————

Figure 92 — Finite Difference Representation of Surface Node

Discretize Saturation Boundary Conditions for Top Surface

Start with the low water flux case. The boundary condition at the surface is

m” m”

spray = 7vap
0SS

" N
+m) + !

Where m and m are the water and vapor mass fluxes into the material at the
surface. The water mass flows and storage associated with the surface node are shown

in Figure 93. Evaporation or condensation occurs throughout the control volume, but

the surface loss term m”  is the surface evaporation rate and represents vapor losses

evap
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from the control volume.

" N/

m spray mevap
m water m vapor
2 l storage storage
< A >
4 v
.y - "
m w m v

Figure 93 — Surface Node Water Fluxes

The sum of the liquid water flows into and out of the surface control volume is
mwater = (I’I"l” - m:/i’ ) A'XAy

spray
total

The rate of storage of water in the control volume is

water eva,
2 ot v

storage

AXAyAZ(a(¢prw)+mm j

Conservation of mass for liquid water for the surface node can be expressed as

= (il — ) AxAy

spray

AXAyAZ 0 (¢prw) +m"
) ot evap

Which can be simplified to
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The total vapor flow into the surface node control volume is

. I N A
mvapor - ( mevap mv] AXAy

total loss

The rate of storage of vapor in the surface node control volume is

_ AXAyAZ a(¢pgSg) _mm
e 2 ot o

So conservation of mass for vapor for the surface node control volume is

0 S
AxAzyAZ[ (¢Zj g) _mg‘l}apJ — [_mn m:jAXAy

or

2 a ¢ evap v

loss

E{a(¢pé’58)_mm Jz_m" —l’i’l"
evap

Adding these together eliminates the evaporation terms and gives an expression for

conservation of mass for total water

2 a ¢ a ¢ spray evap

loss

AXAyAZ[a(¢prw)+a(¢pgSg)}:( - —m” —f’i’l”—f’}.'l” jAXAy

Which can be written as
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Az o(ep,S,) A0S )) (. .

loss

This derivation assumes that the density of water can be assumed to be approximately
constant. Expand the temporal derivatives

a(vag)_ o p,
¢ or —¢§(ﬁ(l—SW)J
:_%%_i_i(l_é‘w)g(&j
RT ot R, o\ T

__90. 3, +£(1_Sw)i(&jal+l(1 I
RT ot R or\r Jor RT s, or

So the temporal derivative can be written as

Az #r., b g\ |3, (¢ 0 (p.)2F , ()P
2({¢pw RT RT(1 S)asta (Rv(l S)aT( Daf(o)atJ

or

Az K, a5, +K56—T+K op
2 ot ot ot

Define the water fluxes

- " Krw —
mw:_pw /U ’ (va_pwg) @ZZO
KK 2
m! =—p —% VP—C—M MD, VX, @z=0
H, P

Expand the mass flux terms

KK, , 8pw KKVJ oP KK, , op,,, oS, KK, , op,,, oT KK
_pH/ a pg _+

rl
_+ 2
u, 6z " u, 0S, Oz P u, 0T oz P

w
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_, KK..op__ p, KK, 0P
"y, 0z RT u, oz
2 M M D
_C_M MvDeﬁ‘gaX veff.g Papv aS'w_i_ apv a_T_ a_P
P oz R((P—pv)Ma+vav) aS, oz~ oT 6z "oz
So the boundary condition is
Az dp, |08 0 orT oP
o, 1-5) 2 | Bes| L1-5) 2 2] 1T 0 F
2 RT RT oS, ) ot R, or\T )) ot ot
M MVD@ﬁrg P apv _ KKr,l apcap aSW
R((P-p,)M,+pM,) &S, " u, oS, |éz
N MMD, pi0, KK, P, |OT
| \R((P-p)M,+pM,) T " u, oT |éz
op KK, M,MD, - KK,, |oP
RT p,  R(P-p)M,+pM,)"" " p, oz
KKrl N
_p w ’ spray - mevup
” loss
Which can be written as
Az oS oT oP oS orT oP
—| K,—“+K,—+K,— |=| K,—+K,—+K,——K ,+m! —m
2( 4 81‘ 5 8t 6 atj [ 1 aZ 2 aZ 3 19 spray le;;gpj
or
Az oS oT oP oS oT oP
K, K+ K |+, - =| K, 2+ K, + K, ——K
2( Yo o 6tj ap sy ( Yoz oz ez “”j

Discretize the temporal derivatives. The 1 subscript indicates the 1% (surface) node)

1 on+l n n+l n n+l
(K‘l-l 2% K5 %+K61 2

oS

w

ot

oP

&

¢ ot

Az

2

+K58—T

N E}’H—l _ E}’l
ot

At

Az

_( X,

2

N

|

Since the fluxes are defined as flows out of the first node, calculate their discretized
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value at the first cell boundary. Call this the 1% node location.

K, 95, +K, 6—T + K, a—P—K19
0z Oz Oz
_Kl" S =8 K2" L -1 K3” ﬂ—Kw
2 AZ 2 AZ 2
Putting it all together
+7 n+l n et TrH—l Tn + PrH—l Pn
K4, u +K5, 2 ——+K6, 271 1
At At At
n T Tf’l Pf’l _ Pn
—Kl" S =S KZ" K3" —I—KI"9
5 Az 5 5
Use a Crank Nicholson scheme
n+l n n+l n n+l n
T -1, +f B P
K 4 u +K 5 —— + K6, 271 1
At At At
_ 9[ 1n+1 S2n+1 Sn+1 K2n+1 Tn+1 71n+1 3’”1 Pn+1
15 5 5

+(1-0) K1, S8 +K2', L +K3" 22— i
Az Az y Az

2 2 2

This can be written as
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N/ N/

spray + mlevap
0SS

N/ ="

spray + mevap
loss

n+l1
P _ Kl 9n+1

1+7
2

o
l+7

2

|



Az 5 Az

2 2

1 nk
—iKlnH _£K4l 2 Sanrl + _iKzan —£K51 2 ]—inJrl
2At 2At

Az o 2At

2

éKllnﬂjSZnH +[£ Kzlni#ljjwzn-#l +[é K3:1;—1]])2n+1

2 2

1
+(_iK3nl+l —£K61 2jl)ln+l

- nit - net
2 2
+ _MK3"1_£K61 2 Pln
Az N 2N
+{MK1”1 js; +(MK2”1 jTZ J{anl jp; +OK197 +(1-0)K19",
Az 4 Az Az & 5 5
_ms';)ray m Zvap
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Discretize Pressure Boundary Condition at Top Surface

The air mass flows into the surface node control volume are shown in Figure 94. The

discretized surface node will have mass storage

air
loss

mair

storage

N|E

Figure 94 — Air Mass Flows in Surface Node Control Volume

If the pressure has a type 1 boundary condition, it is simply discretized as:
1)1n+1 — P

0

The total rate of mass flow into the surface node is

- N N KKr a C2 - "
mair = _ma_mair AXAy: pa ; VP+_MvMaDavVXa_m AXAy

air

H, P loss

Where ) is the air mass flux in the material. It can be written as:

- KKr a C2
mll = _p[l — VP -0 MVMQDQVVXM
H, P
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muir = (_m: - m:ir jAXAy

total loss

The total rate of storage of air in the surface node is

m

air
storage

ot 2

:{¢6(PaSg)JAxAyAZ

Setting these equal gives an expression for conservation of mass for air in the surface

node control volume

olp, S
B

loss

"
air
loss

If a no-flux boundary condition is used at the surface, then m . is zero and

conservation of mass for air for the surface node can be written as

o(p,S KK, ’
¢M E=,0a—”“VPJFC—f‘/vaaDavVXa
ot 2 H, P

The terms in this equation can be expanded

a(p,S _ _
¢ (pa g):_i[(P pV)+(1 SW) apv jaSW _l{%_P_‘S;W_F(l_i_SW)i(&jja_T
ot R\ T T os,)oc R\T* T or\ T )) ot
+¢(1—Sw)6_P
RT ot
KK —p KK
pa r,a VP:P p‘; r,ga_P
/Lla RaT /’la aZ
2 MM D
€ MMD,VX, =~ st pP. OB, pp. T 0P
P RT(M,(P-p,)+M,p,)\" &S, 0z ~ oT &z oz
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So the boundary condition can be written as

_¢((P=p) (1-5,) dp, )25,
Az| R,
2

T r oS,)o R
LPU=S,)op
RT ot
MM Dy, p, |98, MM Dy, o, |0
RT(M,(P-p,)+M,p,) 0S, ) éz RT(M,(P-p,)+M,p,) 0T |éz

MM ,D

aeff.g

P—pn KK
+ Py AR
RT 4,

oP
RT(Ma(P—pV)+MVpV)pV oz

Or
E K10%+K“6—T+K126—P :K7%+K88—T+K96—P
2 ot ot ot 0z z 0z

Discretize this using a Crank Nicholson scheme

Az

Az (Kl 0;,+1/2 Tn+1 _ T;n
2

S1n+l _Sln +K1 1;”1/2 1
At At

Sn+l _Sn+1 Tn+1 _Tn+1
_ n+l M2 1 n+l 42
= 0[1(71/2 ——+ K8, ——

S;l _Sln 7’V2n _Tn

n
+ K8,

+(1 - 6’)(K7{’/2

Rearrange this as
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+K9,,

At
Pn+1 _P1n+l j

. K121n+1/2 TinJrl _ Tin ]

Az

P'—P"
L+ K9], —2—
Az Az



1- —_ 1-

(g o[
2

1- -
_ﬂKgnl —£K121 2 \p

Az 5 2At
(1_‘9)1(7"1 87+ (-

Az Az .

__K7n1+1

1=
2

2

1
_EKIOI 2 Sl’"‘*'l + _iKSn;—I
2At 1

Az

1<9"*l ——K12
2At

(i K7}’l+1
Az

2

JSVH—I [9 K
Az

Az

2
J })ln+l

2
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Discretize Temperature Boundary Conditions at Top Surface

Discretize the first node as shown in Figure 92. The enthalpy flows for the surface
node are shown in Figure 95. The rate of vapor loss from the control volume is

assumed to be equal to the surface evaporation rate. The enthalpy flow associated with

the vapor leaving the surface is g/, . This is separate from the evaporation rate,

loss
which will be included in the energy storage term that will be calculated shortly.

< . . . <
qe qwater qair qvapor qcond qre—md

spray loss loss loss loss

Az .
2 qstomge
- .
- Ll
Ax
v 4 4 v
N -n -n -n
QCOVld qvapor qair qwaler
conv conv cony

Figure 95 — Surface Node Enthalpy Fluxes

The sum of all of the fluxes into the surface node is

. _ '”+‘II e o o o o o o AxA
Qiotar = | De T Dwater ~ Yair qvapor 9eond ~Qre-raa ~ 9eona ~ Dwater qvapor U \y

spray loss loss loss loss cony conv conv
The total rate of storage of thermal energy in the surface node is

0 0

_M( 0 (cshs)+§(cwhw)+5(caha)+§(cvhv )j

storage ~ 2 A,

ot

Where ¢ and h are the mass concentration in kg/m’ and enthalpy in J/kg of solid, water,

air, and vapor. Setting the storage equal to the total fluxes into and out of the surface
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node control volume gives an expression for conservation of energy

AXAYAZ(0 (43 01, D), 0
2 (at (cShS )+ at (Cw’hw)+ at (caha)+ 8t (cvhv )j

= {q.z + q‘\!:)ater - q‘:z'ir - q‘:apor - q.:()nd - q‘:’!e—md - q.:ond - qc:’ater - qgazpor - qsir jAXAy

spray loss loss loss loss conv conv conv
Rearrange and use conservation of water, vapor, and air for the surface node to
simplify the enthalpy flows and storage. Start with water. Use the definition of
enthalpy to simplify the water enthalpy flows and storage terms

Az 0 . . Az Oh oc, . )
5 A, (cwhw) - q»,«:ater + q:«:ater =5 (cw =+ hw = | m:pray hwater +m :Lhw
2 a t spray conv 2 (3t 8t spray

T,
Az ah Az (3 o 0 e N
=, e h, iy, e+ [ C, 0T |+,
2 "o 2 "o Y RS
= ) - w - _ms ray
Yot 2 "o e

Ec Oh, Az 6 Oc )
2

T,

Az oh, ., Az 0(p.S.)
= 7 cw E - mspmy Cp,w (I;pray - T;urface ) hw (7 ¢ T -
Az or. .,

w - m
2 cw p.w 8t — Mpray p,w(I's‘pray _];u;face)_hwmevap

Next simplify the vapor enthalpy flows and storage.

Az O Az( Oh oc
——(ch)+q" +q" =—|c —L+h—L|+hm" +hm'
2 a Z( v v) qvapor qvapor 2 ( v v ) v "Fevap vy

loss conv at 5t
olp,S
B PN G
2 "ot 2 ot g
Az oT, o

=—=cC, —~+hm
2 v py 5t v "Yevap
Note that £, is the enthalpy of the vapor leaving the surface, not the enthalpy of

vaporization. The term ¢, . = hi], =~ represents the enthalpy carried out of the

v Cevap
loss

control volume by vapor leaving. The rate of vapor loss is assumed to be m” , but

evap
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the evaporation is actually occurring throughout the control volume so the enthalpy

storage associated with phase change is included in the volumetric term m” . This

evap

will appear as a sink term when the conservation of energy for the surface node is
reassembled.

Next simplify the air enthalpy flows and storage

Eg (caha ) + q:ir + q.:t,ir = E ca aha + hu aca + m:hu + m;,ir ha
2 51 conv loss 2 5t 51 loss
olp,S

:Eca ahu +hu £¢M+m3 +m;’”
2 5t 2 at loss
Az oT,

=5 ca a
2 P o

Thermal conduction into the material is assumed to occur by Fourier’s law through

each component present.  represents the volumetric content of air, vapor, water, and

solid material present.
oT, oT, oT. oT,
" =—wk a_wk —x— ka_W_ k s
qcond Wﬂ a aZ WV v aZ WW w aZ WS s aZ

The conductive losses to the ambient and re-radiative loss terms can be defined as

Geona = h(];urf - Too)

loss

Qrv-raa =0 (T =T

surf 0

The conservation of energy for the surface node can now be written as
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Az oT oT oT oT
—|cC S4+cC ¥ 1eC “4+cC Y (h —h )m”
2 ( s p,s 5t w p,w 8t a~p,a 81 vpy 8t ( W w) evapj

404 105,Cpo (T = T )= (T~ 1) 6,0 (T = T

spray =~ p,w

= oT oT oT oT
+w k —*+w k —+w k Yty k —2
l//a a az WV v az WW w aZ WS S aZ

Invoking the assumption of local thermal equilibrium allows this to be written as

G410, Co (T oy = Togiee ) =1 (T, = T.,)

oT

Az or )
S, G, )- R .
’ Z

Now use conservation of mass for water to substitute for the evaporation rate. COM

for water for the surface node can be written as

AZ . m " KK}" a P_ c AZ a WSW
] TLLSARE RN

— =mg,.+P,
2 evap spray P w /JW 62 2 a ¢

Substituting this into the BC for conservation of energy gives

Az or . KK,,(o(P-p.) Az 0(p,S,)

—(pC —+Ah | m” L R _ g wmw]

2 ('0 p)e.tf 8t+ v(msmﬁpw H, ( Oz pgj 2 ? ot
q.:+m;,praycp,w(]—'spray_T;urface)_h(T;_Too)

= oT
~6,0(T' T} )+k, =

Which can be written as

246



Az oS, Az oT Az oP A oT oP

+—K17—+—KI8—=KI13—2 + K14—+ K15—+ K20
2 ot 2 o 2 ot Oz Oz Oz
+Ahvms‘pm1 _qe vpravcp w (I'vpray _Y;urﬂzce)—i_h(]—; _Tw)+gso-(];4 _T;)

Use a Crank Nicholson discretization scheme but use the previous time step to

calculate the surface losses

S1n+l _ Sn AZ

n+l n
K17”” u
2

Pn+1 Pn
At

Pn+1 Pn+1

E Kl 6;1+l Kl 8n+l
2 2

Sn+1 Sn+1 Tn+l Tn+1

Kl 4n+1 Kl 5n+1
1t 12 l+5

= H[Kl.’)"“ +K20™ j
1+—
2

+<1_9)(K13n1u cxie BB e BB oy j

1+— 17 17 17
= Az = Az = Az -

+Ahm! —ql— C (T -T

v “spray vpray p,w \ " spray surface

)+h(T,~T,)+5,0(T -T)
Rearrange

__K16n+1 0 K13n+i S1n+1 + _£K17;1+l _iK14n+} T;nJrl
2At I+ 2At Az 5

_£K18n+l 9 K15n+; Janﬂ

( 2At Az =

éKl:an ]SVHI (AGZ K14:l+: ]]vzn-%—l +(£K15T+; ]Pznﬂ

2 2

1- 1-
( 9) K13", Az K16T+1 S+ ( 0) K14" Az K17;Hl 1"
l+7 2 At Az 1*5 2 At

( (1=0) o\ J ! ( (1=0) o o J ) ( (1-0) o e J .
+| ——=K13" | |87 +| ——K14" | \I' +| ———=K15" | |P
Az e Az I+ Az 5

Ahm! ——q— C

v Yspray spru} p.w (T;‘pray - Y;ur_‘face)

K15” —£K18;’+‘ P
2A!

~0K20™! —(1-6)K20" | +
e vy +h(TS—Tw)+eso-(Ts4—Toj)
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These boundary conditions form the top left corner of the coefficient matrix

[ pn+l _ n+l ]
Bl - Sl
n+l _ gon+l
B, =T

C1,1 C1,2 C1,3 C1,4 CI,S C1,6 Bl — prl RHS1
C2,1 Cz,z Cz,s C2,4 Cz,s C2,6 BS,,H _ SI,,H _ RHSz
C3,1 C3,2 C3,3 C3,4 C3,5 C3,6 ) : RHS3

n+l _ gon+l
B =T,

n+l _ pn+l
B =h

Where the values of the coefficient matrix are

Saturation:
1
C, =—ﬁ1<1"+11 _ A2 gg
’ Az i+ 2At
Az ok
C, :—iKZ’”l1 -—XKS5, 2
’ Az i*a 2At
0 Az net
C,=——K3" -2 k6 2
’ Az i 2At
Cl 4= iKlﬁll
Az i+
C,= ﬁKz“;
Az i+5
0 ons
Cy= EK 3l_+ 11

Pressure: Type 1 BC

G,y =0
Gy, =1
C,, =0
Cya=0
Cys=0
Cye=0
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Pressure: Type 2 BC

'
c, =-L k7~ kgl
’ Az i+ 2At
C,, ——L kg A2 g
’ Az A 2At
'
C, =L ko _ A2 g7
’ Az i+ 2At
c, =2 k7
Az i+
Cz,s = i Kgfwll
Az HE
Gy = i K9fl+1l
Az i
Temperature:
!
., ——ZL k13— A2 g6
’ Az iy 2At
'
., =2 g1am _ A2 g7
’ Az iy 2At
1
. == k15 B2 kg’
’ Az i+ 2At
¢, =2 ki3
Az i+
C,,= 9 K14™|
Az =
0 ne
Cyo= EKISH |
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Saturation:

—_ n+l —_ ’1+l
RHS, :(MKI” Ay 2]5;’ +(MK2" A g JTI”
K1 ,

[0,

Az e

{J%@)m

= 2At

2

£K6;H5
2At

+0K19"" +(1-0)K19", +h
1— 1—

2

Pressure: Type 1 BC

RHS, =P,

Pressure: Type 2 BC

e
RHS, =| —2K7" ——
Az et 2A¢

1
2}3"

Az i+5 Az i

n
| JPZ
i+—

2

Temperature:

+[(1%AZ‘9)K15”
+(—(1%Aj)1<13

~0K20"| (1~

2

i+
2

Az

Az n+

1 1

)
IJS; +(——(1_9) K2" IJT;’ +(——(1_9
i+ Az i Az

p\} ="
'm __pv,oJ_msra
: (RVT pray

2

Az A 2At

Pn

1

1 —
’”JS{' +(—(1AZ‘9) K", -

e

i+

HE 2At

e
2

1
s

n J n ( (1_0) n J n ( (1_0) n j n
1 Sz + - K14, 1 Tz - K15, 1 Pz
HE Az l+§ Az ’*5

9)1{20;’% +

|

Ah ]’i’l” _q‘;l_mll C

v spray spray p.w

250

(-

+h(T, -1, )+&,0 (T} -T})

- Tmrface )J



"

evap
loss

Case 2: High Water Flux-

- I - I .
spray > mw + mv +m

n

evap
loss

For the case where mi! > +m +m

soray the boundary conditions must account for

the effects of the water layer. Since the water layer will absorb thermal radiation while
allowing some to reach the surface, we must assume that there is a temperature
gradient through the water which must be solved for. The water temperature profile
will be solved independently as part of a sub-model and values passed to the solid
model to be included in the boundary condition for the surface node. The surface node
will include the back face node from the finite difference model of the water layer, as
shown in Figure 96. The node spacings in the finite difference models for the water

and solid may be slightly different.

I

Az,
2
@]
% Node i (surface)
Az
O Node i+1
— —_—
Ax

Figure 96 — Finite Difference Representation of Surface Node with Water Layer

Discretize the boundary conditions for this case
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@z=0 t>0

Saturation
Sn+1 _1

surf
and

S =1 if iAz<z,
Temperature Boundary Conditions

The temperature of the surface node is calculated in the water layer sub-model and

applied as a type 1 boundary condition in the model for the solid phase.

T{nJrl — T

surf

Pressure Boundary Conditions

For now, assume that the interface node is the second node from the surface. If a large
pressure were applied to the surface of the material, either from a large depth of
standing water or a high momentum water flux, the interface could be deeper in the
material. We will not consider that case, but rather only assume that the surface is

completely saturated. The second node (interface node) will be partially saturated.
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Surface node (1)
[

Saturated

Partially
Saturated

Q
Interface node (2)

Figure 97 — Surface Node

At the surface, assume that the impact force of the water spray is negligible. The

boundary pressure is simply the ambient pressure plus an additional pressure added by
the water layer.

P= Poo + pwghlayer @ z=0

At the Back Face
@z=L t>0
S}I\l/+l — So

T}\I/H—l — 7‘;}

B =P,

In matrix form this is the top left hand side of the coefficient matrix.
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If the surface node is saturated, and the second node is the interface, then boundary
conditions for pressure at the interface must be moved to the second node. If the

interface node is past the second node, then these conditions must be moved further.

C6,4 C6,5 C6,6 C6,7 C6,8 C6,9 CG,lO C6,11 C6,12

and the bottom right corner of the coefficient matrix

C3N—2,3N—5 C3N—2,3N—4 C3N—2,3N—3 C3N—2,3N—2 C3N—2,3N—1 C3N—2,3N

C'3>N—1,3N—5 CY3N—1,3N—4 C'3>N—1,3N—3 C'3N—1,3N—2 C13N—1,3N—1 CV3N—1,3N
C'3N,3N—5 C'3N,3N—4 C3N,3N—3 C3N,3N—2 C'3N,3N—1 CY3>N,3N

and the top and bottom of the RHS matrix

RHS

1

RHS,
RHS,

RHS,, ,

RHSSN—I
i RHS3N |
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Where the coefficients in the upper left hand side are

Cl,l =1
C1,2 =
C1,3 =
G, =0
G, =1
C,,=0
G, =0
¢,,=0
C3,3 =

and the coefficients in the lower right hand side are
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C3N—2,3N—2

C3N—1,3N—2
i C3N,3N—2
C3N—2,3N =0
C3N—2,3N—1 =0
C3N—2,3N—2 =1
C3N—1,3N =0
C3N—1,3N—1 =
C3N—1,3N—2 =0
C3N,3N =1
C3N,3N—1 =0
C3N,3N—2 =0

C3N—2,3N—1 C3N—2,3N _
C3N—1,3N—1 C3N—1,3N
C3N,3N—1 C3N,3N ]

The boundary values for the RHS matrix are

RHS

1
RHS,
RHS,

RHS,,
RHS 3N-1

| RHS,, |

POO + pwgh

1

I;urf

layer

S

o

T,
L,
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D.2.2. Discretized Back Face Boundary Conditions

Discretize the back face node as shown in Figure 98.

Az o
Node N-1

Node N

<—N|E—>

O

Ax
Figure 98 — Back Face Node Discretized

If the semi-infinite solid boundary condition is invoked, the boundary conditions are

NN
[
JU 3

If heat or moisture reaches the back face, type 3 convective boundary conditions are

given by
- -0 N
mspray + m, + m, = mevap
loss
-0 - - - - - o - - - _
9yater + qvapor + Qv + 9 cona + q. + Dvvater = Yeond + qvapnr + 9 uir + Dre—rad @ z=L f or t>0
conv conv conv app loss loss loss loss

P=P or m =0
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Discretized Back Face Saturation Boundary Condition

Discretize the back face boundary conditions. Start with COM for water. If a type 1

boundary condition is specified, the discretized form is

S]r\z;rl — S

[

If a type 3 flux boundary condition is specified, the discretized boundary condition is

much more complicated. The water and vapor flows are shown in Figure 99.

w mv
water mvapor
2 storage storage
A
— Ax —>
v
- n ="
evap spray

loss

Figure 99 — Back Face Node Water and Vapor Flows

The total rate of water flow into the back face node is

. o -
mwater - (mw + mspmy ) AXAy
total

The rate of water storage in the back face node is

. AxAyAz (0
Mhoaer =75 (E“”’”’Sw)*’"mpj
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Setting the total flow into the control volume equal to the rate of storage gives an

expression for conservation of mass for liquid water

Az( O cm o n"
7 (5 (¢prw ) + mevaﬂj =m, + mspray

The total rate of vapor flow into the back face node is

The total rate of vapor storage in the back face node control volume is

) AxAyAz [ © o
e T AN

Setting the total flow into the control volume equal to the rate of storage gives an

expression for conservation of mass for vapor

Az( 0O o < .
2 (5(¢pvs(g ) - mevapj =m,— mf;:zsp

Adding the conservation of mass for water and vapor together eliminates the

volumetric evaporation terms and gives an expression for conservation of total water

AZ a(pVS ) a(/)wa) N N - N
P2\ e T e | e iy

The water and vapor flux terms can have convective and diffusive components

- KKr w —
i), ==p,—(Vp, - p,&) @z=L
- " KKr C2
! =—p, ——LVP-=—M M,D, VX, @z=L
A, p ’
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Expand these terms

KK, ,(op, KK, , op KK,, op,,, 0S, KK, , op,,, oT
“Fw __pg :_pw _+pw + w A
M, \ oz H, Oz u, 0S,6 oz u, oI oz
__KK,,oPp_ p, KK, oP
oy, 0z RT u, oz
: MM D
S wmmp, 2o e pP. B, ph. T OP
P ¢ oz R((P—pv)Ma +p,M,)\ " 8S, oz oT &z oz

The total mass flow of water into the back face node can be written as

oS or K, 6P+K19+m

oz

mtaml = (_Kl = KZ g - oz spray Iegfqp j AXAy

The vapor storage term can be expanded

¢M:¢3(ﬁ(l—&)}

ot ot\RT

__9p, 95, +£(1_5W)i Py a_TJri(l_ W)%%
RT ot R, or\ T )ot RT oS, ot

So the total storage can be written as
Bl O, OT o 0P

2 ot ot ot
So the back face BC for COM for water can be written as
E(& &, +K,— o +K 6_P] =-K, 9%, —Kza—T—K3 or +Kg+m .

2 ot ot ot 0z 0z 0z e
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Discretized Back Face Pressure Boundary Condition

The air mass flux and storage terms associated with the back face node are shown in
Figure 100.

mair
storage

4—N|E —_

N
mair

loss

Figure 100 — Back Face Node Air Fluxes

If a type 1 boundary condition is specified, the discretized form is

PA};+1 — P

0

If a flux boundary condition is specified, a more complicated boundary condition must

be derived. The rate of mass storage of air in the back face node is

M ¢8(paSg)
storage 2 ot

The total mass flow of air into the back face node is

mair = (m:z' - m:;ir jAXAy

total loss
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Setting the flow equal to the rate of storage gives an expression for conservation of

mass for air for the back face node

5 ot

S5 o

This condition always holds true, even if a type 1 boundary condition is specified. In

that case the term 1", is assumed to adjust such that a pressure P, is maintained at

air
loss

the surface. The surface air loss term 2’ is not explicitly calculated in the model. If

air
loss

"

a no-flux boundary condition is applied to the back face, the term 1. is equal to zero

loss

and conservation of mass becomes

Az ¢6(paSg) i
ot

The internal air flux term has convective and diffusive components

" KKr a C2
ma = _pa — VP - MVMQDQVVXLI
H, P

Expand these terms
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KK op_ p, KK, op
“ u, 0z RT pu, oz

_P_pv KK"aga_P
RT u, oz
2 2
C_MvMaDeff' %:(ij ;MvMaDeff' LApA
Yol 78 0z RT) P, P 7oz P
RT RT
2
() e 5
RT) p, . P “oz\ P
RT RT
2
= P MM,D,, i(l—”)
RT(M,(P-p,)+M,p,) Coz\ P
MvMaDe/f',g ( apv an
- 2 P p —
RT(M,(P-p,)+Mp )\ oz ""éz
M MD,,
— v a e g Papv a‘va_i_Pal?va_]-'_l?va_I)
RT(M,(P-p,)+Mp)\ &S, &z — oT oz oz
Which can be written as
mg:_K7%_K86_T_K9a_P
0z oz oz
The storage in the back face boundary node is
¢£M_¢£g &(1_5 )
2 o 2 ot\ RT "
Az & ((P-p,)
=¢p——| —(1-S
¢2 at( RT (1=5.)
P- 1-§
_ Az g ((P-p) (1=5,)p, |05, Az ¢ P _PS, (145, 2 ((2))O0
2 R, T r oS,)ot 2 R\T° T oT\ T )) ot
Az p(1-S,) oP
2 RT ot

Which can be written as
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=K, K+ K
2

Az, OS or . oP
10 at 11 at 12 at

So the boundary condition for conservation of air can be written as

= vy K+ K T S

Az oS oT oP oS oT oP
K 10 11 12 =-K 7 9
ot ot ot Oz 0z 0z
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Discretized Back Face Thermal Boundary Condition

The enthalpy flows into and out of the back face node are shown in

" -0 -1 - "
qcond qwa[er qair qvapnr
conv conv conv

qstomge

!

< Ax —>

-1 - -0 - . N -n
qe qwa[er qair qvapor qc(md qre—rad
spray loss loss loss loss

Figure 101 — Back Face Node Enthalpy Fluxes
The energy storage in the back face node is

0 0

0
—(c,h,)+—(c,h,)+—(ch
S e+ Slen)r S|

_ AxAyAz( 0
storage ~ 2 _(

ot

The total energy flow rate into the back face node is

. o - - < - - " LAY o o
qtotul - (qcond + qwater + qvapor + qair + qe + qwuter qair qvapar qcond qr‘e—md j AXAy

conv conv cony spray loss loss loss loss

Setting these equal gives an expression for conservation of energy for the back face

node
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AxAyAz [ O 0 0 0
SO (eh)+—=(e b, )+ —(c,h, )+ —(c
2 (at(cs S)+at(cw ”’)+at(c“ “)+at(C” )j

e - " - " - - " Y Y o o
- (chnd + QWuter + QVapor + qair + qe + QWuter qair qvapor QCond qre—rad j AXAy

conv conv cony spray loss loss loss loss

Use conservation of mass for water, vapor, and air to eliminate terms. Start with the
enthalpy flux and storage terms associated with liquid water. The convective flows into
the back face surface node (N) from the previous node (N-1) are assumed to be at the
temperature of the N-1 node. Convective flows from the back face node to the ambient

are assumed to be at the back face node temperature.

N
spray” “water
spray

Az( oh, , dc j_ ith

Az a - < )
(cwh w ) - qwater - qwater = cw —+ h w "
2 at Spray conv 2 at at

Topray Ty
=Ecwﬁhw+Ehw%—m§mv Ko + j C,oT |~ | ) + j CoT
2 ot 2 ot pra) : P ; p

T, Tipray
zﬁcwéthrfhwécW—m;m h+[cor+ [ cor
2 "o 2 "o T s 7 F

— i) (hj. + ]. C,oT + T]:l Cp@TJ
7, T,

Az Oh .
=== W /‘! ’ (T -
2 w 6t spray ~ p,w \ * spray

+hW(AZZ¢6(prW)_n-1” _mﬂJ

a ¢ spray w

T

surface

)=t o (T =T

spray ~ p,w

Az ahw - "
= 7 cw 6t mspmy pw (I:'pmy -

T

surface

)= C, ,(Ty, = Ty)—hi!

w pw w' " “evap

Next simplify the enthalpy flux and storage terms associated with water vapor.
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Az 0 - -
iy a (thv ) + qvapor - qvapor =

Az

loss conv 2
Az

2

(cv LA Ry
o ot

v 0t v af v Yevap v

Ty
(c O, v i, %y i, | o+ | CPGT}
T,

AZ ahv acv " " o TN TN71
zj(cv b, i, =) Tj C,oT+ | cpar}

AZ ah - n pS " "
:7@ atv—m Cp,w(TN—l_TN)+hv ¢ ( £ g) memp—va
Az Ghv " m
:76}5 pr(T -T )+hvmmp

Finally simplify the enthalpy flux and storage terms associated with air

Az O Az
2e v h _ '”, -". = a -ﬂh
5 Col) = + 2( “azj +iiy, b,

:E(ca oh, | ac mg(h;+ j c,.or ]+m;',,ha
T,

2 6t loss
:E(ca Oy, % m"{h +jc oT + j c, 8TJ+m;’” h,
2 6t loss
_Ec aha ”C ( )+h ¢a(paSg) mrr_"_m!!
T Gy Mapa 2 ot “

Az Gh

Thermal conduction in the material into the back face node is assumed to occur by
Fourier’s law through each component present. i represents the volumetric content

of air, vapor, water, and solid material present.

o, or, or, or,
=k, ey, Ty, oy
QC()nd Wa a aZ WV v aZ WH’ w aZ WS s aZ

The conductive losses to the ambient and re-radiative loss terms can be defined as
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Deona = h(TWf - Too)

loss

q';’e—rad = 80-(7—;2# - To:)

The conservation of energy for the surface node can now be written as

Az oT oT oT oT
—|cC S4c C Y ycC “t1cC Y (b —h \m"
2 ( s p,s at wpw ﬁt a ' p.,a at v pw at ( w w) evapj

q.: + m;;raycp,w (Tspray - T;urface ) + m;:cp,w (TN—I - TN ) + m\I/ICp,v (TN—I - TN ) + rhz;’cp,a (TN—I - TN)
- oT, oT. oT. oT,
(T -T)-eo(T' -T*) -y k =2 -y k -y k —*— :
( s 0 ) 88‘0-( s 0 ) Wﬂ a aZ WV v 62 WH’ w aZ WS s 6Z

Invoking the assumption of local thermal equilibrium allows this to be written as

T

Az or

g.+ml,,C,.(T.
((pcp) ¥ Ah i ]: +i!C, (T, =T ) +m!C, (T, =Ty )+m!C,  (Ty, ~Ty)

spray ~~ p,w \ * spray -

2 eff af v evap wp.w vV p,v a —p.,a

~h(T, —Tm)—gsa(T;‘ —T;)—keﬁg—T
- Z

Now use conservation of mass for liquid water to substitute for the evaporation rate.

COM for water for the back face node can be written as

AZ . m s KKrl a(P_pc) AZ 6
— = — > — - S
2 m evap mspray p w ( 82 p g 2 8t (¢p wew )

w

Substituting this into the BC for conservation of energy gives
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Az or KK, (o(P=p) _ )| 2 8(Pw v)
206,) Lo -, A2y | 22, 2005)

)+ C, (T =Ty)+mC (TN%—TN)

w p,w v_py

q" + m\[Impr w (I’Ypmy - I’\'mjface
i or
4,0 (T =Ty) = h(T =T )= a0 (T =T )=k

Which can be written as

o(s,) Az oT
— —~ Wi pC -
2 PR, o 2 ( ”)eff ot
KK, 0 KK, O KK KK
—thp, et Pew By Oy Bes P Oy B2t P pp p Z20t g
M, 0S, 0Oz Y Oz u, OoOT oz M, Oz M,

_Ahm +qe+m C (];pra)f_z;ur/hce)+mvvcp w( N-1 T )+mc'cpv( N-1 TN)

v Wspray spray =~ p,w

a~p.a

+
+i!C, (Ty —Ty)~h(T,-T,)-¢,0(T! - T})

Substititing for the K’s
Az &S, oT oP as, oT oP
2(K16 ot +K17&+K18&J:_K13 oz _K14E_K155_K20

_Ah m + qe + mspra) Cp w (];pra)f _];urfhce) +mep w( N-1 T )+m\"Cp v ( N-1 TN)

v Wspray
a~p.a

+
+iC, (T ~T,)~h(T.~T,)~e,0(T' - T})

So, in summary, the complete set of back face flux boundary conditions can be written
@z=L for t>0

E( 48SW+K5 aT K a_})j__l<1%_[<26_]-'_1< a})—i_l<19+n/lv ra m:va
2 ot ot ot oz oz oz i ”
Az 8, o O o OP\_ 05, 0T, oP

2 ot ot ot oz Oz oz

Az oS GT oT oS oT oP

= +K— |=-K,—*-K,—K,,—-K

2 ( o T atj oz Mear Paz

_Ah m + Qe + mspra) Cp w (];pray _];l¢rﬁzce ) + mep w( N-1 T )+ m\'/,Cp v ( N-1 TN)

v Cspray

+
+#!C, Ty, ~Ty)~h(T,-T,)-¢0 (T -T})

a~p,a
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Discretize the BC’s using a crank Nicholson scheme

COM —Water

—H(Kl”“l Sy =Sy K2 T =T | g MJ+9K19"“1
N*E Az N*E Az N1 Az )

—(1—9)(1&" I—SN ;le +K2" I—TN ;ZTNI +K3" I—PN ;ZPNIJ+(1—.9)K19”N 1
N—— N—— — —
2 2 2 2

" <
evap + spray

n+l n n+l n 1 n+l n
L Lot Az wl PP

=£K4 2u EKS N N _K6N2u

2 At 2 At 2 At
COM — Air
_ 9( g SIS g TSI pge BB

Y Az n-L -t Az
2
n _ n T}’l _ T}’l Pn _ Pn
—(1—9)(1<7" Rt S} Ale +K§" | N KO I—NAZNIJ
N— N— —
2 2
n+l n n+l n n+l n
> net T, -1, - Py =Py

=£K10 u EK11 e £K12 —_ =

2 At 2 At 2 At
COE

Sn+l _Sn+1 Tn+l Tn+1 Pn+1 Pn+l
—6| K13 ==L K14"+l e K15"+l NN 6'1(20"+l
N— - Az Az iy

1

—(1—9)[1(13" SiS g I Tva gy s PP”J (1-0)K20"
N2 Az Az Az

-T

v
A‘urjﬁwe)_i_mﬂc ( N-1 T )+m”C ( N-1 )

w p,w v p,v

—Ahm! +q'+m! C

v Uspray spray =~ p,w (Zvaray

+
+#!C, Ty, ~Ty)~h(T,-T,)-e0 (L' -T})

a~p,a

1 gn+l n s n+l _ n et n+l _ pn
:g,ﬂ@vzu A2 g7 =T A2 kg R -R
2 At 2 At 2 At

Rearrange the discretized boundary conditions
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COM —Water

[_EKI”HI JS;',HI -i—(—iKZ"H1 jTNH; -i—(—ili?»"ﬂl jPA’,ﬁll
Az N Az N— Az N3

1 .l
1) Kl,H.l _£K4N2 S]r\l[+l+ £K2n+11 _ Az KS Tn+1 [ K3n+11 _£K6N2 P]\r/t+1
Az v o Az vy 2t Az v M
(1 0) n n (1_0) n n —(1_0) " "
= KI' Sy o+ o K2 T+ K3" | |Py
Az - Az Ny Az M5
ek 1-6 s 1-0
n _£K4N2_uK1n 1 S;\?/_;’_ _EKSNZ_uKzn | T]\;l
2At AZ N— 2At AZ N_E
ik 1-6
_£K6Nz_u1<3" || Pr+6K19 H(1-0)K19"
2At Az N3 N 2
Moy + 1100
COM — Air

[_9K7n+11 JSX/tll +[_9 K8n+11 \]Tj\r;:rll +[_9 [{9%11 ]P;j
Az N Az N Az N

1 s
o K7n+1 —EKIO SX/H + £K8n+ll _EK] lN 2 T}\;Hl + i[{9n+l1 —£K12N 2 P]\’;H
_5 2At Az N—E 2At Az N“E 2At

7)1 S” MKg” T + (1_9)K9n P
N T Az N% N-1 Az N—% Nl

1-6 n+l 1-6
B ( U g sy o 22 ks L gse |y
A Az N-> 2At Az N=3

2At

1 _
AZ +E (1 9) K9" ] Pn
2At Az Ny
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COE
_ﬁ1<13"+‘l S+ —£1(14"”l )+ —£K15"”1 P
Az N= Az N=S Az N=3
1 1 1
+ £K13n+ll —£K16Nz S[r\x]+l+ £K14n+ll _£K17Nz T]\;l+l+ £K15n+ll —EKISNZ PNn+l
Az TNl oA Az Nl oA Az Tnl oA

[(1_9) n ] n {(1—9) n ] n [(1_0) n J n
= g1z s+ K14 |1+ K15" | |P",
Az N- Az N Az N—

Az wt (1-6 Az wit (1-6
+ ——K16N2—uK13” Clsn ] - K17N2—( ) kiar lm
Az N— Az N

21 241
1 _
o - A2 kg _129) 50 P —oK20m —(1-0) K207 |
24t Az Ny N ¥
Ahvm,:;?my - q: - m:',pmy Cp,w (I:'pmy - I:'mjface) - m\':/cp,w (TNfl - TN ) - n-/l\,)’Cp,v (TNfl - TN )

~i!C, ,(Ty,~Ty)+h(T,~T,)+e0 (T -T})

a~p,a
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The coefficients in the lower right hand side for the semi-infinite boundary condition
are

C3N—2,3N—2 C3N—2,3N—1 C3N—2,3N

C13N—1,3N—2 CSN—I,SN—I C13N—1,3N 0

S = O
— o O

C3N,3N—2 C3N,3N—1 C3N,3N

0 :

3IN-23N — 0

0

N-23N-1 — 0

1

9

3N-23N-2 —

a

3N-13N — 0

9

3N-13N-1 — 1

C3N—1,3N—2 =0

C3N,3N =1
C3N,3N—1 =0

C3N,3N—2 =0

And on the right hand side
RHS,.\ , =S,

RHS3*N—1 =T,
RHS,., =P,

or

RHS;) , _ S,

RHS; T,
RHS;, P
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For convective boundary conditions the values in the bottom right corner of the

coefficient matrix and the bottom of the RHS matrix are

CSN—Z,SN—S C3N—2,3N—4 C3N—2,3N—3 C3N—2,3N—2 C3N—2,3N—1

C

3N-1,3N-5 C'3N—1,3N—4 C'3N—1,3N—3 C13N—1,3N—2 C13N—1,3N—1

C3N,3N—5 C3N,3N—4 C3N,3N—3 C3N,3N—2 C3N,3N—l

RHS;, ,
RHS;, |
RHS;
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3IN-23N
C

3N-1,3N

C3N,3N

n+l  _ on+l
BSN—S - SN—I
n+l  _ g+l
B3N—4 - TN—l

n+l  _ pn+l
B3N—3 =P

N-1

n+l _ gon+l
B =S

3N-2

n+l  _ n+l
B3N—l - TN

n+l _ pn+l
L B3N - PN _



0

T
Coyaana =£K2"Nﬂ; _ 2AAZ K5n+1
Corsan = -émz’;f

Conaion = AHZ 93_15 —%Kuj’fi

Covaranr = fZKSfj_l;—ZKu 2
v = fz 7nN+,1% _%K 107 "
Coaona == K8

Coror =2 K13, - ST

, Az ‘5 2At
Covan-s = —£K14’]'V+_1;
Covans éKB”“I
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And the bottom of the RHS matrix is

ris,,, .- 1 H)Kl” Y Kl eV VY Gl POV
IN-2 T AZ 2 N-1 AZ N—% N-1 AZ N—% N-1

Az
+ —_
2At
Az
+ —_
2At

n+l (1_0) n n
K4N2 _TKIN;JSN +(—

1
K62 — (1-9) K3

N

N

2At

jP" +OK19™ | +
2 N

RHS _((1 '9)1(7" jS” +(—(1_H)K8” JT” +(1
3N-1 Az -~ N-1 AZ N—% N-1 AZ

1
Az ot (1=
A2 pesrn 9)K2"

+1-0)K19" |

2

+m

evap

"
spray

(1-9)

K9N_JPN_1

wt (1= wt (1=
4 —ﬁKloNZ—ﬂKT’ st —ﬁKuNZ—MKS" e
2At N*E 2At Az N*E
Az wto (1-6) )
+(—EK12N2— K9, |
((l_g) n J n (1_9) n J n ((l_g) n j n
RHS,, = K13 | st +| ks |+ ks |
Az - Az N_E Az N_E
(1= W (1-
P 6N2—MK13” LSt —£K17NZ—MK14” r
201 Az v 201 Wl
1 —
o Bz 18}7—MK15" IJP§—0K2O”“1—(1—6’)K20" 1
2Af Az N—, N=y N
+ Ahvms‘pray_qe vpraycpw(ﬂpray_nurface) m\':»cpw( ) \'/'va( TN)
~i!C, (T, ~Ty)+h(T,~T,)+&,0(T' -T})
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C.3 Discretize the Water Layer Model

To calculate the surface temperature the model will call on a sub model to calculate the
temperature in the water layer. To develop a finite difference model of the water later,

start with the energy equation for a static, unreacting liquid.

aT :kaZ_T aq.:ad

Per E oz* Oz

For the control volume shown in Figure 102 the radiation entering and exiting the
control volume can be calculated exactly at the cell boundaries. This is exactly halfway

between two nodes and will be labeled as location i-1/2 and i+1/2.

(©)

q'"
rad ,i L
2

node i-1

E v
2 A O
node 1
A
2 v l
raa’,i+l
2
o node i+1

Figure 102 — Control Volume for Radiation Calculations

The total accumulation of energy in the cell from radiation absorption is therefore

" -n

aq:ad (Z) qr‘ad,iJr% qrad,i—%

~

Oz Az

The discretized governing equation for the liquid is
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(ot S O s O W ST
= —_
At Ax? oC Az

P

Solve for 7"

Ata(

T;nﬂ n + Tnl _ 2]—;71 + T;fl ) _

7,

The discretized governing equation for the solid material is simply

Ata(

7—;n+1 :T;” +E 7;:’_1—27—;”4‘7—;:)

Next discretize the boundary conditions. The surface node boundary condition is
M n .0 .1 0 - _
qe - qrc{ﬂ + qconv + qevap + qremd + qcond @ z=0

water water

The surface node has a thickness of % as shown in Figure 103.
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< -0 . < 0
qevap qrerad qe qreﬂ qconv

water

L]

- "
qcond qrad

water trans
Figure 103 — Water Surface Node

The energy balance on the surface node is

AxAyAz ar
2 Py

" " - " " " -n -n
= (qe - qreﬂ - qconv - qevap - qrerad - qcond - qmd j Ax Ay

water water trans

Which can be written as

- - n n 4
n+l n Qe_qreﬂ_h( surf_Tw)_Ahvhm (psu;f_poo)_gwo-ztvurf
I;u}f _]—;urf — 2 T” T"
At Azp,C, | g Lswrst " lswr o
" Az

rad
trans

n+l

Solving for ~sw/

As q.— q;’eﬂ —h (Tsﬁrf -1, ) —Ah,h, (psurf —Px ) - gwo-];irf

Tn+1 — Tn 4= .

surf surf T - T " .
Azpwcp,w +kW surf+1 surf ;yad
trans

Where the radiation transmitted through the first node is equal to
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., w (- AzY A
Grwd = 0.5 Z [ll (O)GXP(—CI/{ 7) +i02 (0) exp(_a/HA/1 TJJA;L

trans 1=02

Discretize the interface node boundary condition, shown in Figure 104.

-1 <0 - "
qcond qre—rad qrad

water trans

N|E

Solid

N|E

q!ond l

solid

Figure 104 — Water — Solid Interface Node

The water — solid interface node is half water and half solid by volume. The solid is
assumed to radiate upward through the water. The radiation that escapes from the
interface node must therefore pass through a length of water equal to 0.5Az. This is

equal to

0

9 e = | 1 (0)exp(—a,0.5A7) 04

A=0

The re-radiation can be calculated to be

200

Gl ey =05 (i, (0)exp(~a,0.5Az)+i,.,, (0)exp(-a,,,,0.5Az)) AL

2=0.2
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The discretized boundary condition is

AxAyAz YA i T -T" ., -7,
pr y + ps C } int int _| _ kw int int— + ks int+ int + qm _ qreim Ax Ay
2 (2., <) At Az Az s ‘
Solve for T
n n n n q.r"'ad - q.r"refrad
A " -T A T -T rans
7;;1:1 — ]-;;lt _ 2 kw ! int 2ml—l + 2 kx 4 int+1 5 int + 2At !
(prp,w + pxcp,x ) Az (pwcp,w + pscp,s ) Az (pwcp,w + pst,s )AZ

If the node spacing in the water and solid is not the same, then the equation for the

interface node is

AxAy Tn+l _ Tn Tn _ Tn .n _ Tn ) )
AZ C + AZ C , int int _ _k , int int—1 + k int+1 int + " _ !‘! AXA
2 ( wpw psw sps DS ) At ( w AZW s AZS q;ﬁfm qre—rad ] y
Solve for 7"
n+tl _ n 2Atkw ]'l';'t _Ti';lt—l ZAtkv ir:lt+1 _Tl'r:lt
" " (Azwpwcp,w + Azspscp,s ) AZw (Azwpwcp,w + Azspscp,s ) AZS
+ 2At qn _ qn
(A2,5,C,, + 82, p,C, )\ Tt e
or
ntl _ 2Atkw T;:t — Ti'r’:t—l 2AKK1 71’; Ii';lwl — ];;lt
" " (Azwpwcp,w + AZAKl 7:;1 ) AZW (Azwpwcp,w + AZoKl 7innt ) AZS
.\ Y, (q iy j
(AprWCp,w + AZvKl 7innt ) tr:ﬁ's e

This interface temperature will be the surface temperature in the model for the solid

material.
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Solution Algorithm in Matlab

Load inputs
Set Initial Conditions (B,q)
Iterate
A. Apply Boundary Conditions
B. Calculate K matrix
1. Kold uses old values of S, T, P
il. Knew uses new values of S, T, P. First use old values
C. Calculate C matrix from K values
D. Calculate RHS matrix

E. Solve for Byew matrix
[B]=[rHS][C]

4. [If the change between iterations is greater than a specified tolerance, repeat 3
5. Set Boig=Burew
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D.3. Define Inputs

Now Define K’s

K = ManDeff’,g P apv —-p KKr,w apc
" RT[(P-p,)M,+pM, | &S, " u, 0S,

P _y
oS

w
So

0.005
S, —0.08

J(S,)= 0.364(1—exp(—40(1—SW)))+0.221(1—SW)+

or
J(S,)=0.364-0.364exp(40S, —40)+0.221-0.2215, +0.005(S,, —0.08)"

N

%(J(Sw)) =—0.364(40)exp(40S, —40)—0.221-0.005(S, —0.08) "

K2 — MuMVDeff,g P apv _pw KKr,w %
RT[(P-p,)M,+pM,]| oT u, OT

Since

P _

or

We can write

K, = M,MD,, op,

RT[(P-p,)M,+pM, ]| oT

283



Where

M, =8,314 J X lk :288.7i
kmol K )88 "€ kgK
kmol
M, =8,314 J X ! :461.SL
kmol K 18 kg kgK
kmol

4 4
Dy ,=D,¢* (¢ -4S,)
2

D, =22x10" o (from Turns)
s
So
4 4
D, . =(22x107)4° (¢ ¢S, )

J
kmol K

0 ex A (11
Py = Pry ©XP R \T T,

where

R=8314

Ah,, = 26004/

kg
P, =101,300kPa
T, =100"C
So

op Ahmp 1 1 Ahmp 5
L= exp| ———| ——— | |—=T
or P p{ R \T T R

v ref v
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p, KK, , MM,Dy KK,
= - - — pv+pw :
RT u, RT[(P-p,)M,+pM,] 4,

where

K,,=(1-5,)
K l:SW3

K

M, = 2x107° kg (air @300K,SFPE HB — this can be changed later)

ms
P, = IOOOk—g3
m
u,=8.6x107" kg (water @300K,SFPE HB — this can be changed later)
ms
p,  #(0-S.)(p
K,=—¢p—"+ v+
! ¢RVT RT |48, 9,
P, _
oS,
S0
p
K,=—¢p—"+
4 ¢RVT ¢pw
1-S
k,=?U=5) 0 (p
R, or\T
Use the quotient rule

op, oT

T -p,
o(p or  or _ 1 Ahg, 1 1 ||Ahy
— | =Ll ___I7p exp| ——L| ——— || 22T -
6T(Tj T’ el I e IR s R Py

MaMVDeff‘!g apv
TN

—pV)Ma +vav] oS,
@ _
aSH/
N
K, =0
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MM Dy ap,

RT[(P-p,)M,+pM,] T

K, =

P-p, KK M M,D

v r.g v_eff.g

RT p, i RT[(P-p,)M,+pM, ] P

R\ T T oS,

a

P, _

KK
Ky=-p s P, Ah

e

Ky = (455, + 95k, + 45k +(1- gk, ) - p, v Pe
u, orT

ap. _

or

So

K, = (¢Saka + @Sk, +9S )k, + (1 - ¢)ks )

KKr w
K15 = _pw —’Ahv
Hy
Kl() = _Ahv¢pw
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K17 = ¢Slplcp,l +¢Svpvcp,v +¢Sapacp,a +(1_¢)p‘rcp,s
Pro _ P
SV ZXVSg :FSg —?(I—Sw)

S, =1-5, -5,
K:.=0

KKrl
K19 =Py =P8
7

w

KKrl
K,,=Ahp, .

W
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Appendix E. Verification
E.1. Saturation Verification
In order to verify that the moisture transport processes are being modeled correctly,

comparisons with analytical solutions are needed. Start with the conservation of mass

for liquid water

a W’SM/ a KKr a w s m
¢(p—) =4 (pw ’l [M - pwgJ} - mevap

Ot 0Oz 0z

w

If we assume isothermal conditions and convert pressure to units of head

Iy, =0
y =P
P8

and define hydraulic conductivity as

— KKr,lpwg

K h
¢;u w

The equation is now

5.0y (ov_
ot 0Oz Oz

Define moisture diffusivity as

The equation for conservation of mass for liquid water can now be written as
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aS‘V 6 {DW (SM ) aSVV } aK(S‘V)

or oz oz | oz

With the boundary conditions

Sw (Z = O’t) = Ssur_face
S, (z,t=0)=S, (z=0,t)=S

o

E.1.1. Moisture Diffusion Verification

If we assume that the gravitational forces acting on the water in the material are
negligible (such as in the case of horizontal infiltration, or materials with very small
pores) then an analytical solution is possible. The conservation of mass equation for

water becomes

ot 0oz 0z
S, (z=0,¢)=5

surface

Sw (Z,t = 0) = Sw (Z = O(),t) = So

as, _ o { D, Sw)asw}

Introduce the Boltzmann transform variable:

Define derivatives

@—ﬁ oz =~JtdA

or
2 2
oA A A

Substituting into the Richards equation transforms the partial differential equation into

an ordinary differential equation
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4855
2dA dA dA

With the boundary conditions

— Msurface

Multiply each side by dA

As, - d[DW(SW) aﬂ
2 oA

Integrate from S, to S,

S,
- J. i aSW = DW (SW ) aSw
2 oA

S(J

Which can be written as

1 04 %
S )=——-2 (108
w( w) 28S J.

w
w S,

This is known as the Bruce and Klute equation. Certain expressions for the moisture

diffusivity allow for analytical solutions of this equation. If the diffusivity is given by

n n+l1

D(SW) — Dw,sat (n+l)Swn |:1_ Swn :|

Then one possible solution to the Bruce and Klute equation is
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[Nk

n

. (I—S‘v”)(sz’”’z(nH)j

The variable n represents a measure of the pore size distribution. Higher values of n

indicate a more narrow pore size distribution. The solution is shown in Figure 105.

1.2

n=1

0.8 ,k\ n=3
N n=4
06 k\

[
Ke]
)
; X i
©
» 04 n=6
0.2 \ n=7
\ n=8
0
n=9
0 0.5 1 1.5 2
n=10
lambda

Figure 105 — Analytical Solution to the Moisture Diffusion Equation

We cannot compare this to the model results yet however, since the relation for
3

. .. . . . m-s
diffusivity is not the same. The current model is set up to use units of —— for

kg
KK, , . .
u = and Pa for water pressure, p,, . The relationships between these parameters are
K,=p.g KR,
s gu,
_Par
P8

Care must be taken when converting these parameters for these two applications. For

the model we are using the following constitutive relationships
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- 0.005
pcap = \/m |:O364(1—CXP(_40(1 _S14)))+0221(1 _Sw) +m:|
Kr,l = SV3V

In order to use the analytical solution for comparison, we need to change these
parameters to match those used to obtain a solution to the Richards equation. The

moisture diffusivity is defined as

oy
Dw (Sw) = Kh (SW)K

Assume that the relative permeability is the same as previously stated for the model. In
P,

w

order to compare the model results to the analytical results we need to calculate

for K;.

M( +1)S n 1_ Swn
op.  p.&D, (S,) B P& p n ; o
oS K = e
) h (SW) pwgihl
Pu

For the saturated value of moisture diffusivity use an arbitrary value of

2
D =1x10*"

w,sat
N

If this value for 2& is used in the model, then the results can be compared to the

analytical solution. The following initial and boundary conditions will be used
Initial Conditions:

S (z,t=0)=1x10"
T(z,t =0)=283K
P(z,t=0)=P,
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Boundary Conditions

S, (2=0,¢>0)=0.999
T(z=0,>0)=283K
P(z=0,t>0)=P

atm

S, (z=L,t>0)=1x10"°
T(z=L,t>0)=283K

(
P(z=L,t>0)=P,

atm

The small value for initial saturation is to avoid numerical errors associated with a
value of zero for saturation. The value of gravitational acceleration will be set to zero
so that surface tension forces are the only force acting on the water. The model and

analytical results are shown in Figure 106 for a simulation time of 100 seconds. This

simulation used 101 grid points and a time step of 0.1 seconds.

Model Validation

— Model
Analytical

c
9
g
2
*

0.4+

0.3

0.2+

0.1F

0 [ [ | | | |
0 0.002 0.004 0.006 0.008 0.01 0.012

Lambda = x1°° (ND Parameter)

Figure 106 — Saturation Verification — No Gravity
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E.1.2. Traveling Wave Solution

If the gravity forces can not be ignored, the conservation of mass equation for liquid

water is

oS, —Q{DW(SW)GS“} oK (S,)
ot Oz

] e

0z

In order to solve the equation, use the following transform

So that the infiltration equation can be written as

K(S.)-K(S)as, o {D ( Sw)aS”} oK (S,)

Sus—S, on on on |  on

If an infinite soil profile is considered, the boundary conditions can be defined as

Sw(nz_w)sturf
S.(n=2)=S$,
os,| _os.| _,
on|, on|,

Integrating the transformed infiltration equation with these boundary conditions yields

s,
M=77(Sw)—’7(5a):(S‘“”f_S”)sj - -

This is what is known as a traveling wave solution. Since we are assuming the

boundaries are far enough away to not significantly influence the solution, the
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saturation profile has reached a steady shape. S, is reference saturation, and S, is the
saturation at a distance z from the reference saturation. The results for three different

times are shown in Figure 107.

Saturation Validation
time=400,800,1200 sec

Saturation

1 1.2

z[meters]

Figure 107 — Saturation Verification - Gravity Included

From Figure 107 it can be seen that there is a significant difference between the model
and analytical solutions at each time plotted. The dashed lines represent the analytical
solutions. The difference is likely caused by a rise in pressure in the pores of the
material that is calculated by the model as air is displaced by water. The analytical
solution does not account for this internal pressure in the material. If the pressure in the
model is set to ambient and not allowed to rise, the model solution is much closer to

the analytical solution. This is shown in Figure 108.

295



Saturation Verification
time=500,1000,1500 sec

0.9

0.8+

0.7

0.6

0.5+

Saturation

0.4+

0.3

0.2

0.1

|
0 0.2 0.4 0.6 0.8 1 1.2
z[meters]

Figure 108 — Saturation Verification — Gravity Included, Fixed Pressure at P,
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E.2. Temperature Verification
E.2.1. Type 1 Boundary Condition
To verify that the heat transfer is being correctly modeled, the initial saturation of the

material was set to 0.001, and a surface temperature of 363 K boundary condition was

imposed. The complete boundary conditions for this simulation are

For z=0,t>0
S,=S,=0.001
T=T =363K

P=P =101,300Pa

For z=L=025m,t>0
S, =S5,=0.001

T'=T =283K

P=P =101,300Pa

And the initial conditions are
For 0<Z<L,t=0
S,=S5,=0.001

T=T =283K
P=P,=101,300Pa

The thermal properties used for the simulation are

Solid (Properties of Wood) Air

pS:640k—g3 p, =117
m m
C SZZSOOL C 61:1.0057i
P kgK P kgK
k. =0.147-2 k,, =0.02624—7
” m K ’ m K
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Water Vapor

p, =995 & p, =0.5863 X8

m m

c, . =4180 - c . =26-"_

P kgK P kgK
k. =05972 k., =0.0246—
’ mK ’ mK

The analytical solution to this problem is given by Bejan [43]

T-T, _erf( z j
T,-T, 2Jat

Temperature Verification
370 T T T T

200 s Analytical
400 s Analytical []
600 s Analytical
—— —200 s Numerical ||
— — 400 s Numerical ||

600 s Numerical

360
350

340

330

320

Temperature (K)

310

300

290

| L L L L | L L L
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
z (meters)

280

The numerical data matches the analytical solution very well, so the model is correctly

handling the conduction heat transfer.

E.2.2 Type 2 Boundary Condition
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To verify the external heat flux boundary condition, analytical solutions can be used.

Consider the one dimensional conduction equation, written in flux formulation [106]

with a prescribed heat flux at the surface.

" 2.
l%zaaqz in  0<x<ow, t>0
(04 X
q"=q" @ x=0,1>0
q"(x,t)=0 @ t=0

The solution to this problem is [106]

1

T(x,t)zz_q;’ (ﬂjze;t_ferfc X
k Vs 2 4ot

For an incident heat flux of 2 kW/m? the numerical and analytical results match up as

shown in Figure 109. The heat and mass transfer coefficients were set to zero for this

simulation.
Incident Heat Flux of 2kW/m’
360
350 — 50 Sec Numeric.al
\ — 100 Sec Numerical
150 Sec Numerical
340 — 200 Sec Numerical
< —— 50 Sec Analytical
< 330 ~—— 100 Sec Analytical
E — 150 Sec Analytical
© o .
E’_ 320 200 Sec Analytical
qE) 310
|_
300
290
280 | | | | | |
0 0.005 0.01 0.015 0.02 0.025 0.03
x (meters)

Figure 109 — Verification of Heat Flux Boundary Condition

299



The agreement is very good, so the heat flux boundary condition is being modeled

correctly.
E.3. Pressure Verification

Next the pressure equation will be verified to show that gas phase pressure is being
calculated correctly. Total gas pressure is comprised of the partial pressure of air and

water vapor
P=p,+p,

As temperature and moisture content change, the gas pressure will change due to

heating/cooling effects, compression, and evaporation.

To verify the pressure equation is working correctly, use the ideal gas law for air

pressure

pV
nRT

= constant

Where

Pa = air pressure

V = volume

n = number of moles of air
R = universal gas constant

T = absolute temberature

Consider the differential control volume shown in Figure 110.
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Water

Solid

Figure 110 — Porous Media Control Volume

The volume fractions of gas, U, is

U,=¢(1-5,)

If we consider the control volume at two discrete points in time, t; and t,, the ideal gas

law states that

paII/l — paZI/Z
nRT, nRT,

If we assume that no air enters or exits the control volume, the ideal gas law reduces to

pall/l — paZI/Z
T T
or
_,
paZ pul V2 71

The ratio of volumes can be calculated from the change in saturation.
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Use this to verify the change in pressure in the model. The total pressure is calculated
by adding the air pressure to the vapor pressure. Apply the following boundary and

initial conditions to run the model:

at z=0,t>0
S,=0.8

T =293K
P=P

at z=L=0.01lm, t>0

S, =02
T =293K
P=P,
att=0
S,=0.2
T =293K
P=P,

The viscosity of water as a function of temperarure given by [57] is used. Use thermal
properties of wood from section 5.2. For the moisture transport, use properties of wood
from Spolek and Plumb [45], and Plumb et al. [56]

K =1x107" [nf]
p.=1.24x107S, %" [Pad]

For liquid relative permeability use a cubic function

Krl = S\i
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To ensure that no mass transfer of air or vapor occurs, set gas relative permeability and

binary diffusivity of vapor in air equal to zero.

K, =0

g

D =0

va

The model was run a mesh of 61 grid points, time step of 1 second, and a total
simulation time of 100 min. The model prediction for pressure and the ideal gas

prediction are shown in Figure 111.

x 10° Pressure
4 T
Ideal Gas
Model i
©
a
[
2 _
1]
1]
<
o
0.5+ B
0 | | | I I I I I I
0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01

Z (meters)
Figure 111 — Pressure Verification for Increase in Saturation
The pressure rise shown in Figure 111 represents the simulation of compression caused
by water entering the material. The model predicted pressure rise and analytically

predicted ideal gas pressure rise never differ by more than 1.6%.

Next, check to make sure that the model responds to an increase in temperature. Apply

a constant temperature surface boundary condition to heat the material. Use the
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following boundary and initial conditions.

at z=0,1>0
S, =02

T =333K
P=P,

at z=L=0.0lm, t>0

S,=02
T =293K
P=P,

at t=0
S,=0.2
T =293K
P=P,

Once again the model was run a mesh of 61 grid points, time step of 1 second, and a
total simulation time of 100 seconds. The model pressure and ideal gas pressure are

shown in Figure 112.
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x 10° Pressure

1.4
Ideal Gas
1.35} Model
1.3+

1.25

Pressure (Pa)
N

1.1

1.05¢

0 0.002 0.004 0.006 0.008 0.01
Z (meters)

Figure 112 — Pressure Verification for Increase in Temperature

The model pressure rise and expected ideal gas pressure rise never differ by more than
1.2%.
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In the course of verifying the model, it was observed that cases of simultaneous
heating and convective mass transfer boundary conditions at the surface, the gas phase
pressure initially decreased to below ambient pressure, and later increased as the
material heated up further and dried out. This has also been observed in numerical
model results by Ni [41], Wei et al. [107], and Nasrallah and Perre [38]. Initially this
phenomenon was assumed to be caused by the expansion of air gaps in pores as water
was drawn out of the material by surface tension and transported towards the surface as
it was dried. This behavior has been observed in the model, but it is not the only cause
of negative pressures. While testing the current model it was observed that a drop in
pressure also occurred during heating when the mass transfer coefficient was set to
zero. A model simulation of convective heating of a wet slab of brick Scm thick, with
no convective mass loss at the surface was conducted. Convective heating boundary
conditions are applied to the surface, and no-flux boundary conditions are applied to

the back face. The results are shown in Figure 113.

Moisture Content Temperature
0.12¢ 70
0.119+ 60
0.118} —
L, — 50
B 0117y / time = 0 min
/ . . 40 ~
0.116! time = 5 min S~
time = 10 min 30 T—
0.115y time = 20 min
0.114 : : : : ‘ 20 : : : : :
0 0.01 0.02 0.03 0.04 0.05 0 0.01 0.02 0.03 0.04 0.05
z (meters) z (meters)
Pressure x 10" Vapor Pressure
0 3
-100} 25N
\ 21\
-200 ¢ \
& S 15
-300 ¢
- 1
-400 ¢ — 0.5 -
-500 L L L L | 0 L L L L |
0 0.01 0.02 0.03 0.04 0.05 0 0.01 0.02 0.03 0.04 0.05
z (meters) z (meters)

Figure 113 — Brick Heating Model Results — h=75 W/m*2K, h;,=0 m/s T ;=80
degC, L=5cm
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The total moisture content of the slab remains constant, but the pressure gradient draws
the liquid away from the surface and into the material. The temperature increases at the
surface as would be expected. The pressure drop was unexpected, and at first was
suspected to be caused by a bug in the code. The vapor pressure increases as
temperature increases as would be expected. After closer inspection the gas phase
pressure drop phenomenon appears to be caused by the diffusive component of the air
mass fluxes which transports air towards the surface of the material. The diffusive
component of the air mass flux is proportional to the air mol fraction, while the vapor
diffusive mass flux is proportional to the vapor mol fraction. These are shown in
Figure 114.

Mol Fractions

0.8F _

0.7- — Air A
— Vapor

0.6 _

0.5F b

Mol/Mol

0.4+ .
0.3- .
02F .

0
0 0.005 0.01 0.015 0.02 0.025 0.03 0.085 0.04 0.045 0.05
x (meters)

Figure 114 — Mol Fractions of Air and Water Vapor

The resulting mass fluxes are shown in Figure 115.
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x 107 Gas Phase Mass Fluxes

al A\ Vapor - Convective | |
\ —— — Vapor - Diffusive
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\\
1F S q
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e
2+ / B
/
-3F / B
-4 I ! I I
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Figure 115 — Mass Fluxes of Air and Water Vapor

The sign convention for the mass fluxes is that negative fluxes are directed out of the
material, and positive fluxes are directed into the material. The diffusive mass fluxes of
air and vapor are equal in magnitude and opposite in direction as would be expected.
Air diffuses to the surface, vapor diffuses into the material. The convective fluxes are
driven by the same pressure gradients and will always have the same sign. Their
magnitudes are unequal as a reflection of the difference in mol fractions. The total
(convective plus diffusive) mass flux of vapor is positive and much larger than the total
mass flux of air. The vapor diffusive flux does not have an impact on the total gas
pressure however, since local thermal equilibrium dictates that the excess vapor
instantly condenses and the vapor content is solely a function of temperature. So, as air
is diffusing to the surface, vapor is diffusing into the material and immediately
condensing where the material is cooler. This produces a net mass flux to the surface,
where the pressure is fixed at ambient. Essentially all of the air that is transported to
the surface is lost. This causes the pressure to drop in the material. Since gas phase
pressure in the pores is not commonly measured, the pressure that is predicted by the

model is difficult to validate. Validation of porous media models is often performed
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against more easily measured quantities like mass loss and temperature. The previously
mentioned models were able to produce reasonable results, despite having questionable
pressure outputs. The difficulties associated with predicting internal pressures are
prevalent in other areas of study as well. The pyrolysis model of Henderson and Wicek
which was developed for expanding phenolic foam predicted internal overpressures of
40 atm in the pore spaces of the material [108]. To further demonstrate that the
mechanism described is responsible for the decrease in pressure, the surface was sealed
in the model with no flux boundary conditions for the pressure equation (conservation
of air). The gas phase pressure in the pores increased as the material heated up, as

shown in Figure 116.

Pressure
14000
12000t — —
0 min
10000 | 5 min i
10 min
20 min
8000 - E
©
o
6000 - E
4000 - g
2000 - i
O L L L L
0 0.01 0.02 0.03 0.04 0.05
z (meters)

Figure 116 — Pressure Increase with No-Flux Pressure Condition at Surface
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E.4. Model Results
E.4.1. Results for Glass Beads With Low Flux Water Spray

Now apply the model to a bed of glass beads. Use the correlation of Rumpf and Gupte
[82] to calculate the permeability of the bed. Assume 300 micron beads in a face
centered cubic packing order which produces a porosity of 0.26

5.5

s, (0.26)

(300x10° ) =9.74x10"

Calculate the capillary pressure using Leverett’s J-function.

[Nk

ro=( ] 005)

Where the surface tension of water is 0.07 N/m and the J-function is

0.005
§-0.08

J(8)=0.364(1-exp(-40(1-5)))+0.221(1-5) +

Expose the bed of beads to a water flux of 0.0478 kg/m2 (light hazard group 1 water
flux) and a heat flux of 10 kW/m?. For a simulation time of 400 seconds, a time step of
1 second, and 51 grid points the saturation, temperature, air pressure, and mass

conservation are shown in Figure 117.
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Figure 117 — Model Results for 300 Micron Glass Beads Exposed to 10 kW/m*2
and 0.0478 kg/m”~2 Water Spray

In this case the water is being transported into the glass beads at a faster rate than the
heat. There is a slight rise in pressure inside the bed, which peaks at just over 40 Pa.
The water conservation in the fourth subplot is showing that the model is conserving
mass. Here the water that has been sprayed on the material is plotted along with the
total amount of water that has been absorbed as calculated by a simple numerical

integration. The two plots are indistinguishable, so water is being conserved.
E.4.2. Model Results for Wood with Water Layer on the Surface
Now model the situation where a layer of water has formed on the surface of a solid

material. In this case use thermal properties of wood for the solid. Use the following

values for other input parameters
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K=1x10"" m?
$=0.1
w

2
m

h=10

h =0.032
S

o '4/4
q :10—2
m

The results at a time of 300 seconds for a length of material 0.02m thick and
containing 31 grid points, and a 0.001m thick water layer containing 11 grid points, a

time step of 0.1 seconds, and a incident heat flux of 10 kW/m? are shown in Figure 118.
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Figure 118 — Water Layer on Wood with a Heat Flux of 10 kW/m*
The temperature at several time steps is shown in Figure 119. The dashed orange

vertical line represents the material surface. The water temperature profiles are to the

left of the dashed line and are beginning to flatten out as the surface heats up and
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begins to lose heat by convection and evaporation.
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Figure 119 — Temperature of Wood with a Water Layer Exposed to 10 kKW/m’ at
100, 200, 300, and 400 Seconds
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Appendix F. Validation

F.1. CFB Wetting

Ceramic fiberboard (CFB) was chosen for a representative test material. CFB is a
hydrophilic material, it is inert, and on the macro level it is isotropic and homogeneous.
Before the model can be used with ceramic fiberboard samples, several input

parameters must be estimated.
F.1.1. CFB Parameter Measurement
Porosity measurement

The porosity of the fiberboard was measured by weighing a sample completely dry and
completely saturated with water. A sample measuring 6'"x6"x2"was used. The
porosity

1s calculated as follows:

Width=6"£1/16"=0.1524m +0.003175m
Length=6"+£1/16"=0.1524m+0.003175m
Thickness =2"£1/16"=0.0508m+0.003175m
Volume = 0.0012m’

Mass(dry) =340g£0.1g

Mass(wet) =1281+10g

Mass of water absorbed =941+10g

m’

Volume of water absorbed =0.941kg =9.41x107"*m’
1000kg
Porosity = 0.000941 =0.80+0.05
0.0012

The CFB is calculated to be 80% porous. A representative from Thermal Ceramics
indicated in a personal communication that he had performed tests which concluded
that the porosity is 83%, which is very close to the value determined here. Since the
details of his test were not provided, the value of 80% will be used. This porosity value

can be used to calculate the properties of the solid fibers.
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Capillary Pressure Measurement

In order to predict the movement of moisture through the fiberboard, constitutive
relationships are needed for capillary pressure and the relative permeabilities. These
are not available for ceramic fiberboard, so suitable relations must be found from the
literature or experiment. The capillary pressure for several material-fluid combinations

are given by Kaviany [23]. Each correlation has the form

Pep = a\/%/(s)

Where

. I N
o = surface tension | —
m

K = permeability [mz}

@ = porosity
J(S) =J — function

Kaviany [23] gives an empirical J-function for particulate media (from [44]):

J(S):{0.364(1—exp(—40(1—S)))+O.221(1—S)+ 0.005 }

§-0.08

Kaviany [23] also gives relative permeability data for particulate media:

3
K, =Sy

Kr‘g = (1 - Scftf') ’

These relations are shown in Figure 120 and Figure 121.
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It should be emphasized that these relations were developed from experiments on
particulate media, but they are widely used to characterize solid materials. In order to
determine an appropriate J-function that is specific to ceramic fiberboard several
capillary wetting tests were conducted. Wetting tests were conducted using initially dry
samples of CFB. Three samples were used for the tests. Two samples measured 2” by 3”
by 12” tall and the third measured 2” by 3 and 24” tall. The samples were cut into
smaller slabs each measuring 1” by 2” by 3”. These slabs were stacked in the same
orientation as before they were cut to form good contact along the cuts. This is shown

in Figure 122.

1” Thick Samples

Add Water

/

Figure 122 - CFB Sample Used For Capillary Pressure Test

Three wetting tests were carried out as follows: Water was applied to the base of the
CFB stack and allowed to be absorbed into the material. Water was added at 4 hour
intervals times to maintain a 1cm depth and allowed to soak in for 24 hours. The stack
was wrapped in plastic to minimize evaporative losses. The interfaces between the
slabs introduced a resistance to water flow, but given the amount of time allowed for
the test, the effects from interfacial resistance should be minimal. After 24 hours, the
individual slabs were weighed to determine how much water each has absorbed. From
the mass of water absorbed, the saturation of each block could be calculated. This data

was used to determine the J function of the CFB. The results are shown in Figure 123.
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Figure 123 — J Function for CFB

The J function shown in Figure 123 is obtained by curve fitting to the experimental

data points. The equation is

J(S):0.4[0.364(1—exp(—30(1—S)))+0.471(1—S)+ 0.035 }

§-0.1

So therefore

OPeap oJ(S -2
Z—S = 0'\/% % = 0'\/%0.4((—30)0.364 exp((~30+305)))-0.471-0.035(S —0.1)

This equation contains a singularity at S=0.1. From the experimental data it can be
seen that water absorption by capillary action breaks down around a saturation of 15%.

At this value, the water is no longer continuously connected, and cannot flow.
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Therefore below S=0.15 the relative permeability for liquid must be zero and the

singularity is not problematic. The absolute permeability is estimated to be

K =5%x10"'m’

The value of K that was determined falls in the range of values given for sand,
concrete, and fiberglass by Sheidegger [25]. The relative permeabilities are assumed to
follow a cubic relationship with saturation as given in the literature for particulate
media.

Vapor Pressure

The vapor pressure in the ceramic fiberboard is assumed to obey the same relationship

as brick.

¢p w p vs p vs

(1_¢) 0.2
S, :—”5{0.0105(&j +0.012Sexp£20 at —20)}

Where

p, =vapor pressure in pore space [Pa]

p., =vapor pressureabove a flat liquid surface at equilibrium [Pa]

This correlation was determined to be appropriate for CFB even though it was
measured for brick. To test this, 4 samples of CFB measuring 3” by 2” by 1”” were
placed in sealed 3.25 quart plastic containers and exposed to environments of varying
relative humidity. The laboratory conditions for these tests were 72 deg F and 60% RH.
The relative humidity in the containers was measured using an Omega RH411 Thermo-
Hygrometer. The relative humidity in the containers was adjusted using one of the
following methods.
1. RH =100% was achieved by placing a pan of water in the container with the
CDB sample.
2. 100% >RH > 60% was achieved by placing slightly damp paper towel in the
container with the CDB sample.
3. 60% >RH > 0% was achieved by placing a 3” diameter pan with a small
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amount of dri-rite in the container with the CDB sample.
4. 0% RH was achieved by placing a 3” diameter pan full of dri-rite in the

container with the CFB sample.
The experimental results and the brick correlation are shown in Figure 124.

9]

Sample 3

Sample 4
— Brick Correiation

X

Figure 124 — Measured Vapor Pressure in CFB
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F.1.2. Type 1 Boundary Condition Wetting

Wetting tests were carried out in the WPI Fire Science Lab with ceramic fiberboard.
Blocks of fiberboard were placed in contact with a reservoir of water, and the depth of
water penetration was measured over time. The water levels were maintained by
manually adding water. Two sets of tests were carried out: wetting the blocks from the

top and bottom. The two geometries are shown in Figure 125 and Figure 126.

probes

DAQ

_

Figure 125 — Experimental Bottom-Wetting Set-Up for CFB

ﬁ

probes DAQ

B

Figure 126 — Experimental Top-Wetting Set-Up for CFB

The edges of the ceramic fiberboard blocks were sealed with silicone caulking. For the
top-wetting scenario, a pan was built to rest on top of the block. Water was poured into
the pan and formed a reservoir that kept the surface of the block saturated. The depth
of water penetration was measured by 5 probes spaced 1 apart. The probes each
consisted of two thin gauge nails which were inserted into the ceramic fiberboard at a

distance of % inch apart. The resistance between the nails was measured using data
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acquisition hardware and software from National Instruments. The resistance between
the two nails decreases significantly when water reaches that point. The signal
recorded by the data acquisition system is shown in Figure 127.

Water Arrival

12000

10000

8000

6000

4000

Resistance (Ohms)

2000

304 305 306 307 308 309 310

Seconds

Figure 127 - Water Arrival Electrical Signal from Probe

The signal is out of range initially, meaning that the resistance is very high, until 307.1
seconds into this particular test. The value of 10,000 ohms, indicates an out of range
signal. When the material is very dry, its resistance is extremely high. In this case the
resistance between the nails is much greater than 10k ohms. Once the water arrives at
the probes, the resistance drops to around 6 k-ohms. This is seen as a step function in

the probe signal.

It was observed that the water travels much faster when the block is wetted from the
top than the bottom. This demonstrates that the effects of gravity are significant in
ceramic fiberboard. The model was used to simulate these conditions. The value of K
that was determined in the first experiment was used for this set of model simulations.
The surface that is being wetted (either the top or bottom), has the following boundary

conditions
S$=0.99

T=T, @z=0
P=P,

322



The surface that is not being wetted has the following boundary conditions

S =8
T=T, @z=1
P=P

0

The hydrostatic pressure at the surface is small and is ignored. The surface saturation
value is chosen to be 0.99 due to the inability of a wetting fluid to displace all of the
non-wetting fluid from the very small pores of the material. This residual amount of
non-wetting fluid (in this case: air) is called the irreducible non-wetting phase
saturation and can vary between 0.75 and 0.98 [23]. For the CFB it is assumed to be
0.99, meaning that completely saturating the material only fills it 99 percent. It will
later be shown that the model is sensitive to this surface saturation boundary condition.
For surface saturation values between 0.98 and 0.999 the model gives good agreement
with the experimental results. A value of S=1 cannot practically be used because it

causes the model to crash due to numerical issues. The model and experimental results

for S

surf

=0.99 are shown in Figure 128. The circular data points represent top

wetting tests, and the “plus” data points represent bottom wetting tests. The different
colors represent different tests, and there is some scatter between the tests. It can be
clearly seen that the water penetrated the ceramic fiberboard much faster when assisted

by gravity in the top wetting scenario.
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Figure 128 — Wetting of Ceramic Fiberboard and Model Prediction
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F.1.3. Spray Wetting Boundary Condition

A third set of experiments was conducted using a spray wetting boundary condition. To
provide the water spray a water delivery apparatus was designed in the WPI Fire
Science Laboratory. A solid cone water mist nozzle was used to provide the spray.
Water to the nozzle was piped from the building’s water supply and regulated via a
valve. Pressure was monitored with a pressure gauge located close to the nozzle. This
way the water flow rate could be measured at various nozzle pressures and a measure
of repeatability is provided. Since we are concerned with the water mass flux reaching
the surface of the material, a water collection apparatus was designed to measure this
flux over a plane where the sample would sit. The measurement apparatus consisted of
36 individual 6” sections of 1” by 1" square polycarbonate tubing. One end of each
tube was sealed and they were all placed in a square array. This allowed the water
reaching the plane of the open ends of the tubes to be collected and later measured.
This data provides a map of the water flux reaching the sample surface. The water

delivery system and measurement apparatus is shown in Figure 129 and Figure 130.
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(Not to scale)

Figure 129 — Water Delivery System and Collection Tubes

Figure 130 - Water Collection Tubes - Top View

After collecting water from the nozzle at a specific pressure for several minutes, the
water flow was shut off, and the water in each tube was measured. The mass fluxes
that were measured in the center 16 tubes forming a 4” by 4” square at the center of the
array were fairly uniform. The average mass flux measured in the center 16 tubes is

shown in Figure 131.
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Water Flow Rate

0.120

Mass Flux (kg/m~2s)

0.100 ¢

0.080

0.060
0] 5 10 15 20 25

Nozzle Pressure

Figure 131 - Measured Water Flux at Sample Surface

Samples of CFB were sealed at the longest edges in the same manner as the previous
wetting experiments. The location of a wetting front was measured using the same
probes as well. The only difference for these experiments was that the water is now
applied using the water spray apparatus discussed here. This experimental set up is
shown in Figure 132.
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AN

CFB

Probes DAQ

Figure 132 - Spray Wetting Experimental Set Up

Simulations were run using the properties of CFB discussed previously. The surface

boundary conditions are now as follows: The top surface has the following boundary
conditions:

No overflow was observed from the exposed surface, so all of the water applied is
assumed to be absorbed into the material. The surface evaporation rate is much smaller

the water application rate, so it is left out. The surface that is not being wetted has the
following boundary conditions:
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S, =S

o

T=T,
P=P,

The results of the simulations are shown in Figure 133.

Wetting Front

0.14 -
+ + P
0.12+ //
7
0.1+
0.081 5psi-model
S 10psi-model
0.06 - 20psi-model
+  5psi-exp
+  10psi-exp
0.04 - 20psi-exp
0.02 -
O L | L L |
0 100 200 300 400 500
Time (sec)

Figure 133 - Spray Wetting at Three Water Mass Fluxes
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Time Dependant Sorption Test

To validate the vapor transport aspects of the model, tests were conducted to measure
the rate of water vapor absorption from the ambient by dry samples of CFB. A sample
measuring 2” by 3” by 1” was placed in a sealed container with a 3” diameter pan of
dri-rite for 24 hours to remove all water. Prior to conditioning the sample, its edges

were sealed, leaving only the 2” by 3” sides open.

Sealed

\

Exposed

The sample was removed from the conditioning chamber, and placed on an extremely
accurate scale with a sensitivity of 0.0001 g and the mass was observed and recorded
by hand over time. The scale is a model HR 120 manufactured by A&D. The sample
was placed so that both exposed sides were vertical. The ambient conditions for the
tests were 72 deg F and 60% relative humidity. The model predictions and
experimental data are shown in Figure 134. The model agrees very well with the
experimental data for the first 25 min, then begins to deviate slightly. The experimental
data exhibits a smooth parabolic shape, while the model has slight “kink” around 35
min. This is believed to be due to the function used in the model to represent the

relation between vapor pressure and saturation.
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Figure 134 — Vapor Absorption from Ambient
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F.2. Particulate Media Heating

Drying Experiments were conducted by Lu et al. [53] on a packed bed of particulate

material. The experimental apparatus is shown in Figure 135.

He air

Inlet |1 | 2 _3 Outlet

I-Heater, 2-Mixer. 3-Digital humidity apparatus
4-Hot wire anemometer, 5-Temperature recorder
B-Insulation. 7-Digital balance, 8-Porous media

Figure 135 — Drying Apparatus (from [53])

The porous media used was a bed of 1-1.5mm diameter quartz particles. The bed was
cylindrical in shape and 45mm in diameter, and 15 mm deep. The sample was initially
at a temperature of 298K, and the stream of hot air had a temp 321K a velocity of 1.89
m/s, and a relative humidity of 33+/-2%. The sample was initially saturated and had a
moisture content of 0.226 kg/kg. The total mass loss rate was measured as well as
temperature at 5 locations. Thermocouples were placed 0, 6, 8, 10, and 12 mm from

the bottom surface.

The properties of quartz are given by Bejan [43]
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p, =2100-2500kg / m’ (Lu et. al use2610)
C,=780J/kgk
k,=1.4W /mK

The permeability of the bed can be calculated from the quasi-analytical Carmen-

Kozeny equation [23]

_ ¢3d2
180(1-g¢)’

or the empirical correlation of Rumpf and Gupte [82]

The permeability can be calculated to be in the range of 1.9—5.6x107"" m>. For this

modeling exercise a value of 3.75x107"'m* was used.

The capillary pressure and relative permeabilities given by Kaviany [23] for sand will

be used
o 0.005
= 0.364(1- -40(1-S 0.221(1-S
Peap \/K—/(p[ (1-exp(~40(1-5)))+ ( )+S—0.08}
K, = Se}f'

K, =(1-5,)

This correlation has a singularity at S=0.08 which leads to unreasonable values of the
capillary pressure as the saturation approaches this value. Below a saturation of 0.09
the relative permeability is zero, so this is not significant.

Lu et al. state that bound water exists on the surface of the particles, but we
will assume that this is very small. For the purpose of this analysis, it will be assumed
that the quartz particles are non-hygroscopic and do not absorb water into the solid

phase. The correlations used to calculate the surface heat and mass transfer coefficients
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are given by Lu et al., but the dryer geometry is not given. We will attempt to estimate
their inputs from their results. From 40 min until 280 min, their model predicted that
the entire material remained at the wet bulb temperature of 303+/-2K. The temperature
profile was flat during this period, so the evaporative heat losses were equal to the

convective heating rate. This is expressed as
h(Too _I;) = Ahvaphm (Iov,s _pv,oc)

From the graphical scaled model output given by Lu et al. (2005), the moisture content
throughout the material was 0.0648 and the surface temperature was 304.5K. The
instantaneous mass loss rate at was calculated by digitizing their non-dimensional mass

loss plot. The calculated value is

amc _ 8.5%x10* min™'
dt

Lu et al. calculate the moisture content on a wet material basis

MC = VP +v,p,
VP +VW,0, TV P

Where y, represents the volume fraction of the ith component, and the subscripts 1, b,
s represent liquid water, bound water, and solid. This differs from the “dry basis”
definition of moisture content used by others, where the ratio represents the mass of
water to the mass of dry material (solid + air). Since bound water is not considered in
this analysis, it will be left out of the calculations. Using this definition, the saturation

at 240 min is calculated to be

_(1-¢)pMC  (1-0.46)2500(0.0648)
" (go,MC+gp,)  0.46(1000)0.0648+0.46(1000)

179

Use the scaled model output from Lu et al. (2005)[53] to calculate a dimensional total

mass loss rate
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. dMcC
m=L[¢S,p+(1-9)p, I

so the dimensional mass loss rate is

2

i =0.015[ 0.46(0.179)1000 +(1-0.46) 2300 | (8.5x10™*) = 0.0169 ke :2.82x104‘k—§
m- min m-s

The surface temperature at 240 min is 304K. So the vapor pressures and densities can
be calculated

P

v, surf _ v

b pv’oo -
RvT;urf RvToo

0.018)2600000
P, .; =T, exp MAE 1T =101300exp —( ) ( ! _Lj
) R \T,, T, 8.314 304.5 373

pv,surjf =

P, =3294Pa
0.018)2600000
P = R exp| <M L LY o1300exp( ~(018) (L_Lj
| R T, T, 8314 (321 373

P, =033x8784Pa
P, =2898Pa

3500

= 0.0241kg /m’

Pt = 461.8(305) &

2899

=77 =0.0196 kg/m’
Pe = 461.8(321) 8

The mass transfer coefficient can be calculated to be

ml, =h,(p,—p,)

m -4
= 2820 _ g o662
(p—p.)  0.0235-0.0196 s
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Lu et al. [53] calculate the mass transfer coefficient using the following relationship
from Bird et al. [109]

h= 1o

" ('OCP )air

Where the Lewis number is defined as the ratio of thermal diffusivity to mass

diffusivity. Calculate the Lewis number for air at a film temperature of 312K

for water vapor in air @T =312K,P =101300Pa (Ni,1997)

D= 23x10° 101300( T

P 25
for pure air @312K (SFPE HB,2002)
a=2.4x10"m"/s
p,=1.13 kg /m’

C,, =1.0065 kJ / kgK

N

1.81
J =3.29%x10"m* /s

-5
o= %o 20 509
D 3.29x10
Calculating the heat transfer coefficient from the relation from Bird et al. [109] using
the mass transfer coefficient calculated previously gives 57.7 W /m’K .

Using the input parameters and constitutive relations described above, the convective

drying experiments of Lu et al. [53] were modeled. The initial conditions are

T, =289.8K
B =P,
aZ = pwg

The drying rate is shown in Figure 136.
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Figure 136 — Total Moisture Content of Bed of Quartz Particles

The temperature at thermocouples placed at 2mm and Smm beneath the surface are
shown in

Figure 137 and Figure 138. The model is able to predict the general behavior fairly
well. From 50 until 270 min, the entire material is approximately at the wet bulb
temperature of 305K. The model slightly over-predicts the temperature early in the
experiment. This could be caused by the assumption of adiabatic conditions at the back
face, which is not exactly correct. It was observed that the temperature increased
rapidly throughout the material late in the experiment after most of the water was

removed. The temperatures predicted by the model display this behavior as well.

337



Temperature at 2mm
325 ‘ ‘ ‘

320 -

315+

310+

305 -

Temp [deg K]

300

Model
exp

295

290

285 1 1 1 1 1 1

50 100 150 200 250 300
Time [min]

Figure 137 — Temperature History at 2mm Beneath Surface
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Figure 138 — Temperature History at Smm Beneath Surface
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F.3. Brick Drying Validation

The model was validated against experimental data from the drying of brick slabs by
Przesmycki and Strumillo [54]. Data for the experimental conditions of brick drying

tests run by Przesmycki and Strumillo is given by Chen and Pei [39]

Properties of Brick
¢ =0.435 (porosity)

kg
Py = 1450F

C = 0.75£
? kgK
o o

The back face of the brick is sealed and insulated, so no-flux boundary conditions are
applied to the back face. The initial density of the brick is given, but this value includes
the air and water in the pore spaces. To calculate the density of the solid material, use

the values of total effective density and porosity

_ Py _ 1450 :2566k_g3
1-¢ 1-0.435 m

p_s‘

The thermal conductivity of the solid phase is calculated in the same manner.

k
o 92 _gggs

k, = = =0.
P 1-¢ 1-0435 mK

Using the initial moisture content of 0.168 kg/kg, the initial saturation is calculated to
be

o _M,(1-g)p, _0.168(1-0435)2566 _
’ dp, 0.435(1000)
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Drying conditions

u=5"
s
T, =80°C

Relative humidity =9.3%

Chen and Pei [39] use the following empirical correlations for heat and mass transfer

coefficients which are fit to data for brick drying

M_ . —0.015
h:75{0.8+0.2 surf M i }

0.09-0.015 ) | m’K

M, ~0.015) m
h, =0083)0.1+09—2 —— |1 =
0.09-0.015 )| s

The sorption isotherm (relationship between moisture content and vapor pressure) for
brick is correlated by Chen and Pei [39] from the data given by Haertling [48] as

M =0.0105(RH)" +0.0125exp (20 RH —20)

Where M is the moisture content on a mass basis relative to the dry weight, and RH is

the relative humidity. This is shown in Figure 139.
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Relative Humidity of Brick
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Figure 139 — Relative Humidity of Brick

It can also be written as

(1_¢) 0.2
§="2P 0.0105[&j +0.012Sexp(20 Py —20}
¢p, P Dy

Where S, py, and pys are: saturation, vapor pressure, and saturated vapor pressure.
Saturated vapor pressure is the value observed above a flat liquid surface at
equilibrium at a given temperature. Since the maximum sorption moisture content
(maximum amount of water absorbed into the solid matrix from moisture in the
atmosphere) is low, brick can be considered a non-hygroscopic material [39]. Above a
moisture content of 0.023 the vapor pressure in the material can be calculated by the

Claussius Clapeyron relation.

The model requires as inputs the following terms

6pv a (pvj and %

or’ or\ T as,
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The exponential term prevents inverting the function to solve for relative humidity in
terms of saturation, so these quantities must be calculated numerically.

Since
pv = pv,satRH

The derivatives can be calculated as

% = RH%
oT oT
P,y sa
i(&}_ T'RHﬁ—pV’SmRH
or\ T T?
op, ORH
s, =P s,

In order to calculate the relative humidity from water saturation values, the following
method was used. The relative humidity at 100 saturation values was calculated. To
calculate the relative humidity for any saturation value in between those 100 discrete

values, a linear interpolation scheme in MATLAB was used.

The capillary pressure and relative permeability for brick are calculated using the
following correlations for sandstone from Kaviany [23]

O
—/¢[0-3—0.0663ln(5w -S,)]

p.=P-p, :\/K_

K, =Sy
B _(1-5,)
*(1-5%)

The model also requires as an input the derivative of capillary pressure with respect to

water saturation

Pe___ 900663

s JK/¢ (S,-S,)
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The only parameter that is not known for brick is the permeability. Nasrallah and Perre

[38] use a value in their model for brick of
K=25x10"m?

but they give no source for this value. Sheidegger [25] gives values for permeability of
brick in the range of

48x107° <K <2.2x10"m?

A value of K =5x10""m* gives good agreement with the drying rate data from
Przesmycki and Strumillo as shown in Figure 140.
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Figure 140 — Drying Data for Brick

The agreement between temperature predictions and experimental data is shown in

Figure 141 for 0.5, 1, 3.5, and 9.5 hours. Temperatures near the back face are under-
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predicted, and the surface temperatures are slightly over-predicted as compared with

the experimental results.

Temperature
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Figure 141 — Temperature of Brick During Drying
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Figure 142 — Surface Temperature of Brick During Drying
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F.4. Wood

The model was validated against experimental data for the convective drying of wood
from Plumb et al. [55, 56] and Spolek and Plumb [45]. In their experiments,
temperature and moisture content were measured at various locations in the material

during the drying process.

Capillary pressure in wood can be modeled as [45]
p.=BS,’

Based on experimental testing, Spolek and Plumb determine the average values for the

coefficients B and n for softwoods are [45]

B=124x10° 2" _1 2410 L
cm m

n=-0.61

So

p. =1.24x10"57°¢

and

Pe __0756x10*s
as

w

The range of permeabilities for the wood tested was determined by Plumb and Spolek
[56] by matching their model to the experimental data. The two samples examined fell

in the following range:
K=1-5x10""m’
The experimentally measured permeabilities of different woods are given by Comstock

[59]. He gives experimentally measured values of permeability in the tangential and

radial direction
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K =4.9-29x10"m" tangential
K =2.56-11x10"m* radial

For thermal properties, use data for yellow pine from [57].

P, = 64Ok—g3
m
C,,= 2800i
’ kg
k, = 0.147£
’ mK

This value of density is an average value for the wood, including void spaces and any
moisture contained. The model requires a value representative of the wood fibers alone.
Siau [60] gives a value of 1500 kg/m’ for the cell walls in wood. When the average
value of wood density is calculated using this value for the solid matrix, and a
reasonable amount of moisture present (30% by mass) the volume averaged density is
close to the value in the SFPE Handbook. For the model, a value of 1500 kg/m’® will be

used.

The porosity of the wood must also be calculated. Use the saturated moisture content
of 134% to calculate the porosity. Water in is present in wood as a liquid and as bound

water.

_ mass liquid + bound water _ ¢S, p, +bound water

M
mass dry solid (1 - ¢) yox

Wood is a hygroscopic material, which means that it contains significant amounts of
bound water in the solid matrix. The bound water in wood is approximately 0.3 kg/kg
at the fiber saturation point [60]. This water is chemically bound to the hydroxyl
groups of the cellulose [61]. Since the current model is not intended for hygroscopic
materials, it cannot simulate moisture contents below 0.3 kg/kg. The experimental data

up until the wood was dried to this point will be used for validation.
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The porosity can be calculated to be

(1.34-0.3) p, (1.34-0.3)1500

= (134-03)p,+5p,)  ((134-03)1500+1000) "'

The thermal conductivity for the solid phase is also calculated from the porosity

ok _ 0147

5 = =0.377 W /mK
1-¢ 1-0.61

The vapor pressure in wood is given by Nasrallah and Perre [38]

p.=D. exp((17.884—0.1423T+O.OOO2363T2)(1.0327 —0.000674T)”M)

This relationship is known as a sorption isotherm and is shown for three temperatures
in Figure 143. Below a moisture content of 0.3 the vapor pressure drops off sharply. As
the surface moisture content approaches this range, vapor pressure will drop, and gas
phase diffusion will draw vapor to the surface. For this reason it is important to know

the sorption isotherm for a material being dried.

348



Vapor Pressure of Wood
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Figure 143 — Vapor Pressure in Wood

Define vapor pressure partial derivatives for model inputs. Need to calculate

6pv a (pvj and %

or’ or\ T as,

The relationship for vapor pressure contains moisture content as an input. This can be
re-written using the definition of moisture content so that the relationship is in terms of
saturation. The vapor pressure is therefore

) 92[M+0A3]
D, = D,, €Xp (17.884—0.1423T+0.0002363T )(1.0327—0.000674T) (1=¢)p,
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50,
a =D, exp 17 884 —0.1423T +0. 0002363T2)(1.0327—0.000674T)92{(1¢)p3. °‘3]j-

(17.884- 01423T+00002363T2)92( P50, +0.3j(—0.000674)(1 0327 -0.000674T )’ (s

(1-¢)p,

4Sp,
~0.1423+(2)0.00023637 ) (1.0327 - 0000674T)[ 502)

;’Tw exp 17 884 —0.14237T +0.000236377 ) (1.0327 — 0.000674T )’ (e *“]j

oS

w w

#S
%:va%exp((l7.884—0.1423T+0.0002363T2)(1 0327 —0.000674T )" [( A “”Jj

2 92[M+043]
=p, €Xp (17.884—0.1423T+0.0002363T )(1.0327—0.000674T) (1-¢)p,
2\ 24p
(17.884—0.1423T+0.0002363T )W(1.0327—0.000674T)(92'0.3)
—9)p;

(1.0327-0.000674T )’ {553 (1.0327 -0.000674T)

op

T
o(p\_"or
orT\ T T’

For relative permeabilities, use a linear relationship. Plumb et al. suggest that relative

permeabilities for gas and liquid in wood are weakly nonlinear functions of water
saturation. They use linear relationships in their model with reasonable results. For gas
phase flow, the relative permeability is often assumed to be very low. Spolek assumes
it is zero in his wood drying model [61], while Nasrallah and Perre [38] and Plumb et
al. [56] assume a linear relationship that is 0.05 when the material is dry, and zero
when it is saturated. All of these researchers cite a study by Meyer [110], who observes
that as a wood is being dried, 95% of the small pores which connect the lumens (larger

pores) become aspirated (blocked), which makes gas flow difficult.
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K, = Seﬁ
K, =005(1-5,)

These are shown in Figure 144
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Figure 144 — Relative Permeabilities of Wood

0.8

To account for the tortuous path through which gas phase molecular diffusion must

take place, the effective gas diffusivity can be modeled as [60]

The experimental set up used by Spolek and Plumb is shown in Figure 145.
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Figure 145 — Experimental Apparatus for Wood Drying (from [56])

Both the top and bottom faces of the wood are heated with a flow of hot dry air at 40

deg C. The specific velocity and relative humidity of the drying air is not given. Plumb

et al. [55] conducted multiple wood drying experiments with air velocities between
8.52 and 26.24 m/s and relative humidity’s between 0.9 and 10%. Test 113 and other
low temperature drying tests were conducted at “relatively high air velocities”. For this

modeling exercise, assume an air velocity of 26 m/s and a relative humidity of 5%.

The surface heat transfer coefficient can be calculated using the following correlation

for turbulent flow in a duct [55]
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Nu = % =0.023Re"* Pr

where

— l/_th

oy

ambient air @40°C

wood initially @10°C
40+10

Re

film temp= =25C

k= 0.026081](( from SFPE HB)
m

2

v =16.68x10° " ( from SFPE HB)
N

for specimen 123

7=26""
A
4(0.002
p, =44 _40002097) 200
P 02159
26(0.0389)
e=—)=60,635
16.68x 10
Nu=0.023(60,635)"" (0.7)"" =138
138(0.02
o Nuk _ 38(0.02608) 035 VzV
D, (0.0389) m’K

The mass transfer coefficient can be calculated by analogy to heat transfer [56]

_hmDh

Sh =0.023Re** Sc"

va

1.81 1.81 5
DW:Z.SXIO’SQ IV o310 28] Z303x10° -
P\T 256 s

2
16.68x10° "
V —_—

Se=—=— 5 =055
D 3.03%10

va

Sh=0.023(60,635)"" (0.55)"" =127

127(3.03x10°°
si,, 1271 ) 00907
0.0389 s

hm =
D

h

Plumb et al. [56], ran tests to determine the effect of surface saturation on mass transfer
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rate. As the surface becomes dry, the evaporation rate will drop below that of a flat
liquid surface. Drying experiments were conducted by Plumb et al. [56] on southern
pine to determine the effect of surface saturation on drying rate. They found the mass

transfer rate at the surface can be approximated for dry air as

N 3
mevap = ﬂ hm (pv,surf - pv,oo)

where
B M —-EMC
M. . —EMC

Where M is the moisture content in kg/kg, and EMC is the moisture content of the
wood at equilibrium with the ambient relative humidity. This is calculated from the
sorption isotherm. This correlation was used in the model to determine the drying rate.
It was determined by comparing model results that gravity has a negligible effect on
the model predictions for wood. As such it is appropriate to model half of the wood
slab, and use no flux boundary conditions at the center. This would not be appropriate
if gravity were significant, since the upper and lower halves of the slab would not
behave identically. Gravity would draw water into the lower half across the plane of
symmetry. Using the input parameters calculated for wood, model predictions for
moisture content as a function of depth, total drying rate, and surface temperature were
calculated for a drying test labeled Sample 113 by the authors. Sample 113 was
determined by Spolek and Plumb to have a permeability of 5x107'°m*. The best
agreement with the current model was realized with a permeability of 2x107'°m* The
air flow past the wood slab was 40 deg C. The simulations for moisture content for 0
min, 180 min, and 780 min for sample 113 are shown in Figure 146. Drying rate and

surface temperature for sample 113 are shown in Figure 147 and Figure 148.
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Figure 148 — Surface Temperature for Wood Sample 113

The irregular nature of the spatial moisture content distribution in the experimental
data is due to differences in density and porosity between the annular growth rings of
the wood. The calculated moisture content profiles show reasonable agreement with
the experimental data. The model is able to give a reasonable approximation of the
mass loss, and does a good job predicting surface temperature. The model appears to
be under-predicting the internal rate of moisture transfer, as shown in Figure 146. Two
likely causes of this are the lack of bound water transfer in the model AND the gas
relative permeability correlation. In wood approximately 30% of the moisture is
chemically bound to the wood fibers. This moisture will diffuse to the surface by
means not included in the model. The relative permeability correlation is much lower
for wood than other materials used for model validation. There is very little validation

data to support this correlation. If the gas relative permeability is changed to

K, =1-S,
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then the internal moisture profiles are as shown in Figure 149. It is unclear if this
correlation is more appropriate, or if the discrepancy is caused by bound moisture or

other factors.

Moisture Content
160 ‘ ‘ ‘ : : ‘ : : :

140

% 120 B
= ——— Model 0 min
ac> 100 b Model 180 min
< Model 780 min
8 —+— Exp 0 min
o 8 1 | —+— Exp 180 min
2 Exp 780 min
R
o L i
s 60

40t J

20 1 1 1 1 1 1 1 1 1
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02
z [meters]

Figure 149 - Moisture Content for Wood Sample 113 — New K,
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F.5. CFB Radiant Heating Tests
Test Description

Tests were carried out in the cone calorimeter in the WPI Fire Science Laboratory for
model validation purposes. Six test samples were used for the tests. The test samples
were 4” by 4” and 17 thick. The edges were sealed with two coats of primer to prevent
moisture loss. The samples were wrapped in 17 thick Kaowool blanket to minimize
heat losses. The evaporation rate was measured with the cone load cell, and
temperatures were measured using surface thermocouples and a 40 gauge
thermocouple probe that was inserted into the sample from the edge at a depth of /2” +
1/32”. The sample is diagramed in Figure 150.

_—Cone Heater

w . w

4" by 4" by 1" Sample

Kaowool Blanket
Insulation

Load Cell

Figure 150 — Cone Sample Diagram — Side View

Thermocouples were inserted into the surface of the material for each test. The bead of
the thermocouple was bent at a 90 deg angle and pressed gently into the surface of the
material. The thermocouple bead is diagrammed in Figure 151. The bent portion of the
thermocouple wire was 1.6 mm. It should be noted that the thermocouple bead was not
inserted this full depth. The bead was inserted only far enough to remain in place at the
surface.. For one test the surface thermocouple became detached from the surface.

Some of the variation in experimental data is due to slight variations in the
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thermocouple bead depth.

1.6

Figure 151 — Thermocouple Bead Design

Three rounds of tests were conducted on the 6 samples of CFB at 20 kW/m2. The
saturation of the samples was adjusted for the three rounds of tests to 0.3, 0.5, and 0.7.
The results of the tests and the model predictions are shown in

Figure 152 through Figure 160. A saturation of 0.3 was achieved by adding 63 grams
of water to the samples. A saturation of 0.5 was achieved by adding 105 grams of water
to the samples. A saturation of 0.7 was achieved by adding 147 grams of water. The
water was poured onto the surface of the material using a glass beaker. The sample was
placed on a load cell to measure how much water had been applied. The water was
allowed to soak in for 15 minutes for the tests conducted at an initial saturation of 0.7
and 0.5. For the initial saturation of 0.3, there was concern that the water was not
completely soaking through to the back face of the material, so the samples were left to

soak overnight wrapped in plastic to prevent them from drying out.
Model Inputs
Material parameters

The ceramic fiberboard was Kaowool M Board manufactured by Thermal Ceramics.

The manufacturer gives the following material thermal properties:
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o= 272]‘—%
m

Bl _ o467

b°F kgK

C, =025

Chemical composition :42% alumina (Al,O,), 56% silica (SiO, ), 2% other

The thermal conductivity is a function of temperature of the material. Thermal
Ceramics provides the values for thermal conductivity shown in Table .
Table 24 - Thermal Conductivity of M-Board

Temperature [deg C] Thermal Conductivity [W/mK]
37.8 0.047289
93.3 0.052103
148.9 0.057075
204.4 0.062293
260 0.067828
315.6 0.073722
371.1 0.080064
426.7 0.086867
482.2 0.094175
537.8 0.10203
593.3 0.110432
648.9 0.119441
704.4 0.129083
760 0.139388
815.6 0.150414
871.1 0.162233
926.7 0.174902

The values given for thermal conductivity and density are the effective properties
which include contributions from the solid, air and any vapor that is present. The

effective values can be used to calculate the properties of the solid material.
ko = @Sk, + @Sk, +¢S k,+(1-p)k,

wow
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peff :¢Swpw+¢Svpv+¢Sgpg+(l_¢)pX

Calculate the thermal conductivity of the solid at low temperatures since at higher
temperatures the increased value of thermal conductivity is partially due to internal
radiation. Ignore the contributions from water and vapor, since these properties are

measured when the material is dry.

@T =38C
kg —¢S,k, 0.04732-0.8(1)0.0298 o117 "
o 1-¢ 1-0.8 T mK
_ Py -¢S,p, _ 272—0.8(1.17) :1355k_g
T (1-9) 1-0.8 m’

The specific heat is calculated on a mass basis so the contribution from the air is very
small due to the relatively small mass of the air in the pore space. For this reason, use

the effective specific heat value given by Thermal Ceramics.

Use the following values for the solid

P, :1355k_g3
m
C,, =1O46L
” kgK
k., =0.117

The surface emissivity was assumed to be that of asbestos mineral fiber board. The
emissivity of asbestos is given as 0.96 by Luikov [62]. The molecular diffusivity of
water vapor in air was previously assumed to be a constant value of 2.6x107°m’* /s .
This simplification is not always appropriate, particularly when large differences in
temperature are observed. For the case of radiant heating of CFB, very high surface
temperatures are expected, so the model was modified to include a variable diffusion
coefficient. Temperature and pressure dependence of the diffusion coefficient was

added by using the correlation
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T 1475P
D=D,|—| =

Where D, is the diffusivity at the temperature T, and pressure P,,.
Heat and Mass Transfer Coefficients

The heat and mass transfer coefficients were calculated by combining the driving
forces for heat and mass transfer that are calculated separately. This approach is
discussed by Gebhardt et al. [63]. For a heated isothermal plate the heat transfer
coefficient can be calculated from the average Nusselt number using a correlation for

free convection conditions [57]

Nu=0.54Ra)* for 10° < Ra, <10’
Nu=0.15Ra"” for 10" < Ra, <10"°

The heat transfer Rayleigh number is defined using the heat transfer Grashof number

and Prandtl number

gh(L,-T,)C

V2

gﬂ(Tv _TOO)LC3

Ra, = Gr, Pr= Y
a

va

From the Nusselt number, calculate the heat transfer coefficient

Na=lE
k
z:m
L

The mass transfer coefficient for a wet surface can be calculated by observing the
analogy between heat and mass transfer and calculating an average Sherwood number.
The Sherwood number can be calculated from a correlation with the mass transfer

Rayleigh number

Sh=0.54Ra"* for 10° < Ra, <10
Sh=0.15Ra"? for 10" <Ra, <10
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The mass transfer Rayleigh number is defined as [43]

3
Ra, = gh.(p.—p.)L
vD

Which can be written as the product of a mass transfer Grashof number and Schmidt

number

B.(p,—p.)L

Ra, =Gr,Sc = g > v
v D

For both of these correlations, the characteristic length L, is

2
0.1016
L - surface area _ ( m) =0.0254m

perimeter 4(0. 101 6m)

And the properties are evaluated at the film temperature

For water vapor in air the composition expansion coefficient is defined by Bejan [43]

as
B.=061

These two sets of correlations have been developed for situations in which a single
buoyancy effect dominates. In the case of heat transfer, buoyancy is caused by thermal
diffusion effects. In the case of mass transfer, buoyancy is caused by species diffusion
effects. The case of a wet heated slab being considered here contains both driving
forces. The Rayleigh number should account for this. If the Schmidt number is equal to
the Prandtl number Sc=Pr=- =" then the problem reduces to a single buoyancy
a
effect [63] and the total Grashof number is
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Gr =Gr, +Gr,

In this case the Rayleigh number is calculated from total Grashof number

Ra =GrPr
Ra =(Gr, +Gr, )Pr

This method is implemented in the model. Temperature dependant properties of air are
used for the fluid properties at the surface. In the model these are implemented using

second order polynomials that are curve fit to the properties of air from the SFPE HB

[57].

Boundary Conditions

Using these transfer coefficients, the boundary condition at the front face is

"

evap
loss

m) 4+ 4+ =0

K surf

Pswf = P w©

§'=h(T,, ~T,)+ec (T, —T} )+, A, —k, ‘Z_T

@z=0

4

The back face of the material is assumed to be perfectly insulated, and sealed so that

<" -
m, +m, =0

oT
k,—=0
T oz @z

Il
~

s
m, =0

Initial Conditions

The initial conditions are
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S, =03,0.5, or 0.7
T, =297K
P, =101300 Pa

Solution Details

The CFB heating was modeled using the material properties and boundary conditions
outlined here and the solutions techniques discussed earlier. The one modification to
the solution technique involved the numerical scheme. When the surface of the
material approached zero saturation, the vapor pressure at the surface of the material
began to drop rapidly. Once the surface vapor pressure dropped below the saturated
value, the surface temperature “jumped” in temperature rapidly. At this point, a very
small tim estep is needed to prevent the model from crashing. For the purpose of
efficiency, a time step of 1 second was used up until the surface reached a saturation of

0.15, and then the time step was decreased to 0.001 seconds.
Results

Six cone tests were conducted with an initial saturation of 0.3 and a heat flux was 20
kW/m?. The results from these tests are shown in Figure 152 through Figure 154. Six
different samples were tested. They were each tested once and are labeled sample 11
through sample 16. T1 indicates that it was the first test of the day using this sample.
For sample 12 (yellow line) the surface thermocouple malfunctioned and data was not
collected. The variation in the data is possibly due to incomplete wetting of the sample
at this low value of initial saturation. If the water was unable to be evenly distributed
throughout the material, then more water would rest close to the surface, and explain in
part the discrepancy between the model predictions and experimental results. The
general behavior is predicted fairly well by the model. The model predicts the surface
temperature jumping rather early however. The model also predicts a sudden drop in
the rate of temperature rise at all subsurface locations when the surface dries out. This
is due to vapor diffusion effects. A discussion of this will be given later. The model
over-predicted the mass loss rate as compared to the experimental data for experiments
with this initial saturation. The general trend is approximately accurate however. A
relatively linear mass loss rate is observed as the surface is at the wet bulb temperature.
After some amount of time, the surface dries out, the surface temperature jumps

dramatically, and the mass decreases at a much lower rate. The humps in the predicted
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surface temperature are related to the changes in the vapor pressure at the surface.
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Figure 152 — CFB Surface Temperature for Initial Saturation of 0.3
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Figure 153 — CFB Center Temperature for Initial Saturation of 0.3

70

65+

60 -

55+

50+

451

40 -

Mass of Water [Grams]

35+

30+

25+

—— - Model
— S5T1

20
0

2 4 6 8 10 12 14 16
Time [Minutes]

Figure 154 — CFB Mass for Initial Saturation of 0.3
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Seven tests were conducted at an initial saturation of 0.5 and a heat flux of 20 kW/m?.
Four CFB samples were tested and are labeled samples 1, 2, 3, and 4. Samples 1, 2,
and 3 were tested twice, with several hours in between for the samples to cool down.
The results for these tests are shown in Figure 155 through Figure 157. The predicted
surface temperature matches well with the experimental data, as shown in Figure 155.
The predicted center temperature matches well with the experimental data. When the
surface dries out at 1020 seconds, the internal rate of temperature rise slows due to
vapor diffusion effects, as shown in Figure 156. The predicted rate of mass loss is very

close to what is observed in the experiments, as is shown in Figure 157.
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Figure 155 — CFB Surface Temperature for Initial Saturation of 0.5
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Figure 157 — CFB Mass Loss for Initial Saturation of 0.5
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Four tests were conducted with an initial saturation of 0.7 and a heat flux of 20 kW/m?2.
The samples were labeled 11, 12, 13 and 14. Each one was tested once. The results are
shown in Figure 158 through Figure 160. When sample 11 was tested, the surface
thermocouple became detached from the surface of the CFB around 820 seconds. The
three tests with functioning surface thermocouples show very little scatter in the “jump
time”. These tests probably had the most even water distribution at the start of the test
due to the higher initial saturation. The jump time is slightly over-predicted, as shown
in Figure 158. The predicted center temperature matches experimental data very well,
up until the surface dries out, as shown in Figure 159. The center temperature drops
slightly after the surface dries out, around 1700 seconds. This predicted temperature
drop is observed in the experimental data. The predicted rate of mass loss is slightly

less than that which is observed in experiment, as shown in Figure 160.
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Figure 158 — CFB Surface Temp for Initial Saturation of 0.7
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Figure 159 — CFB Center Temperature for Initial Saturation of 0.7
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Figure 160 — CFB Mass for Initial Saturation of 0.7
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Discussion

The process that is being modeled, and which is supported by these experiments in the

cone, is described in detail here. The CFB material is at an initial saturation when the

simulation starts. As the surface heats up there is a temperature gradient into the

material. For example, the predicted temperature in the material at several times for the

cone test with an initial saturation of 0.5 is shown in Figure 161.
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Figure 161 — Temperature in Cone Sample over Time — So = 0.5

The saturation in the material drops as evaporation occurs at the surface. As the surface

dries out, surface tension forces draw liquid water to the surface. The saturation at

several times is shown in Figure 162.

372



Saturation

0.7 T T
200 sec
400 sec

0.6y 600 sec i
800 sec

051 1000 sec i
1200 sec

Sat
\

0.2F |

01/ 1

| | | | |
0 0.005 0.01 0.015 0.02 0.025 0.03
Z[m]

Figure 162 — Saturation in Cone Sample over Time — So = 0.5

As liquid water is being drawn to the surface and evaporated, water vapor is being
transferred into the material. This is driven by a vapor pressure gradient into the
material. The vapor pressure at several times is shown in Figure 163. This vapor
diffuses into the material and condenses where the material is cooler, transferring heat
and water into the material. When the surface of the material drops below the
irreducible saturation of 0.15, water in the pores is assumed to be non-continuous, and
cannot flow to the surface. In the model, this is accounted for by the correlation for
relative permeability dropping off to zero at a saturation of 0.15. Once the surface
reaches this saturation, liquid water cannot flow to the surface and it dries out rapidly.
Once the surface saturation drops below 0.008, the vapor pressure correlation causes
the vapor pressure to drop. The surface vapor pressure is the driving force for surface
evaporation in the model, so when it drops, the rate of evaporative cooling drops as
well. At this time, when the vapor pressure at the surface drops the temperature jumps
rapidly. The surface vapor pressure variation over the entire simulation is shown in
Figure 164.

373



Vapor Pressure

7 T T

200 sec
400 sec
600 sec
800 sec

1000 sec | |

1200 sec

Pressure [Pa]

L
0.005 0.01 0.015

Z[m]

0.03

Figure 163 — Vapor Pressure in Cone Sample over Time — So = 0.5

x 10° ressure

Surface Vapor P
8 T T

Pressure [Pa]

O L L L L L
0 200 400 600 800 1000
Seconds

Figure 164 — Surface Vapor Pressure over Time — So = 0.5
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Appendix G. Sensitivity Analysis
Overview

A sensitivity analysis was conducted on the model for each of the 6 validation cases
considered. A one factor at a time local sensitivity analysis was chosen for low
computational effort. This method consists of measuring the effect on the model output
when one single input parameter is adjusted and all others are held constant. The
measure of the sensitivity of the model output, y, to a single parameter x; is given by a
sensitivity coefficient S; [50]

5 -5

y 0,
Since we are not dealing with an analytical model, this is approximated numerically as
§ =Ny

y Ax,

Tests were conducted for each validation scenario where the input parameters were
adjusted individually, and a sensitivity coefficient was calculated for the model output.
The sensitivity coefficient for the input parameters was used to create sensitivity

rankings of the input parameters.
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Wetting Tests

A sensitivity analysis was conducted on the two wetting validation tests using CFB

described earlier. The first parameters that were adjusted are the surface saturation,

water spray flux, initial saturation, irreducible saturation, permeability, porosity,

diffusivity, sample depth, number of nodes, and time step. The values of these

parameters are shown in Table 25.

Table 25 — Basic Parameters Used for Sensitivity Analysis of CFB Wetting

Parameter Units Base Value “High” Value “Low Value
Surface Saturation — Squrt - 0.99 0.999 (+1%) 0.98 (-1%)
Water Spray Flux - 7", kg/m’s 0.128 0.1408 0.1152
Initial Saturation - S, - 0.004 0.0044 (+10%) 0.0036 (-10%)
Irreducible Saturation - S;; - 0.15 0.165 (+10%) 0.135 (-10%)
Permeability - K m’ 5x107" 55x107 (+10%) | 4.5x107"(-10%)
Porosity - ¢ - 0.80 0.88 (+10%) 0.72 (-10%)
Diffusivity - D m?/s 2.6E-5 2.86E-5 (+10%) 2.34E-6 (-10%)
Depth of Sample - L m 0.15 0.165(+10%) 0.135 (-10%)
Number of Nodes - n - 31 36 26
Time Step - At seconds 1 0.1 10

Additionally the sensitivity of the model to other constitutive relations was tested.

The relative permeabilities for liquid and gas were adjusted from their base case cubic

function. A square function was used as the “high” value and a fourth order function

was used as the “low” value. These correlations are shown in Figure 165.
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Figure 165 — Relative permeabilities used in sensitivity Analysis

The J-function correlation used for capillary pressure in the CFB was determined from

capillary rise tests to be

J(8)= 0.4{0.364(1— exp(-30(1-5)))+ 0.471(1 - )+ 2232 }

§-0.1

The sensitivity of the model to each of the coefficients in this correlation was tested.

The values used for the sensitivity analysis are shown in Table 26.
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Table 26 — Capillary Pressure Parameters for Sensitivity Analysis of CFB Wetting

Parameter Base Value +10% -10%
1 0.4 0.44 0.36
2 0.364 0.4004 0.3276
3 -30 -33 -27
4 0.471 0.5181 0.4239
5 0.035 0.0385 0.0315
6 0.1 0.11 0.09

The base cases on which the sensitivity analysis was performed for type 1BC

conditions, and spray wetting conditions are shown in Figure 166 and Figure 167

respectively.
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Figure 166 — Base Case for Sensitivity Analysis of Type 1 BC Wetting of CFB
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Figure 167 —Base Case for Sensitivity Analysis of Spray Wetting of CFB

The total area to the left of the water penetration depth curve was integrated to give a
quantitative measure of the effect of changing each parameter. This was done

numerically using the trapezoidal rule.
nt

Z =2 (t;+t,)Az  (units: meter * seconds)
i=1

Where z; is the depth of water penetration at timestep i. The depth — time curve was
integrated up to a depth of 0.135m. This is shown in Figure 168. The area to the left of
the curve was chosen because the model output gives the time at which the water
reaches each node, so a consistent upper bound was readily available for integration.
This is not the case for the area under the curve, which would require a consistent

upper bound in time.
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Figure 168 — Integration Method for Sensitivity Analysis of CFB Wetting

The integrated value was used to calculate a sensitivity coefficient for each parameter

Xj

The sensitivity coefficient was calculated for each parameter for the cases of Type 1
BC wetting, and spray wetting. The total integrated area to the left of the penetration
depth curve was calculated for the “high” and “low” cases of each parameter. For the
case of Type 1 BC wetting the total integrated area under the infiltration depth/time
curve is shown for the base case of type 1 BC wetting is 2.88 meter-seconds. The

integrated area for each adjusted parameter is shown in Table 27.
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Table 27 — Sensitivity Analysis Results for CFB Wetting — Type 1 BC

Parameter Total (high) Change Total (low) Change
Surface Saturation 2.4568 -0.42802 3.3816 0.49678
Initial Saturation 2.8809 -0.00393 2.8976 0.012825
Permeability 2.7197 -0.16512 3.0777 0.19288
Porosity 3.0596 0.1748 2.703 -0.18185
Liq Rel
Permeability 3.2783 0.3935 2.3527 -0.53215
Gas Rel
Permeability 2.9543 0.0695 2.796 -0.0888
Cap Press Coeff 1 2.6803 -0.20455 3.1236 0.23875
Cap Press Coeft 2 2.7512 -0.1336 3.0331 0.14825
Cap Press Coeff 3 2.9103 0.025475 2.862 -0.02278
Cap Press Coeff 4 2.8191 -0.06575 2.9533 0.0685
Cap Press Coeff 5 2.872 -0.01278 2.8976 0.01275
Cap Press Coeff 6 2.8799 -0.00495 2.8895 0.004725
Irreducible
Saturation 29117 0.026925 2.8576 -0.02723
Sample Length 2.8617 -0.02307 2.9058 0.020963
Number of Nodes 2.6846 -0.20025 2.9857 0.10091
Time step 2.8786 -0.0062 2.8862 0.0014
Diffusivity 2.8847 -0.00013 2.8851 0.00025

For the spray wetting tests, the base case integrated value of the penetration depth
curve is 30.8 ms. The value for each of the adjusted parameters is shown in Table 28.
The parameter “surface saturation” is only applicable to the type 1 BC wetting case,
and does not show up in Table 28. Likewise, the parameter “water flux” is only
applicable to the spray wetting case, and does now show up in Table 27. The calculated
values of the sensitivity coefficient for each parameter were calculated based on the
absolute value of the maximum change from the “high” and “low” cases. The

sensitivity coefficients for each parameter for both wetting cases are shown in Table 29.
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Table 28 — Integrated Water Absorption for Spray Wetting of CFB

Parameter Total Change Total Change
(high) (low)
Water flux 28.648 -2.185 33.455 2.6225
Initial
Saturation 30.825 -0.0075 30.848 0.015
Permeability 30.363 -0.47 31.35 0.5175
Porosity 33.708 2.875 27.948 -2.885
Liq Rel
Permeability 35.903 5.07 22.75 -8.0825
Gas Rel
Permeability 30.825 -0.0075 30.833
Diffusivity 30.828 -0.005 30.833
Depth of
Sample 30.753 -0.07925 30.886 0.05325
Number of
Nodes 30.702 -0.1305 30.935 0.10229
Time Step 30.756 -0.07671 31.725 0.8925
Cap Press
Coeff 1 30.448 -0.385 31.23 0.3975
Cap Press
Coeff2 30.833 0 30.833 0
Cap Press
Coeft 3 30.833 0 30.833 0
Cap Press
Coeff 4 30.585 -0.2475 31.095 0.2625
Cap Press
Coeff 5 30.665 -0.1675 30.975 0.1425
Cap Press
Coeff 6 30.725 -0.1075 30.93 0.0975
Irreducible
Saturation 31.418 0.585 30.203 -0.63
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Table 29 — Sensitivity Coefficient Ranking for Wetting of CFB

Type 1 BC Spray Wetting
Rank Parameter Si Parameter Si
1 Surface Saturation 17.05 Porosity 0.9357
2 Cap Press Coeff 1 0.82761 Water flux 0.85056
3 Permeability 0.66859 Liq Rel Perm. 0.79437
4 Porosity Irreducible
0.63037 Saturation 0.20433
5 Liq Rel Permeability
Permeability 0.55899 0.16784
6 Cap Press Coeff 2 0.5139 Cap Press Coeff 1 0.12892
7 Cap Press Coeft 4 0.23745 Cap Press Coeft 4 0.085137
8 Number of Nodes 0.21491 Cap Press Coeff 5 0.054326
9 Irreducible Cap Press Coeff 6
Saturation 0.094374 0.034866
10 Gas Rel Number of Nodes
Permeability 0.093279 0.026289
11 Cap Press Coeff 3 0.088308 Depth of Sample 0.025703
12 Sample Length 0.07998 Time Step 0.024881
13 Initial Saturation 0.044457 Initial Saturation 0.004865
14 Cap Press Coeff 5 0.044284 Diffusivity 0.001622
15 Cap Press Coeff 6 Gas Rel
0.017159 Permeability 0.000737
16 Time step 0.002387 Cap Press Coeff 2 0
17 Diffusivity 0.000867 Cap Press Coeff 3 0
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Figure 169 — Sensitivity Analysis Results for Type 1 BC CFB Wetting

Sensitivity Coeff - Spray Wetting of CFB

Figure 170 — Sensitivity Analysis Results for Spray Wetting of CFB
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The type 1 BC wetting case was extremely sensitive to the surface saturation value. A
change of only 1% had a significant effect on the model output. The model was also
sensitive to the Capillary Pressure Coefficient 1, permeability, porosity, liquid relative
permeability, and Capillary Pressure Coefficient 2. All other input parameters had a
sensitivity coefficient of less than 0.5. The spray wetting case was most sensitive to the
porosity, water flux, and liquid relative permeability. All other input parameters have a

sensitivity coefficient of less than 0.5.
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Heating Tests

The sensitivity of the model was tested for each of the 4 heating validation cases. For
each case, a set of basic parameters was chosen to be adjusted first. The basic
parameters that were adjusted for particulate media, brick, wood, and CFB are shown
in Table 30, Table 31, Table 32, and Table 33.

Table 30 —Parameters used for Sensitivity Analysis of Particulate Media Drying

Parameter Units Base Value High Value Low Value
Permeability m* 3.75E-11 4.13E-11 (+10%) | 3.38E-11 (-10%)
Porosity - 0.460 0.506 (+10%) 0.414 (-10%)
Specific Heat J/kgK 780 858 (+10%) 702 (-10%)
Thermal Cond W/mK 1.4 1.54 (+10%) 1.26 (-10%)
Density kg/m® 2500 2750 (+10%) 2250 (-10%)
Diffusivity m*/s 2.6E-5 2.86E-6 (+10%) | 2.34E-6 (-10%)
Heat Trans Coeff W/m’K 43.0 47.3 (+10%) 38.7 (-10%)
Mass Trans Coeff m/s 0.0723 0.0795 (+10%) 0.0651 (-10%)
Relative Humidity % 33% 36.6% (+10%) 29.7% (-10%)
Initial Temp K 289.8 291.8 (+2°C) 287.8 (-2°C)
Ambient Temp K 321 323 (+2°C) 319 (-2°C)
Length m 0.015 0.016 (+6.6%) 0.014 (-6.6%)
Initial Saturation - 0.915 0.961 (+5%) 0.869 (-5%)
Number of Nodes - 31 41 21
Time Step seconds 1 2 0.1
Irr. Saturation - 0.09 0.099 (+10%) 0.081 (-10%)
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Table 31 — Parameters used for Sensitivity Analysis of Brick Drying

Parameter Units Base Value High Value Low Value
Permeability m’ SE-14 5.5E-14 (+10%) | 4.5E-14 (-10%)
Porosity - 0.435 0.4785 (+10%) 0.3915 (-10%)
Specific Heat J/kgK 750 825 (+10%) 675 (-10%)
Thermal Conductivity W/Mk 0.885 0.9735 (+10%) 0.7965 (-10%)
Density kg/m® 2566 2823 (+10%) 2309 (-10%)
Diffusivity m?/s 2.6E-5 2.86E-5 (+10%) | 2.34E-5 (-10%)
Heat Trans Coeff W/m’K f(S,T) +10% -10%
Mass Trans Coeff m/s f(S,T) +10% -10%
Relative Humidity % 9.3 10.23 (+10%) 8.37 (-10%)
Initial Temp K 298 300 (+2°C) 296 (-2°C)
Ambient Temp K 353 355 (+2°C) 351 (-2°C)
Length M 0.05 0.055 (+10%) 0.045 (+10%)
Initial Saturation - 0.56 0.616 (+10%) 0.504 (-10%)
Number of Nodes - 31 41 21
Time Step seconds 1 10 0.1
Irreducible Saturation - 0.09 0.099 (+10%) 0.081(-10%)
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Table 32 — Parameters used for Sensitivity Analysis of Wood Drying

Parameter Units Base Value High Value Low Value
Permeability m’ 2E-16 2.2-16 (+10%) | 1.8E-16 (-10%)
Porosity - 0.615 0.6765 (+10%) | 0.5535 (-10%)
Specific Heat J/kgK 2800 3080 (+10%) 2520 (-10%)
Thermal Conductivity |  W/Mk 0.377 0.4147 (+10%) | 0.3397 (-10%)
Density kg/m® 1500 1650 (+10%) 1350 (-10%)
Diffusivity m?/s 2.6E-5 2.86E-5 2.34E-5 (-10%)
(+10%)
Heat Trans Coeff W/m’K 92.5 101.75 (+10%) | 83.25 (-10%)
Mass Trans Coeff m/s 0.099 0.1089 (+10%) | 0.0891 (-10%)
Relative Humidity % 5 5.5 (+10%) 4.5 (-10%)
Initial Temp K 289 291 (+2°C) 287 (-2°C)
Ambient Temp K 313 315 (+2°C) 311 (-2°C)
Length m 0.019 0.0209 (+10%) | 0.0171 (-10%)
Initial Saturation - 0.99 0.90 (-10%) 0.80 (-20%)
Number of Nodes - 31 41 21
Time Step seconds 5 10 1
Irreducible saturation - 0.2 0.22 (+10%) 0.18 (-10%)
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Table 33 - Parameters used for Sensitivity Analysis of CFB Drying

Parameter Units Base Value High Value Low Value
Permeability m’ SE-11 5.5E-11 (+10%) | 4.5E-11 (-10%)
Porosity - 0.8 0.88 (+10%) 0.82 (-10%)
Specific Heat J/kgK 1046 1151 (+10%) 941.4 (-10%)
Thermal W/mK 0.133 0.1463 (+10%) | 0.1197 (-10%)
Conductivity
Density kg/m® 1360 1496 (+10%) 1224 (-10%)
Diffusivity m?/s 2.6E-5 2.86E-5 (+10%) | 2.34E-6 (-10%)
Heat Trans Coeff W/m’K f(Tourp) +10% -10%
Mass Trans Coeff m/s f(Tsurp) +10% -10%
Relative Humidity % 20 22 (+10%) 18 (-10%)
Initial Temp K 24 26 (+10%) 22 (-10%)
Ambient Temp K 24 26 (+10%) 22 (-10%)
Length m 0.0254 0.0279 (+10%) | 0.0229 (-10%)
Initial Saturation - 0.5 0.55 (+10%) 0.45 (-10%)
Number of Nodes - 25 30 20
Time Step seconds 1 1.5 0.5
Sir - 0.15 0.165 (+10%) 0.135 (-10%)
Radiant Heat Flux W/m? 20,000 22,000 (+10%) | 18,000 (-10%)
Surface Emissivity - 0.96 1.0 (+4.2%) 0.92 (-4.2%)
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In addition to these basic parameters, constitutive relations for the capillary pressure,

liquid relative permeability, gas relative permeability, and relative humidity were

adjusted. The capillary pressure for each material was calculated using empirical

correlations. The calculated value of the capillary pressure was adjusted +10% for

each drying case. The base case capillary pressure correlations used for the 4 drying

cases are given in Table 34.

Table 34 — Capillary Pressure Correlations for Sensitivity Analysis of Heating

Tests
Material Capillary Pressure
o 0.005
= 0.364(1- —40(1-S5)))+0.221(1-5 )+
Particulate Pe «/K/go{ ( eXp( ( ))) (1-5) S—0.08}
Media
o
= 0.3-0.0663In(S -5,
Brick P N X [ ( i )}
Wood p.= 1.24%10* §~06!
@ 0.035
=0,/—0.4]0.364(1—- -30(1- A471(1- —_—
Ceramic Pe O-\/;O {0 3 ( exp( 30( S)))+O 7( S)+S—O.J
Fiberboard

The relative permeability was calculated as a function of saturation. The correlations

used for liquid and gas permeabilities are shown in Table 35 and Table 36.
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Table 35 — Liquid Relative Permeability for Sensitivity Analysis of Heating Tests

Material Base Case High Case Low Case
— Q3 o2 o4
Particulate Ko =S K, =Sy K., =Sy
Media
Brick
K= S:ff K, = Sj[f K, =Sy
Wood
Ki=5y K, = Sesz K, =S 63//”
— Q3 2 o4
Ceramic Krl B Seﬁ Krl - S@ﬁ Krl - S€[7
Fiberboard
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Table 36 — Gas Relative Permeability for Sensitivity Analysis of Heating Tests

Material Base High Case Low Case
Case
Particulate K (1 ngf) Ky = (1 Ser )2 K, = (1 Sep )4
Media
2 1.5 2.5
1-5, 1-8, 1-8,
Brick K, :% K, :% K, = ((1 S{fzz)
ef eff eff
Weod K, =0.05(1-5,) K, =005(1-5,) K, =0.05(1-5,,)
Ceramic Kre = (1 ngf) Ky = (1 Seff) Ko = (1 Seff)
Fiberboard

The relative humidity in the materials is calculated using the empirical correlations

shown in Table 37. The relative humidity calculated from these correlations was

adjusted +10% for each heating case.
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Table 37 — Relative Humidity Correlations for Sensitivity Analysis of Heating

Tests
Material Relative Humidity Correlation
. (1 - ¢) Py 0.2
Partioulate S= W(0.0105(RH) +0.0125exp(20RH ~20)|
Media
_ (1 — ¢) Py 02
Brick S_W(o.mos(RH) +0.0125exp(20RH ~20)|
RH = exp((17.884-0.14237 +0.00023637” ) (10327 - 0.00067:
Wood
, S:M(O.OIOS(RH)M +0.0125exp(20RH ~20)|
Ceramic @,
Fiberboard

A sensitivity coefficient was calculated based on the model predicted temperature for

each case. The base case scenario model outputs for the 4 drying cases are shown in
Figure 171, Figure 172, Figure 173, and Figure 174.
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Figure 171 — Base Case for Sensitivity Analysis of Drying of Particulate Media
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Figure 172 — Base Case for Sensitivity Analysis of the Drying of Brick
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Figure 173 — Base Case for Sensitivity Analysis of the Drying of Wood
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Figure 174 — Base Case for Sensitivity Analysis of the Drying of CFB
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For the particulate media and CFB cases, the time at which the temperature jumped
dramatically was used as the quantitative measure of the effect of adjusting each
parameter. For the cases of brick and wood drying, the area under the temperature —

time curve was integrated numerically using the trapezoidal rule.

nt

T, =>.(T+T,)At  (units Kelvin * seconds)

i=1

Where T; is the temperature at the i time step. This is illustrated in Figure 45.
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Figure 175 — Numerical Method for Integrating Heating Temperature Curve for
Sensitivity Analysis of Brick and Wood

The model outputs for the drying of particulate media, brick, wood, and ceramic
fiberboard are shown in Table 38 through Table 39.
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Table 38 — Jump Times for Particulate Media Drying

Parameter “High” Value | Change “Low” Value Change
Permeability 16024 17 15989 -18
Porosity 15871 -136 16159 152
Specific Heat 16030 23 15983 -24
Thermal Cond 16003 -4 16010 3
Density 16030 23 15983 -24
Diffusivity 16007 0 16006 -1
Heat Trans Coeff 14801 -1206 17457 1450
Mass Trans Coeff 15710 -297 16372 365
Relative Humidity 17255 1248 14861 -1146
Initial Temp 15934 -73 16079 72
Ambient Temp 14512 -1495 17824 1817
Length 15861 -146 16167 160
Initial Saturation 16945 938 15082 -925
Number of Nodes 16064 57 15973 -34
Time Step 16056 49 15993 -14.5
Liquid Relative
Permeability 14704 -1303 16683 676
Gas Relative
Permeability 16008 1 15999 -8
Relative Humidity
Correlation 15959 -48 16043 36
Capillary Pressure
Correlation 16044 37 15962 -45
Irr. Saturation 15727 -280 16339 332
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Table 39 — Integrated Area Under Surface Temperature Curve for Brick Drying

Parameter “High” Value | Change “Low” Change
Value
Permeability 1561900 -1060.3 1564200 1219.4
Porosity 1576500 13553 1551500 -11444
Specific Heat 1559700 -3261.3 1566200 3271.3
Thermal Cond 1560800 -2162.3 1565500 2535.6
Density 1559700 -3242.6 1566200 32943
Diffusivity 1560300 -2617.2 1565800 2893.7
Heat Trans Coeff 1597000 34059 1522200 -40688
Mass Trans Coeff 1562200 -755.83 1563900 944.45
Relative Humidity 1564300 1364.5 1561600 -1319.4
Initial Temp 1565500 2558.4 1560400 -2554.2
Ambient Temp 1626400 63453 1499500 -63401
Length 1583100 20139 1548900 -14038
Initial Saturation 1526100 -36870 1603200 40230
Number of Nodes 1562000 -944.33 1565400 2488.2
Time Step 1563200 251.58 1609400 46439
Liquid Relative
Permeability 1604000 41110 1526800 -36169
Gas Relative
Permeability 1563900 965.32 1563900 925.31
Relative Humidity
Correlation 1565400 2455.8 1558100 -4809.9
Capillary Pressure
Correlation 1560700 -2221.9 1565600 2697
Irreducible Sat. 1566100 3142 1559800 -3124
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Table 40 — Integrated Area Under Surface Temperature Curve for Wood Drying

Parameter “High” Value | Change | “Low” Value Change
Permeability 947130 -3703 955530 4702
Porosity 946870 -3963 943790 -7042
Specific Heat 950130 -704 951540 704
Thermal Cond 950810 -22 950860 23
Density 959730 8894 970290 19460
Diffusivity 950840 2 950830 -4
Heat Trans Coeff 972640 21812 924380 -26453
Mass Trans Coeff 950290 -542 951560 729
Relative Humidity 951400 572 950370 -462
Initial Temp 952440 1608 949220 -1609
Ambient Temp 1047100 96270 854870 -95960
Length 971600 20766 992200 41370
Initial Saturation 976630 25793 1006400 55571
Number of Nodes 949540 -1289 950830 0
Timestep 949440 -1394 951940 1112
Lig. Rel. Perm. 1015200 64402 1057500 106700
Gas Rel. Perm. 956500 5670 965070 14234
Rel. Hum. Corr. 950250 -583 951640 804
Cap. Press. Corr. 947140 -3697 955530 4699
Irr. Saturation 958690 7857 942980 -7850
Beta Power 949560 -1270 952730 1893
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Table 41 — Jump Times for CFB Drying

Parameter “High” Value Change “Low” Value Change
Permeability 968 3 962 -3
Porosity 898 -67 1031 66
Specific Heat 966 1 964 -1
Thermal
Conductivity 965 0 965 0
Density 966 1 964 -1
Diffusivity 969 4 961 -4
Heat Trans Coeff 969 4 960 -5
Mass Trans Coeff 949 -16 984 19
Relative Humidity 965 0 965 0
Initial Temp 962 -3 968 3
Ambient Temp 963 -2 967 2
Length 867 -98 1058 93
Initial Saturation 1136 171 792 -173
Number of Nodes 975 10 958 -7
Time Step 965.5 0.5 962 -3
Sir 1039 74 895 -70
Radiant Heat Flux 872 -93 1081 116
Surface Emissivity 925 -40 1009 44
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The sensitivity coefficient rankings for the parameters are given for particulate media,
brick, wood, and ceramic fiberboard in Table 42 through Table 45.

Table 42 — Sensitivity Coefficients for Input Parameters for Particulate Media

Drying
Rank Parameter Sensitivity Coefficient

1 Ambient Temp 16.451

2 Initial Saturation 1.172

3 Heat Trans Coeff 0.90585
4 Relative Humidity 0.77966
5 Initial Temp 0.66094
6 Liquid Relative Permeability 0.24667
7 Mass Trans Coeff 0.22803
8 Irreducible Saturation 0.20741
9 Length 0.19991
10 Porosity 0.18992
11 Cap. Press. Correlation 0.028113
12 Relative Humidity Correlation 0.014993
13 Specific Heat 0.014993
14 Density 0.014993
15 Number of Nodes 0.013387
16 Permeability 0.011245
17 Thermal Cond 0.002499
18 Gas Relative Permeability 0.001515
19 Time Step 0.001007
20 Diffusivity 0.000625
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Table 43 — Sensitivity Coefficients for Input Parameters for Brick Drying

Rank Parameter Sensitivity Coefficient
1 Ambient Temp 6.05
2 Initial Temp 0.289
3 Heat Trans Coeff 0.260
4 Initial Saturation 0.257
5 Length 0.129
6 Liquid Relative Permeability 0.105
7 Porosity 0.0867
8 Density 0.0211
9 Specific Heat 0.0209
10 Irreducible Saturation 0.0201
11 Diffusivity 0.0185
12 Capillary Pressure Correlation 0.0173
13 Thermal Cond 0.0162
14 Relative Humidity Correlation 0.0154
15 Relative Humidity 0.00873
16 Permeability 0.00780
17 Mass Trans Coeff 0.00604
18 Number of Nodes 0.00493
19 Time Step 0.00330
20 Gas Relative Permeability 0.00186
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Table 44 — Sensitivity Coefficients for Input Parameters for Wood Drying

Rank Parameter Sensitivity Coefficient
1 Ambient Temp 15.845
2 Initial Saturation 0.29222
3 Heat Trans Coeff 0.2782
4 Initial Temp 0.24451
5 Length 0.2184
6 Density 0.10233
7 Irr. Saturation 0.082629
8 Liquid Relative Permeability 0.067732
9 Permeability 0.049451
10 Cap. Press. Correlation 0.04942
11 Porosity 0.041683
12 Beta Power 0.019908
13 Relative Humidity Correlation 0.008456
14 Mass Trans Coeff 0.007662
15 Gas Relative Permeability 0.007485
16 Specific Heat 0.007407
17 Number of Nodes 0.004198
18 Time Step 0.001466
19 Relative Humidity 0.000602
20 Thermal Cond 0.000237
21 Diffusivity 0.0000410
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Table 45 — Sensitivity Coefficients for Input Parameters for CFB Drying

Rank Parameter Sensitivity Coefficient
1 Initial Saturation 2.1843
2 Radiant Heat Flux 1.0731
3 Surface Emissivity 1.0457
4 Length 0.87902
5 Sir 0.78212
6 Porosity 0.64016
7 Lig. Rel. Perm. 0.50723
8 Initial Temp 0.4605
9 Ambient Temp 0.30732
10 Mass Trans Coeff 0.19309
11 Cap. Pressure 0.1686
12 Heat Trans Coeff 0.052083
13 Diffusivity 0.041623
14 Number of Nodes 0.036534
15 Permeability 0.031185
16 Specific Heat 0.010373
17 Density 0.010373
18 Time Step 0.00312
19 Thermal Cond. 0
20 Relative Humidity 0
21 Gas Rel. Perm. 0
22 Rel. Hum. Corr. 0

The sensitivity coefficients from Table 42 through and Table 45 are shown graphically
in Figure 176 through Figure 179.
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Sensitivity Coefficient - Particulate Media Heating
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Figure 176 — Sensitivity Coefficients for Input Parameters for Particulate Media
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Figure 177 — Sensitivity Coefficients for Input Parameters for Brick Drying
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Sensitivity Coefficient - Wood Drying
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Figure 178 — Sensitivity Coefficients for Input Parameters for Wood Drying

Sensitivity Coefficient - CFB Heating

25
2
1.5 A
1 -
0.5 -
0 k T - | — T T T T T T T
N & b & L @ X Q. E.Q FQ o
TS T FE S S N S F S S
&9‘ (5 é\‘o N2 Q° \,Q,,z} N Q\z & .‘&) ‘\$ ° .{-\\o QK SO Q\oé\ \.‘2 <
o \,‘2‘ Qjo .le\k-\\\} ‘6\6 &(b @Q' &(b Q Q}OQ Q}@QQS_, Q Q}({\'\\Q/ “Sg' \2\\)
\(.\\Q;b'b&'b 0{@0 N3 v@@,be‘v QQ&Q’}' é\)éo S & \é'\ &P ng

Figure 179 — Sensitivity Coefficients for CFB Drying
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G.1. Details of CFB Wetting Sensitivity Analysis

The sensitivity of the model was tested for the case of wetting ceramic fiberboard. Two

scenarios were tested. The first was for a type 1 boundary condition, where the surface

was wetted completely. The second situation was for a spray wetting boundary
condition.

G.1.1. Type 1 BC Wetting

In order to test the model sensitivity in a situation where the surface saturation
boundary condition is specified, the following parameters were adjusted.

S,y — Surface saturation

S, — Initial saturation

S, —Irreducible saturation

K — Permeability [m2]

¢ — Porosity

L — Depth of sample[m]

n— Number of nodes

At —Timestep

When possible, these parameters were adjusted by +£10% from their base value.
Some parameters were adjusted by different amounts. The surface saturation was

already close to 1 and could not be increased by very much, so it was adjusted by
+1% The values used are given in Table 46.
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Table 46 — Parameters used for Type 1 Wetting Sensitivity Analysis

Parameter Base Value High Value Low Value
Surface 0.99 0.999 (+1%) 0.98 (-1%)
Saturation
Initial 0.004 0.0044 (+10%) 0.0036 (-10%)
Saturation
Irreducible 0.15 0.165 (+10%) 0.135 (-10%)
Saturation
Permeability 5x107" 5.5x107™" 4.5%x107"(-
(+10%) 10%)
Porosity 0.80 0.88 (+10%) 0.72 (-10%)
Diffusivity 2.6E-5 2.86E-5 2.34E-6 (-
(+10%) 10%)
Depth of 0.15 0.165(+10%) 0.135 (-10%)
Sample
Number of 31 36 26
Nodes
Time Step 1 0.1 10
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Other Parameters Tested

To determine the sensitivity of the model to several other constitutive relations, several
of the correlations used in the model were tested as well. The correlations for relative

permeabilities and capillary pressure were tested.
Relative Permeabilities

To determine the sensitivity of the model to the relative permeability correlation, two
other correlations were used for both the liquid and gas relative permeabilities. The
base case for each was a cubic function. A square function was used as the “high”
value and a fourth order function was used as the “low” value. These correlations are
shown in Figure 165. For the case of wetting CFB using a type 1 boundary condition at
the surface, the model is shown to be very sensitive to the surface saturation, and liquid
relative permeability. The model is also sensitive to the permeability, porosity, and gas
relative permeability. This simulation is not very sensitive to the initial saturation,

irreducible saturation, or depth of sample.
Capillary Pressure
The J-function correlation used for capillary pressure in the CFB is

J(8)= 0.4{0.364(1—exp(—30(1—S)))+0.471(1—S)+%}

The sensitivity of the model to each of the coefficients in this correlation was tested.
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Table 47 — Capillary Pressure Coefficients for Sensitivity Analysis of CFB Wetting

Parameter Base Value +10% -10%
1 0.4 0.44 0.36
2 0.364 0.4004 0.3276
3 -30 -33 -27
4 0.471 0.5181 0.4239
5 0.035 0.0385 0.0315
6 0.1 0.11 0.09

The results are shown in Figure 192 through Figure 197. The model results for CFB
wetting with a type 1 BC are most sensitive parameters 1 and 2, and to a lesser degree,

parameters 3 and 4. Adjusting parameters 5 and 6 did not have a significant effect.
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Sensitivity Coefficient
The total area to the left of the water penetration depth curve was integrated to give a
quantitative measure of the effect of changing each parameter. This was done

numerically using the trapezoidal rule.
nt

Z, =2 (t;+t,)Az  (units meter * seconds)
i=1

Where z; is the depth of water penetration at time step i. The integrated value was used

to calculate a sensitivity coefficient for each parameter x;

x. AZ

S — 1 sum

sum i

The sensitivity coefficient was calculated for each parameter for the cases of Type 1
BC wetting, and spray wetting. It was calculated for the “high” and “low” cases of
each parameter. The total integrated area under the infiltration depth/time curve for

each adjusted parameter is shown in Table 48.
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Table 48 — Results of Sensitivity Analysis of CFB Wetting

Parameter Total Change Total Change
(high) (low)
Surface Saturation 2.4568 -0.42802 3.3816 0.49678
Initial Saturation 2.8809 -0.00393 2.8976 0.012825
Permeability 2.7197 -0.16512 3.0777 0.19288
Porosity 3.0596 0.1748 2.703 -0.18185
Liq Rel
Permeability 3.2783 0.3935 2.3527 -0.53215
Gas Rel
Permeability 2.9543 0.0695 2.796 -0.0888
Cap Press Coeff 1 2.6803 -0.20455 3.1236 0.23875
Cap Press Coeff 2 2.7512 -0.1336 3.0331 0.14825
Cap Press Coeff 3 2.9103 0.025475 2.862 -0.02278
Cap Press Coeff 4 2.8191 -0.06575 2.9533 0.0685
Cap Press Coeff 5 2.872 -0.01278 2.8976 0.01275
Cap Press Coeff 6 2.8799 -0.00495 2.8895 0.004725
Irreducible
Saturation 29117 0.026925 2.8576 -0.02723
Sample Length 2.8617 -0.02307 2.9058 0.020963
Number of Nodes 2.6846 -0.20025 2.9857 0.10091
Time step 2.8786 -0.0062 2.8862 0.0014
Diffusivity 2.8847 -0.00013 2.8851 0.00025
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Table 49 — Sensitivity Coefficient Rankings for CFB Wetting

Rank Parameter Sensitivity Coefficient

1 Surface Saturation 17.05

2 Cap Press Coeff 1 0.82761
3 Permeability 0.66859
4 Porosity 0.63037
5 Liq Rel Permeability 0.55899
6 Cap Press Coeft 2 0.5139
7 Cap Press Coeff 4 0.23745
8 Number of Nodes 0.21491
9 Irreducible Saturation 0.094374
10 Gas Rel Permeability 0.093279
11 Cap Press Coeff 3 0.088308
12 Sample Length 0.07998
13 Initial Saturation 0.044457
14 Cap Press Coeft 5 0.044284
15 Cap Press Coeff 6 0.017159
16 Time step 0.002387
17 Diffusivity 0.000867
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Surface Saturation

The surface saturation was initially 0.99 for the base case. This is due to the fact that
the wetting fluid (water) will not penetrate all of the very small pores and displace all
of the non-wetting fluid (air). Adjusting this value, even a small amount, had a
significant effect on the rate of infiltration. The results are shown in Figure 180.

Wetting Front
0.16 ‘ ‘

0.14

0.12

0.1

— S-surf=0.999
— S-surf=0.99
S-surf=0.98

~ o exp
0.06 - L

g 0.08+

0.04 - B

0.021/ i

L L
10 20 30 40 50 60 70 80 90
Time (sec)

Figure 180 — Effect of Surface Saturation Value on Infiltration
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Initial Saturation
The initial water saturation was calculated to be 0.004 from the vapor pressure
correlation. Adjusting this value did not seem to have a significant effect on the depth

of water penetration. The results are shown in Figure 181.
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Figure 181 - Effect of Adjusting the Initial Saturation
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Irreducible Saturation

The irreducible saturation was adjusted by +10% from its base value of 0.15. This did

not have a significant effect on the rate of water absorption, as shown in Figure 182.
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Figure 182 — Effect of Irreducible Saturation on Water Absorption into CFB
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Permeability

The permeability was adjusted by +£10%. This had a significant effect on the depth of
water penetration. The results are shown in Figure 183. Increasing the permeability had

the effect of increasing the depth of water penetration into the material.
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Figure 183 — Effect of Permeability on Infiltration
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Porosity

The porosity was adjusted by +10%. This had a significant effect on the depth of
penetration. The results are shown in Figure 184. Increasing the porosity had the

effect of decreasing the depth of water penetration.
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Figure 184 - Effect of Porosity on Infiltration
It can be shown that this also has an effect on the total mass of water absorbed, as
shown in Figure 185. Increasing the porosity increased the total mass of water

absorbed into the material, while decreasing the porosity decreased the total mass of

water absorbed.
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Mass of Water Absorbed
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Figure 185 — Effect of Porosity on Total Mass of Water Absorbed into CFB — Type
1 BC
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Diffusivity

The gas diffusivity was adjusted +10% from its base value of 2.6x107°m?* /s . This
did not have a significant effect on the rate of water absorption into CFB, as shown in
Figure 186.
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Figure 186 — Effect of Diffusivity on CFB Wetting
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Depth of Sample

The depth of the sample was adjusted +10% from its base value of 0.15 m. This had

very little effect on the depth of water penetration, as shown in Figure 187.
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Figure 187 — Effect of Sample Depth on CFB Wetting
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Number of Nodes
The number of nodes was adjusted from its base value of 31, up to a “high” value of 41,
and down to a “low” value of 21. This had a small effect, as shown in Figure 188.
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Figure 188 — Effect of Number of Nodes on CFB Wetting
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Time Step

The time step was adjusted from its base value of 0.01 seconds to a “high” value of
0.04 seconds and down to a “low” value of 0.001 seconds. Increasing the time step
above 0.04 seconds caused the model to crash. Aside from the stability issue associated
with the time step, adjusting it did not have a noticeable effect on the model

predictions, as shown in Figure 189.
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Figure 189 — Effect of Timestep on CFB Wetting
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Liquid Relative Permeability

Adjusting the liquid relative permeability had a significant effect on the depth of water
penetration. The results are shown in Figure 190. This shows that higher order power

law functions have lower rates of water penetration.
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Figure 190 - Effect of Liquid Relative Permeability on CFB Wetting
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Gas Relative Permeability

Adjusting the gas relative permeability had a significant effect on the rate of water
penetration. The results are shown in Figure 191. The same trend was observed as in
the liquid relative permeability. Higher order power law functions tend to decrease the

rate of water penetration.
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Figure 191 — Effect of Gas Relative Permeability on CFB Wetting
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Figure 193 - Effect of J-Function Coefficient 2
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Figure 194 - Effect of J-Function Coefficient 3
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Figure 195 - Effect of J-Function Coefficient 4
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Figure 196 - Effect of J-Function Coefficient 5
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Figure 197 - Effect of J-Function Coefficient 6
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G.1.2. Spray Wetting Sensitivity Analysis
Flux Boundary Condition
To test the sensitivity of the model during a spray wetting scenario, several parameters

were adjusted one at a time. The parameters that were adjusted are

spray

m!  —Water mass ﬂux[ k§ }
m-s

S, — Initial saturation

S, = Irreducible saturation
K — Permeability [m2 ]
@ — Porosity

2
D,, =Vapor mass diffusivity in air [m_}
s

L — Depth of sample[m]
n = number of nodes

At =time step

Thermal properties were found to have very little effect on the infiltration process.
When possible values chosen for examination were adjusted £10%. To investigate the
effect of numerical parameters, the time step and node spacing were adjusted as well.
The values of the parameters are shown in Table 25. In addition to these parameters,
three additional correlations were tested. The relative permeability for liquid and gas,
and the capillary pressure were adjusted in the same manner as for the CFB wetting
using a Type 1 BC . The results of adjusting the parameters in Table 25 and the three
additional correlations are shown in Figure 198 through Figure 214. The model showed
the greatest sensitivity to the water mass flux, porosity, and liquid relative permeability.
To a much lesser degree the model exhibited some sensitivity to permeability. The
model did not exhibit a significant sensitivity to the initial saturation, diffusivity, depth

of sample, number of nodes, and time step.
Sensitivity Coefficient

The baseline value for the case of spray wetting was 35.4 ms. The values of this

quantity for each of the cases where an input parameter was adjusted are shown in
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Table 28. The sensitivity coefficients for the parameters adjusted are shown in Table 29
in order of most sensitive to least sensitive. The maximum absolute value of the

change from the “high” and “low” cases was chosen to represent each parameter.
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Water Flux

The water flux was adjusted +10% from its base value. This has a significant effect
on the depth of water penetration, as shown in Figure 198.
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Figure 198 - Effect of Adjusting the Water Flux on Spray Wetting
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Initial Saturation

The initial water saturation was adjusted £10% from its base value. This did not have

a significant effect on the depth of water penetration, as shown in Figure 199.
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Figure 199 - Effect of Adjusting the Initial Saturation on Spray Wetting
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Permeability

The permeability was adjusted +10% from its base value. This had a slight effect on

the depth of water penetration, as shown in Figure 200.
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Figure 200 - Effect of Adjusting the Permeability on Spray Wetting
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Porosity

The porosity was adjusted +10% from its base value. This had a very significant
effect on the depth of water penetration, as shown in Figure 201. Increasing the
porosity decreased the depth of water penetration, while decreasing the porosity

increased the depth of water penetration.
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Figure 201 — Effect of Adjusting the Porosity on Spray Wetting
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Irreducible Saturation

The irreducible saturation was adjusted +10% from its baseline value of 0.15. This

had a significant effect on the depth of water penetration as shown in Figure 202.
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Figure 202 — Effect of Adjusting the Irreducible Saturation on Spray Wetting
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Sample Depth

The sample depth was adjusted £10% from its base value. This did not have a

significant effect on the depth of water penetration, as shown in Figure 203.
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Figure 203 - Effect of Adjusting the Depth of the Sample on Spray Wetting
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Diffusivity

The diffusivity was adjusted +10% from its base value. This did not have a

significant effect on the depth of water penetration, as shown in Figure 204.

Wetting Front

0.16
,,/
0.141 - 7
0.121 i
010 ]
+10%
€ 0.08] o Base ||
10%
O exp
0.06 1
0.04 - |
002l f
O() . | | | | |
0 100 200 300 400 500 600

Time (sec)

Figure 204 — Effect of Adjusting the Gas Phase Diffusivity on Spray Wetting
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Number of Nodes

The number of nodes was adjusted from its base value of 31 to a high value of 36 and a
low value of 26. This did not have a significant effect on the depth of water penetration,

as shown in Figure 205.
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Figure 205 — Effect of Number of Nodes on Spray Wetting
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Time Step

The time step was adjusted from its base value of 1 second, to a high value of 10

seconds and a low value of 0.1 seconds. This did not have a significant effect on the

predicted depth of water penetration, as shown in Figure 206.
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Figure 206 - Effect of Adjusting the Timestep on Spray Wetting
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Liquid Relative Permeability

Using different correlations for relative permeability had a significant effect on the
depth of water penetration into the material. Using a square function increased the rate
of water penetration significantly, while using a fourth power function decreased the

rate of water penetration. The results are shown in Figure 207.
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Figure 207 - Effect of Adjusting the Liquid Relative Permeability
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Gas Relative Permeability

Using different correlations for gas relative permeability did not have a significant

effect on the spray wetting process. The results are shown in Figure 208.
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Figure 208 - Effect of Adjusting the Gas Relative Permeability
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Capillary Pressure

The same 6 coefficients of the J-Function that were adjusted in the first wetting
sensitivity analysis were adjusted for the spray wetting scenario. Each coefficient was
adjusted +10%. The results are shown in Figure 209 through Figure 214. The model
exhibited a slight sensitivity to coefficients 1 and 4, and very little sensitivity to
coefficients 2, 3, 5, and 6. Overall, the model does not appear to be nearly as sensitive
to the J-Function correlation as it is to the water mass flux, porosity, and liquid relative

permeability.
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Figure 209 — Effect of J-Function Coefficient 1 on Spray Wetting of CFB
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Figure 210 — Effect of J-Function Coefficient 2 on Spray Wetting of CFB
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Figure 211 — Effect of J-Function Coefficient 3 on Spray Wetting of CFB
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Figure 212 — Effect of J-Function Coefficient 4 on Spray Wetting of CFB
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Figure 213 — Effect of J-Function Coefficient 5 on Spray Wetting of CFB
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Figure 214 — Effect of J-Function Coefficient 6 on Spray Wetting of CFB
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G.2. Details of Particulate Media Drying Sensitivity Analysis

A sensitivity analysis was conducted on the drying of particulate media discussed in
the validation section. The inputs are those given in the validation section. Several of
the inputs were each adjusted by adding and subtracting 10% of their base value. The
effects of these changes on the total mass of the sample, and the temperature at a depth
of Smm beneath the surface of the material are observed. Other inputs were adjusted
by other amounts when 10% was not reasonable, such as the initial and ambient
temperatures. The values of the parameters used for this screening exercise are given in
Table 30.

Other Parameters Tested

In addition to the testing the sensitivity of the model to the input parameters in Table
30, several additional constitutive relations were also tested. The correlations tested
were those for relative permeabilities for liquid and gas, capillary pressure, and relative

humidity.
Relative Permeabilities

The effect of the liquid and gas relative permeability correlation was tested by

adjusting the power that the saturation is raised to. The correlations used were

For liquid relative permeability

K, = ijf — Baseline case

Kr'l = SZ

n b n
o — High" case

K, = S:ff —"Low" case

For gas relative permeability
3

K, = (1 =S, ) — Baseline case
2

K, = (1 - Seﬁ.) —"High" case

K, = (l—Seff )4 ="Low" case
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Capillary Pressure Correlation
The sensitivity of the model to the correlation for capillary pressure was tested by

adjusting the J-Function. The correlations used for the J-Function are shown in Figure

215. The results are shown in Figure 241.

J-Function
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: = Base Case
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Figure 215 — J-Function Curves used for Sensitivity Analysis of Particulate Media

Drying
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Relative Humidity Correlation

The sensitivity of the model to the form of the relative humidity correlation used was

tested. The three correlations used are shown in Figure 216.

Particulate Media
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Figure 216 — Relative Humidity Correlations used for Sensitivity Analysis of
Particulate Media Drying

The results of adjusting the 15 input parameters from Table 30 and the 4 constitutive
relations are shown in Figure 217 through Figure 241. The model showed the greatest
sensitivity to adjusting the heat and mass transfer coefficients, ambient relative
humidity, ambient temperature, and initial saturation. The model did not exhibit
significant sensitivity to the permeability, porosity, specific heat, thermal conductivity,
density, diffusivity, liquid or gas relative permeabilities, relative humidity correlation,
or capillary pressure. Of the parameters that did have an significant effect, they can be
broken down into two groups: factors that affect the surface heat and mass transfer
rates, and factors that affect the initial dimensional water content. Adjusting the

porosity and density of the solid phase had a significant effect on the model results, but
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this was determined to be caused by the associated change in the initial mass of water
and the mass of solid materials. What this indicates is that the process that is being
observed is one where a mass of water is being evaporated, and once enough of the
water is evaporated, the surface evaporative cooling will drop rapidly, and the
temperature of the material will jump rapidly. Any change in the initial mass of water
in the sample will have a significant impact on the time until the jump occurs. Since
there is very little internal resistance to fluid flow (as measured by the large
permeability), this is essentially a surface transfer controlled process. Internal transfer
mechanisms are not limiting the drying process in any significant way until the

material becomes very dry.

Temperature Jump

The temperature of the sample was observed both experimentally and in the model to
exhibit a dramatic “jump” once the saturation at the surface became sufficiently low
and the evaporative cooling decreased rapidly. The time at which this jump occurred is
of interest, and provides a definitive location in time that can be quantitatively
compared when adjusting input parameters. The effect on the jump time when
adjusting the model inputs described previously is shown in Table 38. The baseline
jump time was 16,007 seconds. The rankings of the calculated sensitivity coefficients

of the input parameters for particulate media drying are shown in Table 42
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Permeability

Adjusting the permeability did not appear to make a noticeable difference in the

predicted temperature history or mass loss outputs, shown in Figure 217.
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Figure 217 — Effect of Permeability on Drying of Quartz Particles
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Porosity

Adjusting the porosity did not seem to affect the evaporation rate significantly, but it
did change the initial moisture content, and the predicted time needed to evaporate all
of the water, as seen in Figure 218. This is due to the significant initial moisture
content change. Since the model calculates the moisture content from saturation, if the
initial saturation is not changed as an input, the initial moisture content will be changed
as the porosity is changed. Essentially the pores are being made larger, but the fraction
of pores filled with water is constant, so there is more water in the material for a larger
value of porosity. If the initial moisture content is held constant and the initial
saturation is changed, the result is seen in Figure 219. For that analysis, the porosity
was only increased by +10% and +20%. To determine if this is caused by the porosity
or the corresponding increase in the initial mass of water in the sample, the following

condition was applied to keep the initial mass of water in the material constant

5,54

9,
From Figure 220 it can be seen that changing the porosity in the range of 5% has very
little effect on the dimensional drying rate at the surface, as evidenced by the results in
Figure 220. This indicates that the porosity itself has little effect on the drying rate or
rate of heat transfer. Instead, this demonstrates that the initial mass of water in the
material (which is related to the porosity) does have a significant effect on the rate of

drying, and therefore the time at which the surface temperature jumps.
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Figure 218 - Effect of Porosity on Drying of Quartz Particles - S, Held Constant
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Figure 219 - Effect of Porosity on Drying of Quartz Particles - MC, Held
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Figure 220 - Effect of Adjusting the Porosity - Initial Mass of Water Held
Constant

456



Specific Heat of Solid Phase

The specific heat of the solid phase was adjusted by +10%. This had very little effect
on the predicted temperature history, or the drying rate of the quartz particles, as shown

in Figure 221.
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Figure 221 - Effect of Specific Heat on Drying of Quartz Particles
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Thermal Conductivity of Solid Phase

Adjusting the thermal conductivity of the solid phase had little effect on the predicted
temperature history of drying rate of the quartz particles, as seen in Figure 222.
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Figure 222 - Effect of Thermal Conductivity on Drying of Quartz Particles
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Density of Solid Phase

Adjusting the density of the solid phase while leaving the initial water saturation
constant had only a very slight effect on the predicted temperature history, but a more
pronounced effect on the predicted drying rate as seen in Figure 223. In this case, by
adjusting the density of the solid, the moisture content is changed, but the amount of
water in the material remains unchanged. The dimensional drying rate is therefore
approximately the same in each case as shown in Figure 224. For that reason, each

case reached the dry state at approximately the same time. If the initial moisture
content is held constant and the initial saturation is adjusted, the results are shown in
Figure 225. For that analysis, the moisture content was only able to be increased by 5%.
In this case however it is the increase in the mass of water in the material that is

responsible for the significant changes.
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Figure 223 - Effect of Solid Phase Density on Drying of Quartz Particles - S, Held
Constant
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Figure 224 — Effect of Solid Phase Density on Dimensional Drying Rate
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Figure 225- Effect of Solid Phase Density on Drying of Quartz Particles - MC,
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Diffusivity of Vapor in Air

Adjusting the diffusivity of vapor in air had little effect on the predicted temperature or

mass loss histories of the quartz particles.
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Figure 226 - Effect of Diffusivity on Drying of Quartz Particles
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Heat Transfer Coefficient

Adjusting the heat transfer coefficient had a significant effect on the predicted mass
loss rate during the drying of the quartz particles. Increasing the heat transfer
coefficient produced a slightly higher surface temperature, which in turn produced a
greater drying rate. Once the material reached it’s nearly dry state, the temperature

jumped up significantly.
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Figure 227 - Effect of Heat Transfer Coefficient on Drying of Quartz Particles
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Mass Transfer Coefficient

The choice of mass transfer coefficient had a much less significant effect on the
predicted temperature and moisture content histories than did the heat transfer
coefficient. Increasing the mass transfer coefficient initially lowered the surface
temperature very slightly but increased the evaporation rate. This caused the material
to dry out slightly faster, and once the material was dry the temperature jumped up

slightly sooner. The opposite was true for the lower mass transfer coefficient case.
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Figure 228 - Effect of Mass Transfer Coefficient on Drying of Quartz Particles
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Relative Humidity

The relative humidity has a significant effect on both the temperature and moisture
content histories as shown in Figure 229. Increasing the relative humidity lowers the
evaporation rate, and increases the surface temperature, since the evaporative heat
losses at the surface are less. This delays the point at which the material becomes
nearly dry and the temperature jumps up. The opposite is true for decreasing the
relative humidity. In that case, the evaporation rate is increased, thereby increasing the
evaporative heat losses, and lowering the surface temperature. The material dries out

faster and the temperature jumps up sooner.

Total Moisture Content

0.25
0 2’t Base Case
= ' +10%
—\; 0.15+ -10%
=3 T exp
o 0.1
=
0.05F +
0 L L L L L T + L + |
0 50 100 150 200 250 300 350 400
Time (min)
Temperature at 2mm
330
__ 320 + -
X ﬁ
-S? 310+ . +
2 300 ﬁ + T 7
£
= 200"
280 L L L L L L L |
0 50 100 150 200 250 300 350 400
Time [min]

Figure 229 - Effect of Relative Humidity on Drying of Quartz Particles
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Initial Temperature

Changing the initial temperature by +2°did not have a significant effect on this
simulation. The results are shown in Figure 230.
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Figure 230 - Effect of Adjusting the Initial Temperature
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Ambient Temperature

Adjusting the ambient temperature by +2° had a significant effect on this simulation.
The effect was an increase or decrease in the rate of heat transfer into the material from
the ambient. The rate of mass loss and the time that the surface temperature jumped

were both affected. The results are shown in Figure 231.

Total Moisture Content

0.25F
,*,mk
Base Case
= 02f +2°C
x L
E 0.15 200
o 0.1r T exp
=
0.05F
0 L L L L L L L |
0 50 100 150 200 250 300 350 400
Time (min)
Temperature at 2mm
330
__ 320
192
@ 310+ . +
©
o001/
@
F 290+
280 | | | | | | | |
0 50 100 150 200 250 300 350 400
Time [min]

Figure 231 - Effect of Changing the Ambient Temperature
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Depth of Sample

Adjusting the depth of the sample by +1.5mm (10%) had a significant effect on the
rate of change of the moisture content. This is because the moisture content is scaled
with the total mass of the sample. The time at which the temperature jumps is
significantly affected, since the total amount of water to be removed is changed. This is
shown in Figure 232. The dimensional mass loss rate does not seem to be affected.

This is shown in Figure 233.
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Figure 232 — Effect of Adjusting the Depth of the Sample
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Figure 233 — Effect of Adjusting the Depth of the Sample — Dimensional Mass
Loss Rate

If the depth is adjusted and the initial mass of water in the sample is held constant

using the following constraint

It can be shown that the model is not sensitive to the length of the sample when the
initial mass of water is held constant, as shown in Figure 234. For this simulation, the

length was only adjusted by +5% to avoid saturations above 1.
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Figure 234 — Effect of Depth of Sample on Drying of Particulate Media — Initial

Mass of Water Held Constant
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Initial Saturation

The initial water saturation was adjusted *5% from its base value. This had a
significant effect on the time at which the surface temperature jumped, as shown in
Figure 235. Increasing the initial saturation increased the mass of water that had to be
evaporated before the temperature could jump, and therefore increased the time at

which the jump occurred.
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Figure 235 — Effect of Initial Saturation on Drying of Particulate Media
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Number of Nodes

The number of nodes was adjusted from its base value of 16 to a “low” value of 11 and

a “high” value of 21. This did not have a significant effect on the mass loss rate or

temperature.
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Figure 236 — Effect of Adjusting the Number of Nodes
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Time Step
The time step was adjusted from its base value of 1 second, to a “high” value of 2

seconds and a “low” value of 0.5 seconds. Adjusting the time step had no significant

effect on the mass loss rate or temperature.
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Figure 237 — Effect of Adjusting the Timestep
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Liquid Relative Permeability
The liquid relative permeability was changed from its base case of a cubic function of

saturation, to a fourth order function and a square function. This had an effect on the

mass loss rate or temperature, as is shown in Figure 238.
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Figure 238 — Effect of the Liquid Relative Permeability Correlation
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Gas Relative Permeability
The gas relative permeability was changed from its base case of a cubic function of

saturation, to a fourth order function and a square function. This did not have a

significant effect on the mass loss rate or temperature, as is shown in Figure 239.
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Figure 239 — Effect of Gas Relative Permeability
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Relative Humidity

The relative humidity correlation was adjusted as shown in Figure 216. This did not

have a significant effect on the mass loss rate or temperature as shown in Figure 240.
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Figure 240 — Effect of Relative Humidity Correlation on Drying of Particulate
Media
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Capillary Pressure Correlation

The capillary pressure was adjusted from its base correlation, to the “high” and

“low” values shown in Figure 215. This did not have a significant effect on the mass

loss rate or temperature as shown in Figure 241.
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Figure 241 — Effect of Capillary Pressure Correlation on Particulate Media

Drying
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Irreducible Saturation

The irreducible saturation was adjusted +£10% from its base value of 0.09. This had a

slight effect on the temperature and mass loss rate, as shown in Figure 242.
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Figure 242 - Effect of Irreducible Saturation on Particulate Media Drying
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G.3. Details of Brick Drying Sensitivity Analysis

The sensitivity of the model was tested for the case of convective drying of brick. The
parameters tested and their values are shown in Table 31. Additionally, the correlations
used for relative permeabilities, relative humidity, and capillary pressure were tested.

Capillary Pressure

The capillary pressure of brick is assumed to be that of sandstone, which is given by
Kaviany [23] to be

—P-p =—2 _[03-0.0663In(S 8.
pc pw \/ml: n( w lr):l

The capillarty pressure calculated using relationship was adjusted +10% as shown in
Figure 243.
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Capillary Pressure (Pa)

5 1 1 1 1 1 1 1 1 1
0 0.1 0.2 0.3 0.4 05 06 0.7 0.8 0.9 1

Saturation

Figure 243 — Capillary Pressure Correlations Used for Sensitivity Analysis of
Brick Drying

Relative Permeabilities
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The gas and liquid relative permeabilities for brick are assumed to be that of sandstone
which is given by Kaviany [23] as

_ 4
Krl - Seff

B _@—sﬂf
*(1-8%)

These correlations were adjusted to the following high and low cases

High Case
K, =S,
(1-8,)"
o (-8
Low Case
K, = Scfstf'
P Sy )
(1-857)

These correlations are shown in Figure 244.
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Brick Relative Permeabilities
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Figure 244 — Relative Permeabilities used in Sensitivity Analysis of Brick Drying
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Relative Humidity

The sensitivity of the model to the relative humidity correlation was tested. The base
case the correlation was adjusted as shown in Figure 245. The saturation at a given
relative humidity was adjusted by +£20%.

Particulate Media
1 T |y B —
—

-

high
base [
low

Relative Humidity
© o o © o o
w £ (&) (o)} ~ (o]
T T T T T T

o
N
T

0.1

0 S [ [ | [ [ [ | |
0 0.01 002 0.03 004 005 0.06 007 008 0.09 0.1
Saturation

Figure 245 - Relative Humidity Relations Used for Sensitivity Analysis of Brick
Drying
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Results

From this analysis it was shown that for the case of brick drying, the model is sensitive
to the porosity, heat transfer coefficient, ambient temperature, depth of sample, initial
saturation, and liquid relative permeability. The model is not sensitive to the
permeability, specific heat, thermal conductivity, density, diffusivity, mass transfer
coefficient, relative humidity, initial temperature, gas relative permeability, relative
humidity correlation, or capillary pressure correlation. This indicates that the process
of brick drying is sensitive to the amount of water in the brick, the surface heat transfer

heat transfer, and the internal liquid transport mechanisms.
Sensitivity Coefficient

The model-predicted surface temperature was used to measure the model’s sensitivity
to the adjusted inputs. The area under the surface temperature curve was integrated

using the trapezoidal rule
nt

T, = Z( T i F T i )At (units Kelvin * seconds)
i=1

This value was used to calculate a sensitivity coefficient for each parameter x;

sum

SI.ZLAT
T, Ax

sum i

The baseline value for Ty, is 20,170,000 Ksec. This quantity was calculated for each
of the 19 parameters that were adjusted. These values are shown in Table 39. The

calculated sensitivity coefficients for the adjusted input parameters are shown in Table
43.
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Permeability
The permeability was adjusted by +10%. This had a very small effect on the mass

loss rate and surface temperature.

Moisture Content
02

base case
0.15 1\ +10%
& -10%
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o

0.05- =

0 2 4 6 8 10 12 14 16 18
Time (hours)

Surface Temperature
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340+ 0
330 S

320 - ﬁ

310
300;

290 ! ! ! ! ! I
0 2 4 6 8 10 12

Time (hours)

Temperature (K)

|-

Figure 246 — Effect of Permeability on Convective Drying of Brick
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Porosity

The porosity was adjusted by +10%. This had a significant effect on the mass loss
rate and surface temperature as shown in Figure 247. Increasing the porosity lowered
the surface temperature, and lowering the porosity increased the surface temperature.
The difference in mass loss rates is partially due to the fact that adjusting the porosity
while keeping the saturation constant affects the moisture content. To investigate this
further two alternative cases were considered; 1) adjusting the porosity while keeping
the initial moisture content constant, and 2) adjusting the porosity while keeping the

initial mass of water in the sample constant.

Moisture Content
0.2r

base case
+10%
-10%

MC

0.05F

0 1 1 1 1 1 1 1 1 |
0 2 4 6 8 10 12 14 16 18

Time (hours)

Surface Temperature
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320

310

300+
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Temperature (K)
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Figure 247 — Effect of Porosity on Convective Drying of Brick
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The moisture content in brick is defined as

MC = oS.p.V ] mass water
(1-4)pV

mass solid

Where V is the volume of the sample. The initial moisture content is held constant by

the following constraint

_ ¢1Sw,1pw (1 -, ) Py

"2 (1 - ¢1 ),05 ¢2pw

The result of using this constraint while adjusting the porosity is shown in Figure 248.

The mass of water in the sample is

Myater = ¢S wh, wV
or

" _
m water — ¢Swp WL

So the initial mass of water in the material is held constant with the following

constraint
S _ ¢1 Sw,l
w2
¢,

The results of using this constraint while adjusting the porosity are shown in Figure
249.
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Moisture Content
0.2
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Figure 248 — Effect of Porosity on Convective Drying of Brick — MC, Held
Constant
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Water Content
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Figure 249 — Effect of Porosity on Convective Drying of Brick — Initial Mass of
Water Held Constant

From these results it can be seen that the porosity has a significant effect on the drying
rate and the surface temperature is relatively independent from initial moisture content
effects. In order to determine if this is a porosity effect, or if it is related to the moisture
content dependence of the heat and mass transfer coefficients, an additional test was
performed. The porosity was adjusted, while the surface heat and mass transfer

coefficients were maintained constant values

=375
m
h =0.04152
S

The results are shown in Figure 250 for the case where the initial water mass in the
brick is constant. Adjusting the porosity is shown to have a significant effect that is

separate from the associated change in the initial mass of water in the material or its
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effect on surface heat and mass transfer coefficients.

Water Content
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d base case
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Figure 250 — Effect of Adjusting the Porosity on Convective Drying of Brick —
Constant Initial Mass of water and Constant Heat and Mass Transfer Coefficients

489



Specific Heat of Solid Phase

The specific heat was adjusted by +10%. This did not have a significant effect on the

mass loss rate or surface temperature, as shown in Figure 251.

Moisture Content
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Figure 251 - Effect of Specific Heat of Solid on Convective Drying of Brick
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Thermal Conductivity of Solid Phase

The thermal conductivity of the solid phase was adjusted by +10%. This did not have

a significant effect on the mass loss rate or surface temperature, as shown in Figure
252.

Moisture Content
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Figure 252 - Effect of Thermal Conductivity of Solid on Convective Drying of
Brick
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Density of Solid Phase

The density of the solid phase was adjusted by +10%. This had a significant effect on
the non-dimensional mass loss rate, but very little effect on the surface temperature, as
shown in Figure 253. This is partially due to the fact that adjusting the solid phase
density changes the moisture content, which is calculated on a per unit solid mass basis.
If the dimensional mass loss rate is plotted with kg of water/m” on the y-axis it can be
seen in Figure 254 that the dimensional drying rate is not significantly affected by
changing the solid density. To investigate this further the density of the solid phase was
adjusted with the initial moisture content held constant with the following constraint.

p 5,2
Sw,Z = Sw,l

s,1

The results from this test are shown in Figure 255.
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Figure 253 - Effect of Density of Solid Phase on Convective Drying of Brick
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Water Content
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Figure 254 — Effect of Density of Solid Phase on Dimensional Mass Loss Rate
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Figure 255 — Effect of Density of Solid Phase on Convective Drying of Brick —

MC, Held Constant
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Diffusivity

The vapor diffusivity was adjusted by +10% This had a very slight effect on the
moisture content and surface temperature, as shown in Figure 256. Increasing the
diffusivity allowed slightly more water vapor to diffuse to the surface, thereby
increasing the evaporation rate, and lowering the surface temperature. Decreasing the

diffusivity had the opposite effect.
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Figure 256 - Effect of Diffusivity on Convective Drying of Brick
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Heat Transfer Coefficient

The surface heat transfer coefficient is calculated in the model using the correlation of
Chen and Pei (1988) for forced convection

MC,,, —0.015
09-0015 [W/m’K]

This value of h that was calculated for each iteration in the model was adjusted
+10%. This had a slight effect on the mass loss rate, and a much more significant

effect on the surface temperature, as shown in Figure 257.
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Figure 257 - Effect of Heat Transfer Coefficient on Convective Drying of Brick
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Mass Transfer Coefficient

The mass transfer coefficient was calculated using the correlation of Chen and Pei [39]

for forced convection

M, —0.015
h,=0.083]0.1+0.9—“ "~
0.09-0015 )

This value that was calculated every iteration in the mode was adjusted +10%. This
had almost no effect on the mass loss rate and a very small effect on the surface

temperature.
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Figure 258 - Effect of Mass Transfer Coefficient on Convective Drying of Brick
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Relative Humidity

The relative humidity was adjusted by +10% This had a very slight effect on the
mass loss rate and surface temperature as shown in Figure 259. Since the expected
uncertainty in the relative humidity is most likely more than 10% of 9.3% (0.93% RH),
the sensitivity to larger changes was tested. Values of 0%, 9.3% (base case), and 20%

were tested and shown in Figure 260.
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Figure 259 - Effect of Relative Humidity on Convective Drying of Brick
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Figure 260 — Effect of Larger Changes in Relative Humidity on Drying of Brick

From Figure 260 it can be seen that larger changes in the relative humidity can have a

significant effect on the surface temperature and drying rate.
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Initial Temperature

The initial temperature of the brick was adjusted +2°C . This did not have a

significant effect on the surface temperature history or the mass loss rate as shown in

Figure 261.
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Figure 261 - Effect of Initial Temperature on Convective Drying of Brick
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Ambient Temperature

The ambient temperature was adjusted by +2°C . This had a significant impact on the
surface temperature as shown in Figure 262.
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Figure 262 - Effect of Ambient Temperature on Convective Drying of Brick
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Sample Depth

The depth of the brick sample was adjusted by +10%. This had a significant effect on
the drying rate and surface temperature as shown in Figure 263. This is partially due to
the fact that increasing the length while holding the initial moisture content constant
will increase the total mass of water in the sample.
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Figure 263 - Effect of Sample Depth on Convective Drying of Brick

To separate the effects of changes in sample depth from the effects of the associated
increase in mass of water in the sample, the initial mass in the sample was held
constant by using the following constraint while changing the sample depth.
S =5, i

Ll
The results of this change are shown in Figure 264. Adjusting the depth of the sample
has a significant effect on the drying rate and surface temperature. Increasing the depth
of the sample increases the distance that water must travel in order to reach the surface

and evaporate. This increases the resistance to water flowing to the surface, lowers the
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evaporation rate, and increases the surface temperature. Decreasing the sample depth

has the opposite effect.
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Figure 264 — Effect of Sample Depth on Dimensional Drying Rate for Convective

Drying of Brick
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Initial Water Saturation
The initial saturation was adjusted 10% from its base value. This had a significant
effect on the mass loss rate and surface temperature, as shown in Figure 265.

Moisture Content
0.2

i base case
high
low%

0.15

MC

0.05

0 2 4 6 8 10 12 14 16 18
Time (hours)

Surface Temperature
360 -

340 &

320 -

Temperature (K)

3001
| | | | | |

0 2 4 6 8 10 12
Time (hours)

Figure 265 — Effect of Initial Saturation on Convective Drying of Brick
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Number of Nodes

The number of nodes was adjusted from the base value of 31, to a “high” value of 41
and a “low” value of 21. This had a very slight effect on the model result, as shown in

Figure 266. Increasing the number of nodes increased the mass loss rate slightly.
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Figure 266 — Effect of Number of Nodes on Convective Drying of Brick
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Timestep

The time step was adjusted from its base value of 1 second, to a “high” value of 10

seconds and a “low” value of 0.1 second. The smaller time step did not have any

observable effect on the temperature or mass loss rate, as shown in Figure 266. The

larger time step produced a lower mass loss rate, and severe oscillations in the surface

temperature.
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Figure 267 — Effect of Timestep on Convective Drying of Brick
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Liquid Relative Permeability

The sensitivity of the model to the liquid relative permeability correlation was tested. A
fourth power function of saturation is the base case. A fifth power and cubic function
were used as the ‘low’ and ‘high’ cases. This had a very significant effect on the drying

rate and surface temperature.
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Figure 268 - Effect of Liquid Relative Permeability on Convective Drying of Brick
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Gas Relative Permeability

The sensitivity of the model to the gas relative permeability correlation was tested by
adjusting the correlation from the base case to the high and low correlations shown in
Figure 244. The results are shown in Figure 269. This did not have a significant effect

on the surface temperature or drying rate.
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Figure 269 - Effect of Gas Relative Permeability on Convective Drying of Brick
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Relative Humidity Correlation
The relative humidity correlation was adjusted from its base case correlation to the

“high” and “low” correlations as shown in Figure 245. This had a slight effect on the

surface temperature and mass loss rates as shown in Figure 270.
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Figure 270 — Effect of Relative Humidity Correlation on Convective Drying of
Brick
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Capillary Pressure

The sensitivity of the model to the capillary pressure correlation was tested. The base
case capillary pressure was adjusted +£10% as shown in Figure 243. The results are
shown in Figure 271. Increasing the capillary pressure increased the mass loss rate and
lowered the surface temperature. Presumably this means that the increased capillary
pressure drew more water to the surface, thus allowing for a greater evaporation rate,
which increased the evaporative cooling, and led to a cooler surface temperature.

Decreasing the capillary pressure had the opposite effect.
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Figure 271 — Effect of Capillary Pressure Correlation on Brick Drying
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Irreducible Saturation

The irreducible saturation was adjusted 107 from its base value of 0.09. The results
are shown in Figure 272.
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Figure 272 — Effect of Irreducible Saturation on Brick Drying
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G.4. Convective Drying of Wood Sensitivity Analysis

The sensitivity of the model was tested for the case of wood drying. The values of the
simple parameters that were adjusted are shown in Table 32. Whenever possible these
were adjusted by £10%. In some cases this was not possible or practical. For example
the initial temperature and ambient temperature were adjusted by 2 degrees C because
that is a reasonable uncertainty to associate with temperature measurements made with
thermocouples. The material was initially completely saturated, so the initial saturation

could only be decreased. It was decreased by approximately 10% and 20%.
Constitutive Relations Tested

To determine if the form of other constitutive relations have a significant effect on the
model, tests were conducted on the correlations for liquid and gas relative permeability,
relative humidity, capillary pressure, and surface drying coefficient.

Relative Permeability

The relative permeabilities of wood are assumed to be linear in the model. To test the

sensitivity of the model to this assumption, non-linear correlations were used. The

liquid relative permeability was tested as a square and cubic function of saturation

K, = Sesz (case 1)
K, = Sjﬂ. (case 2)

The gas relative permeability was tested as square and cubic functions of gas saturation
2

K., =0.05 (1 - Seff) (case 1)
3

K, =0.05 (1 - Seff) (case 2)

These correlations are shown in Figure 273. The results of adjusting the gas and liquid

relative permeability correlations are shown in Figure 296 and Figure 297.
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Relative Permeability
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Figure 273 — Relative Permeabilities used in Sensitivity Analysis

Relative Humidity

The relative humidity for wood is calculated from the vapor pressure correlation given

by Nasrallah and Perre [38]

P, =D, exp((l7.884—0.1423T+0.0002363T2)(1.0327 —0.000674T)92M)

The value obtained from this correlation was adjusted +£10%. The results are shown in

Figure 298.

Capillary Pressure

The correlation used for the capillary pressure in wood was measured by Spolek and

Plumb [45]. They found a wide variation between the different samples tested. Their

average correlation was used in the model
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p. =1.24x10*57%

To test the sensitivity of the model to this correlation, it was adjusted +10% as shown

in Figure 274.

Capillary Pressure in Wood
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Figure 274 — Capillary Pressure Used for Sensitivity Analysis of Wood
The results of adjusting the capillary pressure are shown in Figure 299.
Surface Drying Coefficient

The surface mass loss rate for wood is calculated as

10y = Bl (P = Prce)
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Where the surface drying coefficient, beta, is the surface saturation to the third power:
p=S,

The power of this function was adjusted =10%. The results are shown in Figure 300.
Results

Adjusting the parameters in Table 32 and the 5 constitutive relations discussed showed
that for convective drying of wood, the model is the most sensitive to the ambient
temperature and liquid relative permeability. The model is also is sensitive, to a lesser
degree, to the pemeability, porosity, density, heat and mass transfer coefficients, length
of the sample, initial saturation, gas relative permeability, relative humidity correlation,
capillary pressure, and drying coefficient. The model did not exhibit significant
sensitivity to the specific heat, thermal conductivity, diffusivity, relative humidity, or
initial temperature. This indicates that both surface transfer phenonemon as well as
internal heat and mass transfer is important to the drying process when modeling the

convective drying wood.

Sensitivity Coefficient
The model predicted surface temperature was used to measure the models sensitivity to
the adjusted inputs. The area under the surface temperature curve was integrated using

the trapezoidal rule
nt

T, = Z( Tori + Topin )At (units Kelvin * seconds)
i=1

This value was used to calculate a sensitivity coefficient for each parameter x;
x, AT,

sum

i ﬂum A)Ci
The baseline value for Tgyp, is 24,720,000 Ksec. This quantity was calculated for each
of the 19 parameters that were adjusted. These values are shown in Table 40. The
calculated sensitivity coefficients for the adjusted input parameters are shown in Table

44,
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Permeability

The permeability of wood was adjusted by +10%  This did not have a significant
effect on the drying rate and surface temperature as shown in Figure 275. Increasing
the permeability allowed slightly more water to be transported to the surface, thus

increasing the mass loss rate, and decreasing the surface temperature by a small

amount.
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Figure 275 -Effect of Permeability on Convective Drying of Wood
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Porosity

The porosity of wood was adjusted by +10%  This had a significant effect on the
drying rate and surface temperature as shown in Figure 276. By adjusting the porosity,
the amount of water in the material is also changed. To investigate this further, two
more cases were considered: 1) adjusting the porosity and the initial water saturation
while keeping the initial moisture content constant, and 2) adjusting the porosity and
the initial water saturation while keeping the total initial mass of water in the wood
constant. Since the initial saturation was already 0.99 for the base case, it cannot be
increased significantly. For the second and third cases considered the porosity was
increased the saturation decreased to give the desired initial conditions. The results of

these tests are shown in Figure 277 and Figure 278.
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Figure 276 - Effect of Porosity on Convective Drying of Wood
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To keep the initial mass of water in the material constant, the following method was
used. Since we are assuming that wood has 30% moisture content that is chemically

bonded to the solid matrix, the moisture content is

kg water

MC — ¢Swpw — ¢Swpw + 03(1 B ¢)'DY [:] m3
(1-¢)p, (1-¢)p, kg solid

3

m

The total mass of water in the sample is

mwater = MC(1_¢)va

or
m!.. =MC(1-¢)p,L

water

Where V and L are the volume and the thickness of the sample being dried. To
keep the initial water content of the material constant while changing the porosity, the

following constraint was used

— ¢1Sw,lpw +0'3(1_¢1)ps,1 _0'3(1_¢2)ps,2
¢2pw

S

w,2

This constraint was used to adjust the initial saturation while also adjusting the porosity.
By keeping the initial mass of water in the material constant, it was shown that
adjusting the porosity alone increased the evaporation rate and decreased the surface
temperature. This is shown in Figure 278. Note that the y-axis units for mass loss are

kg water/m?.
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Figure 277 —Effect of Porosity on Drying of Wood — MC, Held Constant
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Mass of Water
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Figure 278 — Effect of Porosity on Drying of Wood — Initial Mass of Water Held
Constant

From these tests it can be seen that increasing the porosity increases the mass loss rate,
and decreases the surface temperature. It is unclear how much of this is caused by
internal transport and how much is surface effects arising from the dependence of the
mass transfer coefficient on the surface moisture content. The results from Figure 278
will be used to calculate the sensitivity coefficient for porosity.
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Specific Heat of Solid

The specific heat of the solid phase of wood was adjusted by +10% This did not a
significant effect on the drying rate and surface temperature as shown in Figure 279.
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Figure 279- Effect of Specific Heat of Solid on Convective Drying of Wood
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Thermal Conductivity of Solid

The specific thermal conductivity of the solid phase of wood was adjusted by +10%
This did not a significant effect on the drying rate and surface temperature as shown in

Figure 280.
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Figure 280 — Effect of Thermal Conductivity of Solid on Convective Drying of
Wood
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Density of Solid Phase

The density of the solid phase of wood was adjusted by +10%  This had a significant

effect on the drying rate and a much less significant effect on surface temperature as

shown in Figure 281. This is due to the fact that adjusting the density of the solid phase

affects the moisture content (mass of water per unit mass of solid) by changing the

mass of solid material without changing the mass of water. To investigate this effect

further, two more cases were considered: 1) adjusting the density of the solid phase

while keeping the initial moisture content constant, and 2) adjusting the density of the

solid phase while keeping the initial mass of water in the wood constant.
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Figure 281 - Effect of Density of Solid Phase on Convective Drying of Wood
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In order to adjust the density while keeping the initial moisture content constant and
the saturation less than 1, the density could only be decreased. The results of this test

are shown in Figure 282.
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Figure 282 - Effect of Density of Solid Phase on Convective Drying of Wood —
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In order to adjust the density while keeping the initial mass of water constant and the
saturation less than 1, the density could only be increased. This is due to the fact that
30% of the total mass of water is bound to the solid matrix. The results of this test are
shown in Figure 283. The dimensional mass loss rate is decreased when the density is
increased. From these three cases it can be seen that changing the density had a
significant effect on both the dimensional and non-dimensional mass loss rates. It is
unclear if this is due to heating effects or surface mass transfer coefficient dependence
on surface moisture content. The results from Figure 283 will be used to calculate a

sensitivity coefficient for density.
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Figure 283 - Effect of Density of Solid Phase on Convective Drying of Wood —
Initial Mass of Water Held Constant
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Diffusivity

The diffusivity was adjusted by +10% _This did not have a significant effect on the
mass loss rate or surface temperature as shown in Figure 284.
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Figure 284 - Effect of Diffusivity on Convective Drying of Wood
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Heat Transfer Coefficient

The heat transfer coefficient was adjusted by +10% This had a significant effect
surface temperature and a very small effect on the mass loss rate as shown in Figure

285.
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Figure 285 - Effect of Heat Transfer Coefficient on Convective Drying of Wood
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Mass Transfer Coefficient

The mass transfer coefficient was adjusted by +10% _This did not had a significant
effect on the mass loss rate or the surface temperature as shown in Figure 286.
Increasing the mass transfer coefficient lowered the surface temperature and increased
the mass loss rate a very small amount. Decreasing the mass transfer coefficient

increased the surface temperature and lowered the mass loss rate a very small amount.
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Figure 286 - Effect of Mass Transfer Coefficient on Convective Drying of Wood
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Relative Humidity

The relative humidity was adjusted by +10% _ This had almost no effect on the mass
loss rate or surface temperature as shown in Figure 287. To test whether further
changes in the relative humidity would have significant effects, simulations were run at
RH=0% and RH=10%. These are shown in Figure 287.
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Figure 287 - Effect of Relative Humidity on Convective Drying of Wood
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Adjusting the relative humidity from 5% up to 10% and down to 0% had a slight effect

on the mass loss rate and surface temperature.
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Figure 288 — Effect of Relative Humidity on Drying of Wood — Large Changes
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Initial Temperature

The initial temperature was adjusted by +2°C. This did not have a significant effect
on the mass loss rate or surface temperature as shown in Figure 289.
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Figure 289 - Effect of Initial Temperature on Convective Drying of Wood
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Ambient Temperature

The ambient temperature was adjusted by +2°C. This had a very small effect on the
mass loss rate and a very significant effect on the surface temperature as shown in

Figure 290.
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Figure 290 - Effect of Ambient Temperature on Convective Drying of Wood
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Sample Length

The length of the sample was adjusted by +10% This had a significant effect on the
mass loss rate and surface temperature as shown in Figure 291. Adjusting the length of

the sample increases the total mass of water in the material. To investigate this effect,

the sample length was adjusted by +10% while keeping the total amount of water in
the sample constant.
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Figure 291 - Effect of Sample Length on Convective Drying of Wood

To keep the initial mass of water in the material constant, the following method was
used. Since we are assuming that wood has 30% moisture content that is chemically

bonded to the solid matrix, the moisture content is

AN 4032 (¢SW,0W +0.3(1-¢) p, ) V [:] kg water

MC= (1-9)p, (1-¢)pV kg solid
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To keep the initial water content of the material constant while changing the porosity,

the following constraint was used

¢1Sw,1pw + 03(1 _¢l)ps‘ )Ll - 03(1 _¢2 )/JSLZ
¢2pr2

o

w,2

This constraint was used to adjust the initial saturation while also adjusting the sample
length therefore keeping the initial mass of water in the sample constant. By keeping
the initial mass of water in the material constant, it was shown that increasing the
sample length by 10% increased the surface temperature yet decreased the mass loss
rate. Increasing the sample rate by 20% increased the surface temperature further, and
decreased the mass loss rate further. The results are shown in Figure 292. It is unclear
how much of these effects are due to length effects alone, and how much are due to the
surface mass transfer coefficient dependency on surface moisture content. The results

from Figure 292 will be used to calculate a sensitivity coefficient for length.
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Figure 292- Effect of Sample Length on Convective Drying of Wood — Initial Mass
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Initial Saturation

The initial saturation was decreased from its base value of 0.99, to 0.9 and 0.8. This
had an effect on the mass loss rate and surface as shown in Figure 293. Decreasing the

initial saturation tended to decrease the mass loss rate and increase the surface

temperature.
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Figure 293 — Effect of Initial Saturation on Drying of Wood
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Number of Nodes
The number of nodes was adjusted from its base value of 31 to a “high” value of 41,

and down to a “low” value of 21. This did not have any significant effect on the mass

loss rate or surface temperature.
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Figure 294 — Effect of Number of Nodes on Drying of Wood
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Time Step

The time step was adjusted from its base value of 5 seconds up to a “high” value of 10

seconds, and down to a “low” value of 1 second. This did not have a significant effect

on the rate of mass loss or the surface temperature, as shown in Figure 295.
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Figure 295 — Effect of Adjusting the Timestep on Drying of Wood
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Liquid Relative Permeability

The liquid relative permeability was adjusted from its linear base correlation, to a
square function of saturation (high case), and a cubic function of saturation (low case).
Increasing the power of the function lowered the rate of mass loss, and increased the

surface temperature, as shown in Figure 296.
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Gas Relative Permeability

The gas relative permeability was adjusted from its linear correlation base case to a
square (high case) and cubic function (low case) of saturation as shown in Figure 273.
This had a significant effect on the mass loss rate, and surface temperature as shown in
Figure 297. Increasing the power dependence of the correlation lowered the rate of

mass loss and increased the surface temperature.
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Relative Humidity Correlation

The relative humidity correlation was adjusted +10%  The results are shown in Figure
298. Increasing the relative humidity correlation drew more water to the surface by

vapor phase diffusion. This increased the mass loss rate and decreased the surface

temperature.
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Figure 298 — Effect of Relative Humidity Correlation on Drying of Wood
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Capillary Pressure

The capillary pressure of wood was adjusted from its base correlation to the “high” and
“low” correlations in Figure 274. This had a slight effect on the mass loss rate and
surface temperature as shown in Figure 299. Increasing the capillary pressure had the
effect of drawing more water to the surface, increasing the mass loss rate and
decreasing the surface temperature. Decreasing the capillary pressure correlation had
the opposite effects.
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Figure 299 — Effect of Capillary Pressure on Drying of Wood
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Surface Drying Coefficient

The surface drying coefficient was adjusted from its cubic function base case. The
power of the function was increased to a “high” value of 3.3, and decreased to a “low”
value of 2.7. This had a slight effect on the mass loss rate and surface temperature, as
shown in Figure 300. Increasing the power had the effect of decreasing the evaporation
rate, thereby increasing the surface temperature. Decreasing the power had the

opposite effect.
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Figure 300 — Effect of Surface Drying Coefficient (Beta) on Drying of Wood
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Irreducible Saturation

The irreducible saturation was adjusted £10% from its base value of 0.2. This had a
slight effect on the surface temperature and sample mass. The results are shown in

Figure 301.
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Figure 301 — Effect of Irreducible Saturation on Drying of Wood
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G.5. Radiant Heating of CFB Sensitivity Analysis

The sensitivity of the model was tested for the case of radiant heating of wet samples
of ceramic fiberboard. The case selected for this exercise was the heating of samples
with an initial saturation of 0.5 at a heat flux of 20 kW/m®. The values of the
parameters adjusted are shown in Table 33. The results of adjusting these 18

parameters are shown in Figure 305 through Figure 376.
Other Input Parameters

The sensitivity of the model to several other constitutive relations was tested. The
sensitivity of the model to the correlations used for liquid relative permeability, gas
relative permeability, capillary pressure, and relative humidity was tested by adjusting

the correlations as described in the following sections.
Relative Permeability

The correlations for gas and liquid relative permeability used in the model for CFB are

taken from Kaviany [23]

o3
Krl =5, eff

K,=(1-5,)’

To test the sensitivity of the model to these correlations, a second order function was
used as the “high” case, and a fourth order function was used as the “low” case. These

correlations are shown in Figure 302.
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Figure 302 — Correlations used for Liquid and Gas Relative Permeability
Capillary Pressure

The correlation for capillary pressure that is used for CFB was determined from

experiments to be
¢
Peap = 0'\/;J (S )

where

J(S)= 0.4{0.364(1 —exp(-30(1-5)))+0.471(1-5)+ 0.035 }

§-0.1

The value calculated from this correlation was adjusted +10%, as shown in Figure
303.
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Figure 303 — Capillary Pressure Correlations used for Sensitivity Analysis

Relative Humidity

The relative humidity of CFB is assumed to be similar to that of brick, which is given

by the following correlation

(1_¢) 0.2
S:—”S(o.oms[&J +0.0125exp(20 Py —20}}

¢, Dy Dy

The value calculated from this correlation was adjusted +10%, as shown in Figure
304.
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Figure 304 — Relative Humidity of CFB used for Sensitivity Analysis

Sensitivity Coefficient
The time at which the surface saturation temperature jumps, tjump, Was used as a
quantitative measure of the effect of adjusting each parameter. A sensitivity coefficient

was calculated for each parameter x;

The change in the “jump” time for each parameter is shown in Table 41. The calculated

sensitivity coefficients are shown in Table 45.
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Permeability
The permeability was adjusted £10% from its base value of 5x10™"'m*. The effect
of this change on the surface temperature, centerline temperature, and mass loss are

shown in Figure 305, Figure 306, and Figure 307.
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Figure 305 — Effect of Adjusting the Permeability on Radiant Heating of CFB —

Surface Temperature
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Figure 306 — Effect of Adjusting the Permeability on Radiant Heating of CFB —

Center Temperature

Mass of Water
120 ‘

100F

60

Mass [g]

40 “

0 1 1 1 1 1

0 5 10 15 20 25
Time [min]

Figure 307 — Effect of Adjusting the Permeability on Radiant Heating of CFB —
Mass Loss
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Porosity

The porosity was adjusted £10% from its base value of 0.8. The effect of this
change on the surface temperature, centerline temperature, and mass loss are shown in
Figure 308, Figure 309, and Figure 310.
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Figure 308 - Effect of Adjusting the Porosity on Radiant Heating of CFB —
Surface Temperature
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Figure 309 - Effect of Adjusting the Porosity on Radiant Heating of CFB — Center
Temperature
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Figure 310 - Effect of Adjusting the Porosity on Radiant Heating of CFB — Mass
Loss
It can be seen in Figure 310 that adjusting the porosity while keeping the initial

saturation constant at 0.5 has the unintended effect of changing the initial mass of
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water in the sample. To test this effect, the porosity was adjusted while keeping the

initial mass of water in the sample constant by applying the following constraint

¢
S,=87
2

The effect of adjusting the porosity +10% subject to this constraint is shown in Figure
311, Figure 312, and Figure 313.
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Figure 311 - Effect of Adjusting the Porosity with Initial Mass of Water Held

Constant on Radiant Heating of CFB — Surface Temperature
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Figure 312 - Effect of Adjusting the Porosity with Initial Mass of Water Held
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Figure 313 - Effect of Adjusting the Porosity with Initial Mass of Water Held
Constant on Radiant Heating of CFB — Mass Loss

553



Specific Heat

The specific heat of the solid phase was adjusted £10% from its base value of 1046
J/kgK. The effect of this change on the surface temperature, centerline temperature,
and mass loss are shown in Figure 308, Figure 309, and Figure 310.
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Figure 314 - Effect of Adjusting the Specific Heat on Radiant Heating of CFB —
Surface Temperature

o

o
[¢)]

554



Center Temperature
100 ‘

90+~ R

60 .
50 :
40t 1

Temp [deg C]

20 high |
10F — base ||
low

0 ! ! ! ! I
0 5 10 15 20 25 30

Time [min]
Figure 315 - Effect of Adjusting the Specific Heat on Radiant Heating of CFB —
Center Temperature
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Figure 316 - Effect of Adjusting the Specific Heat on Radiant Heating of CFB —
Mass Loss
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Thermal Conductivity
The thermal conductivity was adjusted +10% from its base value of 0.133 W/mK.
The effect of this change on the surface temperature, centerline temperature, and mass

loss are shown in Figure 317, Figure 318, and Figure 319.

Surface Temperature
400 ‘ ‘

350 _ .

‘ high
base [
| low

Temp [deg C]
- N
(6} o
o o
|

—_
o
o
T
|

a

o
—
I

1 1 | 1
10 15 20 25 30
Time [min]

Figure 317 - Effect of Adjusting the Thermal Conductivity on Radiant Heating of

CFB - Surface Temperature

o
o —
o -

556



Center Temperature
100 ‘

90 R
80

50 e .
40 e .

Temp [deg C]
\

30

20

high |]
base
low

10

O L L L 1 I
0 5 10 15 20 25 30

Time [min]
Figure 318 - Effect of Adjusting the Thermal Conductivity on Radiant Heating of
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Figure 319 - Effect of Adjusting the Thermal Conductivity on Radiant Heating of
CFB — Mass Loss
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Density

The density was adjusted +10% from its base value of 1360 kg/m’. The effect of this
change on the surface temperature, centerline temperature, and mass loss are shown in
Figure 320, Figure 321, and Figure 322.
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Figure 320 - Effect of Adjusting the Density on Radiant Heating of CFB — Surface
Temperature
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Figure 321 - Effect of Adjusting the Density on Radiant Heating of CFB — Center
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Figure 322 - Effect of Adjusting the Density on Radiant Heating of CFB — Mass
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Diffusivity

The diffusivity was adjusted +10% from its base value of 2.6x10°m?s. The
effect of this change on the surface temperature, centerline temperature, and mass loss
are shown in Figure 323, Figure 324, and Figure 325.
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Figure 323 - Effect of Adjusting the Diffusivity on Radiant Heating of CFB —
Surface Temperature
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Heat Transfer Coefficient

The heat transfer coefficient was adjusted +10% from the value calculated using the
correlation described earlier. The effect of this change on the surface temperature,
centerline temperature, and mass loss are shown in Figure 326, Figure 327, and Figure
328.
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Figure 326 - Effect of Adjusting the Heat Transfer Coefficient on Radiant Heating
of CFB — Surface Temperature
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Figure 327 - Effect of Adjusting the Heat Transfer Coefficient on Radiant
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Figure 328 - Effect of Adjusting the Heat Transfer Coefficient on Radiant
Heating of CFB — Mass Loss
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Mass Transfer Coefficient

The mass transfer coefficient was adjusted £10% from the value calculated using the
correlation described previously. The effect of this change on the surface temperature,
centerline temperature, and mass loss are shown in Figure 329, Figure 330, and Figure
331.
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Figure 329 - Effect of Adjusting the Mass Transfer Coefficient on Radiant Heating
of CFB — Surface Temperature
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Figure 330 - Effect of Adjusting the Mass Transfer Coefficient on Radiant
Heating of CFB — Center Temperature
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Figure 331 - Effect of Adjusting the Mass Transfer Coefficient on Radiant
Heating of CFB — Mass Loss
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Relative Humidity

The ambient relative humidity was adjusted +10% from the base value of 20%. The
effect of this change on the surface temperature, centerline temperature, and mass loss
are shown in Figure 329, Figure 330, and Figure 331.
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Figure 332 - Effect of Adjusting the Relative Humidity on Radiant Heating of
CFB - Surface Temperature
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Figure 334 - Effect of Adjusting the Relative Humidity on Radiant Heating of
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Initial Temperature

The initial temperature was adjusted +2°C from the base value of 24°C. The effect of
this change on the surface temperature, centerline temperature, and mass loss are

shown in Figure 335, Figure 336, and Figure 337.
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Figure 335 - Effect of Adjusting the Initial Temperature on Radiant Heating of
CFB - Surface Temperature
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Figure 336 - Effect of Adjusting the Initial Temperature on Radiant Heating of
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Figure 337 - Effect of Adjusting the Initial Temperature on Radiant Heating of
CFB —Mass Loss
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Ambient Temperature

The ambient temperature was adjusted +2°C from the base value of 24°C. The effect
of this change on the surface temperature, centerline temperature, and mass loss are
shown in Figure 338, Figure 339, and Figure 340.
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Figure 338 - Effect of Adjusting the Ambient Temperature on Radiant Heating of
CFB - Surface Temperature
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Figure 339 - Effect of Adjusting the Ambient Temperature on Radiant Heating of
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Figure 340 - Effect of Adjusting the Ambient Temperature on Radiant Heating of
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Sample Depth

The sample depth was adjusted £10% from the base value of 0.0254 m. The effect of
this change on the surface temperature, centerline temperature, and mass loss are

shown in Figure 341, Figure 342, and Figure 343.
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Figure 341 - Effect of Adjusting the Sample Depth on Radiant Heating of CFB-
Surface Temperature
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Figure 342 - Effect of Adjusting the Sample Depth on Radiant Heating of CFB-
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Figure 343 - Effect of Adjusting the Sample Depth on Radiant Heating of CFB-
Mass Loss

From Figure 343 it can be seen that adjusting the sample length has the unintended
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effect of changing the initial mass of water in the sample. In order to attempt to
separate the effects of these two changes to the input parameters, the length of the
sample was adjusted +10% from its base value while keeping the initial mass of

water in the sample constant by applying the following constraint

The effect of this change on the surface temperature, centerline temperature, and mass
loss are shown in Figure 344, Figure 345, and Figure 346.
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Figure 344 - Effect of Adjusting the Sample Depth with Initial Mass of Water
Held Constant on Radiant Heating of CFB- Surface Temperature
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Figure 345 - Effect of Adjusting the Sample Depth with Initial Mass of Water
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Figure 346 - Effect of Adjusting the Sample Depth with Initial Mass of Water
Held Constant on Radiant Heating of CFB- Mass Loss
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Initial Water Saturation

The initial saturation was adjusted +10% from the base value of 0.5. The effect of
this change on the surface temperature, centerline temperature, and mass loss are
shown in Figure 347, Figure 348, and Figure 349.
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Number of Nodes

The initial number of nodes was adjusted from the base value of 25 to a “high” value
of 30 and a “low” value of 20. The effect of this change on the surface temperature,
centerline temperature, and mass loss are shown in Figure 350, Figure 351, and Figure
352.
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Figure 352 - Effect of Adjusting the Number of Nodes on Radiant Heating of
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Timestep

The time step was adjusted from the base value of 1 second to a “high” value of 1.5
seconds and a “low” value of 0.5 seconds. The numerical solver that switched to a
smaller time step when the surface saturation reached the irreducible saturation of 0.15
was still used. The smaller time step was set as the larger time step divided by 1000.
This means that for the “high” value of 1.5 second, the small time step was 0.0015
seconds, and for the “low” value of 0.5 seconds, the small time step was 0.0005
seconds. The effect of this change on the surface temperature, centerline temperature,

and mass loss are shown in Figure 353, Figure 354, and Figure 355.
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Figure 353 - Effect of Adjusting the Time Step on Radiant Heating of CFB —
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Irreducible Saturation

The irreducible saturation was adjusted +10% from the base value of 0.15. The effect
of this change on the surface temperature, centerline temperature, and mass loss are
shown in Figure 356, Figure 357, and Figure 358.
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Figure 356 - Effect of Adjusting the Irreducible Saturation on Radiant Heating of
CFB - Surface Temperature
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Figure 358 - Effect of Adjusting the Irreducible Saturation on Radiant Heating of
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Radiant Heat Flux

The radiant heat flux was adjusted +10% from the base value of 20 kW/m®”. The
effect of this change on the surface temperature, centerline temperature, and mass loss
are shown in Figure 359, Figure 360, and Figure 361.
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Figure 359 - Effect of Adjusting the Heat Flux on Radiant Heating of CFB —
Surface Temperature
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Figure 360 - Effect of Adjusting the Heat Flux on Radiant Heating of CFB —
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Figure 361 - Effect of Adjusting the Heat Flux on Radiant Heating of CFB — Mass
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Surface Emissivity

The surface emissivity was adjusted from the base value of 0.96 to a “high” value of
1.0 and a “low” value of 0.92. The effect of this change on the surface temperature,
centerline temperature, and mass loss are shown in Figure 362, Figure 363, and Figure
364.
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Figure 362 - Effect of Adjusting the Surface Emissivity on Radiant Heating of
CFB - Surface Temperature
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Liquid Relative Permeability

The correlation for the liquid relative permeability was adjusted from the base value to
the “high” and “low” correlations shown in Figure 302. The effect of this change on

the surface temperature, centerline temperature, and mass loss are shown in Figure 365,
Figure 366, and Figure 367.
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Figure 365 - Effect of Adjusting the Liquid Relative Permeability Correlation on
Radiant Heating of CFB — Surface Temperature
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Figure 366 - Effect of Adjusting the Liquid Relative Permeability Correlation on
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Figure 367 - Effect of Adjusting the Liquid Relative Permeability Correlation on
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Gas Relative Permeability

The correlation for the liquid relative permeability was adjusted from the base
correlation to the “high” and “low” correlations shown in Figure 302. The effect of this
change on the surface temperature, centerline temperature, and mass loss are shown in
Figure 368, Figure 369, and Figure 370.
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Figure 368 - Effect of Adjusting the Gas Relative Permeability Correlation on
Radiant Heating of CFB — Surface Temperature
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Figure 370 - Effect of Adjusting the Gas Relative Permeability Correlation on
Radiant Heating of CFB — Surface Temperature
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Capillary Pressure

The correlation for the capillary pressure was adjusted from the base correlation to the
“high” and “low” correlations shown in Figure 303. The effect of this change on the
surface temperature, centerline temperature, and mass loss are shown in Figure 371,
Figure 372, and Figure 373.
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Figure 371 - Effect of Adjusting the Capillary Pressure Correlation on Radiant
Heating of CFB - Surface Temperature
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Relative Humidity

The correlation for the relative humidity was adjusted from the base value to the “high”
and “low” correlations shown in Figure 304. The effect of this change on the surface
temperature, centerline temperature, and mass loss are shown in Figure 374, Figure

375, and Figure 376.
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Figure 374 - Effect of Adjusting the Relative Humidity Correlation on Radiant
Heating of CFB — Surface Temperature
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Figure 375 - Effect of Adjusting the Relative Humidity Correlation on Radiant
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Appendix H. Uncertainty Analysis

The uncertainty of the model output was calculated from the uncertainty of the model
input parameters with the highest sensitivity coefficients. For each case, the maximum
uncertainty of each input parameter was estimated. The uncertainty distribution of each
input parameter is assumed to obey a normal distribution. The maximum uncertainties
are assumed to represent three times the standard deviation of the distribution, or a
99.7% confidence interval. This is shown in Figure 377. The center of the distribution
(0 standard deviations) represents the base value that has been used for model

calculations for the parameter.
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Figure 377- Distribution of Uncertainty of Input Parameters

The upper and lower uncertainty bounds were calculated as follows. The input
parameters from the sensitivity analysis with the highest sensitivity coefficients for
each validation case were chosen for the uncertainty analysis. The base value of each
of these input parameters was adjusted * one standard deviation in separate
simulations, thus representing 68% of all of the possible values of that parameter. All
other parameters were held constant for these cases. This was performed for each
parameter, and the data from all of the simulations was used to calculate the combined
standard uncertainty at each data point in space or time. The combined standard

uncertainty for the each model output can be expressed as (ANSI, 1997)
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uf<y>=§[§—£)zuz<xf>

i=1

y :f(xl,xz,..,xl.,...xn)

Where the model output, y, is represented as , u,(y) isthe

combined standard uncertainty of'y, and “ (x") is the uncertainty of input parameter x;.

Since the current model obtains numerical solutions to the governing equations, the

combined standard uncertainty is approximated as

This was used to calculate a reasonable error band for each of the validation cases.
This error band represents the sum of the uncertainties associated with adjusting each
of the most important input parameters by one standard deviation. The combined
standard uncertainty was calculated at discrete points in time and space to provide the

error bars for the validation figures.
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H.1. CFB Wetting — Type 1 BC

For the two wetting cases with a Type 1 boundary condition (top and bottom wetting),
the parameters with a sensitivity coefficient higher than 0.5 were chosen for the
uncertainty analysis. These parameters and their uncertainty are shown in Table 50.
Table 50 — Uncertainty of Input Parameters for CFB Wetting

Parameter Base Value Max 1 Std Dev
Uncertainty

Surface Saturation 0.99 +0.01 *0.0033

Cap Press Coeff 1 0.4 +0.04 *£0.0133
Permeability 5x107"'m? +2x107"m? +0.66x107" m”
Porosity 0.8 +£0.05 £0.0166

Liq Rel Perm K,=5, +1 +£0.333

Cap Press Coeff 2 0.364 +0.073 £0.0243

By using 1/3 of the maximum uncertainty of these input parameters the model output
for each parameter was calculated. These are shown in Figure 378 and Figure 379. The
“+” and “-“ symbols in the legend indicate model output for the parameter plus one
standard deviation and minus one standard deviation.
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Figure 378 — Effect of Adjusting Parameters on Type 1 BC Wetting of CFB — Top
Wetting
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Figure 379 — Effect of Adjusting Parameters on Type 1 BC Wetting of CFB —
Bottom Wetting
The combined standard uncertainty of time was calculated at each depth to give

horizontal error bars for the output plots. This was determined to be the best means of
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presenting the uncertainty. The model is calculating the saturation at nodes of a fixed
depth in the material. The wetting front is calculated as the time of arrival of water at
these nodes. The model output uncertainty is therefore most easily presented as
uncertainty in the time of arrival at each node. The calculated combined standard

uncertainty at each node is shown in Figure 380 and Figure 381.
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Figure 380 — Combined Standard Uncertainty of Top Wetting of CFB
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Wetting Front - Bottom Wetting
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Figure 381 - Combined Standard Uncertainty of Bottom Wetting of CFB

The methods used to estimate the uncertainty of the input parameters will be described

in the following sections.

Surface Saturation

The surface saturation base value of 0.99 was estimated by running the model with
surface saturation values between 0.98 and 0.999. The results from these simulations
cover a wide range that overlaps the experimental data. Since the saturation cannot be
greater than 1, and is most likely very close to 1, the uncertainty was assumed to be
0.01.

Cap Press Coeff 1 & 2

The coefficients in the correlation for capillary pressure were adjusted individually to
observe the effect of changing each one individually. The uncertainty was estimated by
comparing the correlation results to the experimental data. The uncertainty of
Coefficient 1 was estimated to be 10%, while the uncertainty of Coefficient 2 was
estimated to be 20%.
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Permeability
The permeability was estimated from the CFB wetting tests with and without gravity.
The permeability in the model was adjusted to obtain the best agreement with the

2

experimental data. The permeability was estimated to be 5x10™"'m” in this manner.

From these tests, the uncertainty of the permeability is estimated to be +2x107"'m”.

Porosity
From laboratory tests the ceramic fiberboard was estimated to be 80% porous. The

calculations are as follows

Width=6"£1/16"=0.1524m +0.001588m
Length=6"+£1/16"=0.1524m £ 0.001588m
Thickness =2"+1/16"=0.0508m +0.001588m
Volume = 0.00118m> +6.26x10~°

Mass(dry) =340g +0.1g

Mass(wet) =1281+10g

Mass of water absorbed =941+£10g

3

Volume of water absorbed =0.941kg lm =9.41x107 m’ £1x10°m’
1000kg
Porosity = 0.000941 =0.80£0.05
0.0012

Liquid Relative Permeability
The liquid relative permeability is assumed be obey the third order correlation that is

observed in particulate media.

o3
Krl - Se_tf‘

The literature gives correlations for other materials that are power law functions with
powers between 2 and 4. This was assumed to be the range of uncertainty in the liquid

relative permeability correlation.
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H.2. Spray Wetting of CFB

For the spray wetting of CFB validation cases, the model inputs with a sensitivity

coefficient greater than 0.5 were chosen to estimate the model uncertainty. These

parameters and their uncertainties are shown in Table 51.

Table 51 — Uncertainty of Input Parameters for CFB Spray Wetting

Parameter Base Value Max 1 Std Dev
Uncertainty
Porosity 0.8 +0.05 £0.0167
Test 1 - 0.104 kg/m’s
Water flux Test 2 - 0.128 kg/m’s +10% +3.33%
Test 3 - 0.188 kg/m’s
Liq Rel Perm. K, =S, +1 £0.333

The model output for each parameter adjusted plus (+) and minus (-) one standard

deviation are shown in Figure 382 through Figure 384.
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Figure 382 — Effect of Adjusting Parameters on Spray Wetting of CFB— Mass flux

=0.104 kg/m’s
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Figure 383 — Effect of Adjusting Parameters on Spray Wetting of CFB — Mass
flux = 0.128 kg/m’s
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Figure 384 — Effect of Adjusting Parameters on Spray Wetting of CFB — Mass
flux = 0.188 kg/m’s

The combined standard uncertainty of time to arrival at each node was calculated for

each case. The results are shown in Figure 385, Figure 386, and Figure 387.
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Figure 386 — Combined Standard Uncertainty of Spray Wetting of CFB — Mass
flux = 0.128 kg/m’s
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Figure 387 — Combined Standard Uncertainty of Spray Wetting of CFB — Mass
flux = 0.188 kg/m’s

Water Flux

The water flux was measured by collecting water from the spray nozzle using a grid of
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square tubes. This water was weighed and the mass flux estimated. There was some
spatial variation of the mass flux observed over the measurement area. This variation is
assumed to be much larger than any uncertainty introduced by water overflow, or
uncertainty in the mass measurements. The 4 inch by 4inch square in the center of the
spray was observed to have a variation of no more than 20% for any test. Most
measurements were within 10% of the spatial average. The maximum uncertainty of

the water flux was assumed to be 20%.
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H.3. Particulate Media Drying

Parameters with a sensitivity coefficient greater than 0.5 were chosen for the

uncertainty analysis of particulate media drying. The parameters and their associated
uncertainties are shown in Table 52.

Table 52 — Uncertainties of Parameters for Particulate Media Drying

Parameter Base Value Uncertainty 1 Std Dev
Ambient Temp 321K 1K +0.33K
Initial Saturation | 0.915 +0.015 +0.005
Heat Trans Coeff | 57.7 W/m’K | £5.77 W /m’K | £1.92

W m*K
Relative 33% 2% +0.66%
Humidity
Initial Temp 289.9K 1K +0.33K

The results of adjusting each parameter by plus (+) and minus (-) one standard

deviation on the temperature and mass loss rate are shown in Figure 388 and Figure

389.
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Figure 388 — Effect of Adjusting Parameters on Temperature During Convective
Drying of Particulate Media
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Figure 389 — Effect of Adjusting Parameters on Temperature During Convective
Drying of Particulate Media

The combined standard uncertainty for the temperature and mass loss rate is shown in

Figure 390 and Figure 391. The uncertainty of time was chosen to be most appropriate

to describe the model outputs for this case.
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Ambient Temperature

Lu et al. give the ambient temperature as 321K +1K. This measurement is most likely
made with a thermocouple or thermistor or some other temperature device that has an
uncertainty associated with it. The means of obtaining the value of 321 K were not
given. From the sensitivity analysis it can be seen that increasing the ambient

temperature decreased the jump time.

Initial Saturation

Lu et al. state that the initial saturation in the material is assumed to have a gradient
due to gravity, but the surface saturation is 0.9. The model was used to determine the
initial saturation that would provide an equilibrium moisture distribution with a surface
saturation of 0.9. This was determined to be 0.915. The maximum uncertainty is
estimated to be no more than this difference of 0.015. From the sensitivity analysis it

can be seen that increasing the initial saturation increased the jump time.

Heat Transfer Coefficient

The heat transfer coefficient was calculated from the mass transfer coefficient, which
was determined to have an uncertainty of 8%. The details of this calculation are
available in the validation section. From this approach, the mass transfer coefficient
was calculated to be 57.7 W /m’K and assumed to have a maximum uncertainty of
10%, or +5.77 W / m’K . From the sensitivity analysis it can be seen that increasing

the heat transfer coefficient decreased the jump time.

Initial Temperature

The initial temperature is given as 289.9 by Lu et al. and it is believed that this
measurement is made using thermocouples in the material. The uncertainty of the
ambient temperature is given as £1K, so this uncertainty will be assumed for the
initial temperature as well. From the sensitivity analysis it can be seen that increasing

the initial temperature decreased the jump time.

Relative Humidity

Lu et al. give the ambient relative humidity as 33% 12 %. The method of determining
this value is not specified. Their value of 2% will be assumed for the maximum
uncertainty. From the sensitivity analysis it can be seen that increasing the ambient

humidity increased the jump time.
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H.4. Brick Drying
Parameters with a sensitivity coefficient greater than 0.1 were chosen for the
uncertainty analysis of brick drying. The parameters and their associated uncertainties

are shown in Table 53.

Table 53 — Uncertainty of Input Parameters for Brick Drying

Parameter Base Value Max. Uncertainty 1 Std Dev
Ambient Temp 80°C +2°C +0.66
Initial Temp 25°C +2°C +0.66
Heat Trans Coeff f(S) +10% +3.33
Initial Saturation 0.56 +0.056 +0.0187
Length 0.05m +0.001 +0.000333
Lig. Rel. Perm. Coeff 4 +1 +0.333

The results of adjusting each parameter in Table 53 by plus (+) and minus (-) one
standard deviation on the temperature and mass loss rate are shown in Figure 388 and
Figure 389.
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Figure 392 — Effect of Adjusting Input Parameters on Surface Temperature
During Brick Drying
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Figure 393 — Effect of Adjusting Input Parameters on Surface Temperature
During Convective Drying of Brick

The combined standard uncertainty of the temperature and sample mass were

calculated from these results and are shown in Figure 394 and Figure 395.
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The combined standard uncertainty for temperature profiles at several times during the
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drying process was calculated and is shown in Figure 396
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Figure 396 — Combined Standard Uncertainty of Temperature Profiles at 4 Times
for Convective Drying of Brick

Ambient and Initial Temperature
Chen and Pei give values of 80°C and 25°C for the ambient and initial temperatures. It
is assumed that these values are obtained by thermocouple measurements. The

uncertainty of these measurements is assumed to be 2°C.

Heat Transfer Coefficient
Chen and Pei give a correlation for the heat transfer coefficient that is a function of the
surface saturation. It is unclear what the saturation of the value calculated from this

method is, so an uncertainty of 10% is assumed.

Initial Saturation

The initial saturation of the brick is calculated to be 0.56 from the initial moisture
content of 0.168 given by Chen and Pei. This calculation requires a value of porosity,
which Chen and Pei give as 0.435. Assume that this porosity has an uncertainty of 0.03,
which is the calculated uncertainty of the CFB porosity. This translates into an
uncertainty of 6.5% of the calculated uncertainty for the saturation. The depth of the
brick slab also has an uncertainty, which is assumed to be 0.001m. If the initial

moisture content is calculated using a volume measurement of the brick, then this
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uncertainty introduces another 2%. Given these values, assume that the total

uncertainty of the initial saturation is no more than 10%.

Length

As mentioned, the length of the sample and the initial saturation are linked. The
uncertainty of the depth of the sample is assumed to be 0.001, which is assumed to be a
reasonable uncertainty associated with length measurements. Increasing the length
decreases the initial saturation value, so the low value of sample length will be used

with the high case.

Liquid Relative Permeability Coefficient

The liquid relative permeability is assumed to obey the same fourth order function of
saturation as sandstone. Many correlations have been obtained for other materials that
obey third order power functions of saturation, so the uncertainty of the liquid relative
permeability coefficient is assumed to be = 1. It can be seen in the sensitivity analysis
that increasing the liquid relative permeability coefficient increases the surface

temperature.
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H.S. Wood Drying
Parameters with a sensitivity coefficient greater than 0.1 were chosen for the

uncertainty analysis of brick drying. The parameters and their associated uncertainties

are shown in .

Table 54 — Uncertainty of Input Parameters for Wood Drying

Parameter Base Value Max 1 Std Dev
Uncertainty
Ambient Temp 40°C +2°C +0.66°C
Initial 0.99 +0.0066
Saturation +0.02
Heat Trans 92.5W I/ m’K +5W /m*K
Coeff +15W I m*K
Initial Temp 10°C +2°C 1+0.66°C
Length 0.019m +0.0033
+0.01
Density 1500 1675 +225

The results of adjusting each parameter in Table 54 by plus (+) and minus (-) one

standard deviation on the temperature and sample are shown in Figure 397 and Figure

398.
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Figure 397 — Effect of Adjusting Input Parameters on Surface Temperature
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Figure 398 — Effect of Adjusting Input Parameters on Sample Mass During

Convective Drying of Wood

The combined standard uncertainty of the temperature and sample mass were

calculated from these results and are shown in Figure 394 and Figure 395.
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Ambient and Initial Temp
The ambient and initial temperature were measured using thermocouples, and therefore

assumed to have an uncertainty of + 2°C.

Heat Transfer Coefficient

The heat transfer coefficient was calculated from the Dittus and Boelter correlation for
heat transfer in a duct, using the geometry of the heating apparatus. The details of the
experiments are given by Plumb et al. [56]. The exact velocity for the test is not given,

just an indication that it was at the upper end of the range of velocities used for a series

of tests. If the uncertainty of the velocity is assumed to be + Sm/s (~ 20%) then the

heat transfer coefficient that is calculated will vary by + 15%.

Initial Saturation

The wood samples were stored underwater up until right before the test began [55].
The saturation is assumed to be 0.99. Assume that the uncertainty of the initial
saturation ranges from 1 (maximum theoretically possible), to 0.97 which is considered

a reasonable lower bound for a sample of wet wood stored underwater.

Density

The density of wood was taken as the value of 1500 given by Siau [60]. This represents
only the density of the solid wood fibers. The average density of several wood species
is given in [57]. The values given have a standard deviation of approximately 15%.

The maximum uncertainty was taken to be three times this value.

Length

The wood that was used for the drying test was a standard piece of green 2”x 4”
lumber that is 17.7” long. When lumber is planed to smooth the surfaces, /4 is
removed from each surface. This produces a board that is 1.5”x3.5” or 0.038m x
0.089m. The model treats this as a one dimensional material with a thickness of
0.019m with a line of symmetry (no-flux conditions) at the back face. The total
thickness is assumed to have an uncertainty of 0.002m, which translates unto an
uncertainty of 0.001 for the model.

620



H.6. CFB Heating

Parameters with a sensitivity coefficient greater than 0.5 were chosen for the

uncertainty analysis of the CFB heating cases. These parameters and their uncertainties

are shown in Table 55.

Table 55 — Uncertainty of Input Parameters for CFB Heating Tests

Parameter Base Value Max Uncertainty +1 Std Dev
Test 1-0.3 +0.043 +0.0143
Initial Saturation Test2 - 0.5 +0.070 +0.0233
Test 3-0.7 +0.099 +0.033
Radiant Heat Flux 20kW/m’ +21kW/m’ +0.333 kW/m®
Surface Emissivity 0.96 +0.02 +0.00667
Length 0.0254m +0.00151m +0.000503
Sir 0.15 +0.015 +0.005
Porosity 0.8 +0.85 +0.0167
Lig. Rel. Perm. Coeff 3 1 +0.333

The results of adjusting these parameters by plus (+) and minus (-) one standard

deviation are shown in Figure 401 through Figure 409.
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These results were used to calculate the combined standard uncertainty. The surface
temperature displayed a dramatic vertical jump when the surface dried out, making the
calculation of temperature uncertainty problematic. For the temperature, the
uncertainty in time was calculated in the horizontal (time) direction for discrete
temperature values. This method is better suited to convey the uncertainty in “jump
time”. For the center temperature and water mass, the vertical uncertainty was
calculated. The combined standard uncertainty for the radiant heating of CFB is shown

in Figure 410 through Figure 418.
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Methods of Calculating the Uncertainty of Input Parameters
Initial Saturation

The saturation was determined by adding a known mass of water to the samples and
assuming identical sized samples. The uncertainty of the water added was 0.5 grams,
and the uncertainty of the volume was
Size of CFB Sample
Length=4"t1/16" (0.1016m £0.001588m)
Width =4"+1/16" (0.1016m =0.001588m)
Depth =1"£1/32" (0.0254m £0.000794m)
This combines to give upper and lower uncertainty bounds of the initial saturation. For
example the upper bound of initial saturation uncertainty was calculated by assuming
that the sample size and porosity was at the lower end of its uncertainty range, and the

mass of water added was at the upper end of its uncertainty range.

3
1053 k& m .
V.. 1000g 1000kg  0.0001053m
S, == o= = 0.570
Viw  (0.75)0.000246m>  0.0001846m

By adjusting the mass of water and volume uncertainties in the opposite directions, the

lower bound of saturation uncertainty was calculated

3 kg m’
Vo 71000g 1000kg  0.0001043m’
S = = = - =0.440
V.o (0.85)0.000279m 0.0002372m

The uncertainty for this case is assumed to be the higher value of 0.07. Using this
method, the upper and lower bounds for the other two cases were estimated. From the
sensitivity analysis, it can be seen that increasing the initial saturation increases the

jump time.

Radiant Heat Flux

The radiant heat flux was controlled by adjusting the temperature of the conical
heating element in the cone calorimeter. The value of the heat flux was checked with a
calibrated water cooled Schmidt Boelter heat flux gauge. There are uncertainties in the
actual radiant heat flux that reaches the sample surface introduced by the uncertainty in
the water cooled gauge, the variation in cone temperature over time, and the distance
between the cone heater and sample surface. The measured heat flux was observed to

oscillate slightly as the electric cone heater relay turned on and off. By moving the heat
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flux gauge slightly up and down the variation with distance to the heater could also be
observed. This total uncertainty was estimated to be + 1 kW/m® From the sensitivity

analysis it can be seen that increasing the incident heat flux decreases the jump time.

Surface Emissivity

The surface emissivity was assumed to be the same as that of asbestos board, which
Luikov gives as 0.96. Based on the range of values given by Luikov, the uncertainty of
this value was estimated to be 0.02. From the sensitivity analysis it can be seen that

increasing the surface emissivity decreases the jump time.

Sample Depth

The CFB samples were all nominally 17 thick, but did exhibit small variation in their
thickness. From measuring several samples the uncertainty in their thickness was
estimated to be 1/32” or 7.9E-4 m. Since the sample depth uncertainty was used to
determine the initial saturation uncertainty, these two parameters are linked. When the
initial saturation is adjusted, the sample depth will be adjusted to reflect the calculation

of initial saturation. When initial saturation is increased, sample depth is decreased.

Irreducible Saturation

The irreducible saturation is the saturation at which the water in the pores is non-
interconnected and water cannot flow. This value was estimated from capillary rise
tests using stacks of CFB. From these tests the uncertainty of the irreducible saturation
was estimated to be 0.015. From the sensitivity analysis it can be seen that increasing

the irreducible saturation decreases the jump time.

Porosity

The porosity of the CFB was determined to be 0.8 by conducting experiments where
the maximum amount of water absorbed into a sample was weighed. As discussed
previously, the uncertainty of this value is estimated to be 0.05. The uncertainty of the
porosity was used for the calculation of the initial saturation, so these parameters are

linked. When the initial saturation is increased, the porosity is decreased.

Liquid Relative Permeability
The liquid relative permeability was estimated to be a cubic function of the effective
saturation, which is the relation that is observed experimentally in beds of sand, glass

spheres, and slabs of sandstone. As discussed previously, the uncertainty of the power
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of the correlation was estimated to be +1. From the sensitivity analysis it can be seen

that increasing the power of the correlation decreases the jump time.

Initial and Ambient Temperature

The initial and ambient temperature in the laboratory was estimated to be 24+2 deg C.
The temperature in the WPI fire science laboratory does not deviate significantly from
24 deg C, but there is some uncertainty associated with any measurement made using a
thermocouple, and the samples were sometimes observed to be slightly above or below
this value. From the sensitivity analysis it can be seen that increasing the initial and

ambient temperatures decreases the jump time.

Mass Transfer Coefficient

The mass transfer coefficient is calculated from a correlation using a Grashof number
that accounts for driving forces arising from thermal diffusion effects as well as species
diffusion effects. The value that is calculated as a function of the surface temperature
does not account for the effect of the ring of insulation that surrounds the sample, or
any induced flow patterns arising from the presence of the cone heater above the
sample. The effects of phenomena are difficult to estimate, so an uncertainty of 10% is
assumed for the mass transfer coefficient. From the sensitivity analysis it can be seen

that increasing the mass transfer coefficient decreases the jump time.

Capillary Pressure

The capillary pressure correlation is a function of saturation that was determined from
capillary rise tests using stacks of CFB. The correlation is a curve fit to the data points
obtained from experiments, and there is some uncertainty associated with the shape
and magnitude of the curve. This uncertainty is assumed to be 5% of the value
calculated from the correlation. From the sensitivity analysis it can be seen that

increasing the capillary pressure increases the jump time.
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