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Abstract 
The Wearable Learning Cloud Platform (WLCP) is a web based software for creating and 

playing multiplayer games designed as finite state machines. The goal of this project was to 

assess how to better support the users of the WLCP by conducting two studies about using the 

program and by making programmatic changes to the software to address feedback received in 

the studies. While making games in the WLCP, participants were asked to complete surveys 

about their experiences. The analysis from this data showed that the program ranks below 

average in terms of usability and seemed confusing and complex to many participants. To 

address these results, WLCP developers should implement changes to address the concerns of 

the study participants, add a more robust tutorial or help system to address more nuanced 

functionality, and continue to reassess usability to monitor progress. 

  

2 



Table of Contents 
Abstract 2 

Table of Contents 3 

1. Introduction 6 

2. Background 9 
2.1 History of the Wearable Learning Cloud Platform (WLCP) 9 
2.2 Spring 2018 WLCP High School Study 15 
2.3 Supporting Users through Usability 18 

2.3.1 System Usability Scale: A measure of usability 19 

3. Study 1 21 
3.1 Methodology 22 

3.1.1 Participants 22 
3.1.2 Procedures 22 
3.1.3 Materials 23 
3.1.4 Measures 23 
3.1.5 Methods of Analysis 24 

3.2 Results 25 
3.2.1 System Usability Scale 25 
3.2.2 Ease of Completing Tasks 27 
3.2.3 Open Ended Responses 27 
3.2.4 Group Discussion 28 

3.3 Discussion 29 
3.3.1 System Usability Scale 29 
3.3.2 Ease of Completing Tasks 29 
3.3.3 Open Ended Questions and Group Discussion 30 

4. Programmatic Changes 31 
4.1 Added Features 31 
4.2 Bug Fixes 32 
4.3 My Changes 33 

5. Study 2 37 
5.1 Methodology 37 

5.1.1 Participants 37 

3 



5.1.2 Procedures 37 
5.1.3 Materials 41 
5.1.4 Measures 41 
5.1.5 Methods of Analysis 42 

5.2 Results 43 
5.2.1 System Usability Scale 43 
5.2.2 Ease of Completing Tasks 45 
5.2.3 QuickStart Tutorial 47 
5.2.4 Open Ended Questions 48 
5.2.5 Design Patterns 49 
5.2.6 Researcher Observations 51 

5.3 Discussion 53 
5.3.1 System Usability Scale 53 
5.3.2 Ease of Completing Tasks 54 
5.3.3 QuickStart Tutorial 54 
5.3.4 Open Ended Questions 55 
5.3.5 Design Patterns 56 
5.3.6 Researcher Observations 56 

6. Discussion 60 
6.1 Overall Discussion 60 
6.2 Limitations 62 
6.3 Future Work 63 

7. Conclusion 64 

References 65 

Appendices 66 
Appendix A: Study 1 Design a Game Instructions 66 
Appendix B: Study 1 Finite State Machines Training Presentation 67 
Appendix C: Study 1 Usability Survey 69 
Appendix D: Study 2 Letter to Parents 71 
Appendix E: Study 2 Pre Test 72 
Appendix F: Study 2 Student Workbooks 78 
Appendix G: Study 2 Finite State Machine Presentation 89 
Appendix H: Study 2 Survey 91 
Appendix I: Study 2 Design Patterns Handout 93 
Appendix J: Study 2 Exit Ticket 94 

4 



Appendix K: Study 2 Post Test 95 
 

 

  

5 



1. Introduction 
Creating well-designed, easy-to-use software that appeals to consumers is one of the 

biggest challenges facing any software developer. There is an overabundance of software and 

websites that fail to gain popularity among users because they are not easy to use or do not meet 

the needs of the consumers. It is crucial for a software developer to collect and analyze 

information about their users’ experiences in order to improve their program and create a more 

successful product. 

The Wearable Learning Cloud Platform (WLCP) is a program created at Worcester 

Polytechnic Institute under the direction of Professor Ivon Arroyo. The platform enables users to 

create and play mobile multiplayer games. Rather than having to program games with traditional 

programming languages such as Javascript or C++, users create finite state machine 

representations of their games in the WLCP’s game editor. These diagrams are then 

automatically transpiled and can be played on any device that can connect to the internet.  

The original goal for the software was to be “a novel infrastructure, which allows for the 

creation of a myriad of interactive embodied learning experiences for students of all ages” 

(Cerruti et al, 2015). As such, it has been used in many studies to evaluate learning gains, 

embodied learning, and game creation with a variety of different participants. Recently, the 

WLCP has also been the focus of workshops with mathematics and computer science teachers in 

order to make the tool available to a larger population of users. 

Since the WLCP is being used in research studies, the software must work well and be 

reliable for the study participants. Negative experiences using the platform or bugs in the 

software can skew a participant’s opinion of their experience in the study and can also confound 
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results of the studies causing problems for researchers trying to draw conclusions. It is critical to 

evaluate and fix any weaknesses in the system so that research results are not negatively 

impacted by the WLCP.  

Additionally, as the Wearable Learning Cloud Platform grows beyond its usage in 

research studies led by professional users, it is important to evaluate and improve the user 

experience with the program, so that those without previous experience can successfully create 

games and activities with the WLCP. A software that must be taught in person is highly limited 

in its scalability. Improving usability and adding resources so that users can self-sufficiently 

learn how to use the platform will increase its potential for growth. 

To address these concerns, I attempted to answer the question “How can we better 

support the users of the Wearable Learning Cloud Platform?” through research, a series of 

studies, and programmatic improvements to the platform. I broke this research question down 

into more specific questions that fall into the subcategories of usability, training, and features. 

The research questions are as follows: 

Regarding Usability: 

1. How usable is the WLCP currently? 

2. How can we make the WLCP more usable? 

Regarding Training: 

3. How helpful is/would a tutorial (be)? 

4. How could we lessen the learning curve of the WLCP? 

Regarding Features in the WLCP: 

5. What features are or are not easy and intuitive? 
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6. What features can we implement or improve to ease the user experience? 

For this project, I focused exclusively on the game editor as this is the part of the software where 

users spend majority of their time. 

In order to answer these research questions, I performed an initial study based in the US 

focused on supporting users of the WLCP. The participants were undergraduate and graduate 

students enrolled in an embodied cognition psychology class to get a more mature perspective of 

the platform’s challenges. Then, based on the results and feedback from the study, my colleagues 

and I implements changes to the WLCP infrastructure to mitigate some of the issues discussed 

by the initial set of participants. After these changes were integrated into the system, I performed 

another study about supporting software users. This time, however, the study was based in 

Argentina and involved six classes of sixth and seventh graders to gain user experience 

information from a different perspective. The findings from this entire process were evaluated, 

summarized, and provided to the team of researchers and programmers working on the Wearable 

Learning Cloud Platform in order to better inform their future work. 
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2. Background 

2.1 History of the Wearable Learning Cloud Platform (WLCP) 
The Wearable Learning Cloud Platform was created out of an interest in combining 

wearable technology with mathematics games in order to create an embodied learning experience 

as a fun, effective, alternative way to learn and internalize mathematics topics. The first iteration 

of wearable learning technology was a CyberHoodie (pictured below in Figure 1) which 

consisted of a zip of sweatshirt with electronic devices sewn into the clothing. These electronics 

included “the Arduino, sewn onto a patch on the back of the CyberHoodie along with the battery, 

relay, wiring, LED, clue button and hint button” (Rountree, 2015). The students used the 

electronic devices to aid them during the Math Scavenger Hunt game they were playing. 

 

Figure 1. Design of the first CyberHoodies prototype 

The next iteration of the wearable technology took the form of a CyberWatch similar to a 

more modern smart watch because it was “more appealing, safer, and less prone to damage” than 

the CyberHoodies (Rountree, 2015). This iteration was completed by a team of Worcester 
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Polytechnic Institute undergraduate students completing their Interactive Qualifying Project 

(IQP). The first prototype of the CyberWatch simply converted the technology on the 

CyberHoodies to a single smaller component that could be attached to a player’s wrist. The 

second prototype (shown in Figure 2 below) was modified to work with a new, more 

complicated game called Estimate It! This game required a server-client interaction, so in 

addition to redesigning the hardware, the students also created a server and a portal to interface 

with the server in order to create and play the games (Rountree, 2015). 

 

Figure 2. Front (left) and back (right) views of the second CyberWatch prototype 

After the IQP project had finished, there were still large limitations to the technology, the 

largest being that the implementation was not completed and lacked a usable graphical user 

interface for creating the games to be played with the CyberWatches. Additionally, the software 

was written in Ruby on Rails, which has limited compatibility on Windows operating systems, 

where most game facilitators would want to deploy their games. Finally, the system and database 

were not stable, so only one game could be played at a time and the database had to be wiped 

between games (Micciolo, 2017). These areas for improvement were the cause of the next 

iteration of the software, created initially by Matt Micciolo as a Major Qualifying Project.  

During MQP rewrite of the software (known as the Wearable Games Engine), the 

database, frontend, and backend were all overhauled. Even though the database for the IQP 

iteration was PostgreSQL, the new database was created with MySQL, “due to its large 
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popularity and large third party support” (Micciolo, 2017). The database was written as relational 

database with tables for information about teachers, students, games, game states, transitions, 

game instances, etc. The frontend of the software was completely rewritten to use the Tomcat 7 

Web Server with Java Server Faces (JSF) for easy website deployment and interaction with the 

MySQL database. It was implemented using the model-view-controller design pattern to clearly 

distinguish the data, the user interface, and their interaction. The frontend was a simple teacher 

panel for managing students and classes, creating and editing games, and controlling instances of 

the game being played. Another key component of the frontend rewrite was the creation of a 

virtual device page in order to be able to mimic the activities and display of the CyberWatches 

for playing and testing games from a web browser without needing to use the hardware. The 

final component of the Wearable Games Engine project was the backend rewrite. The backend 

was converted to a Java server that could be run locally or remotely in order to increase 

compatibility and allow more users to access the software. It was set up modularly with a 

ModuleManager singleton to control the logger, server, settings, task manager, and event 

manager. The backend also implemented different packet types for transmission to and from the 

server (Micciolo, 2017). 

The MQP rewrite was meant to mimic the structure of traditional learning software like 

MathSpring that are based on teachers, classes, and measuring learning objectives. However, 

after completing this iteration, the developers started rethinking the program’s use cases and 

future directions. Through this process, they decided that this concept was something completely 

unique and it was not practical or feasible to try to fit it into a traditional learning software 
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structure. Thus began the most recent redesign and creation of the Wearable Learning Cloud 

Platform (WLCP).  

The WLCP was incorporated elements from the Wearable Games Engine but was largely 

created from scratch. Unlike the Games Engine, the WLCP is completely web and cloud based 

so it can be accessed from any device that can connect to the internet and it does not require 

installation of any additional software (Micciolo, 2018). Additionally, this rewrite does not 

support interfacing with the CyberWatches and intends for games to be played on cell phones or 

other mobile devices. These initial design changes were implemented to increase usability and 

scalability. The program architecture was also completely redesigned. Figure 3 illustrates the 

main aspects of the new architecture as well as their internal and external interactions.  

 

Figure 3. Architecture and interactions of the WLCP 

In the new architecture, the MySQL database is managed and generated by Java 

Persistence API annotations on the classes and members of the OData data models. The front end 

is a HTML5 and JavaScript based web user interface that uses the SAP OPENUI5 framework to 

leverage the modern look, rich data binding, and model-view-controller design pattern. This 
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rewrite also includes a SPRING based web app, a JavaScript transpiler to convert game designs 

into executable forms, and a multithreaded asynchronous TCP socket game server to handle 

playing multiple games, instances, and players simultaneously (Micciolo 2018).  

The largest change in this most recent iteration is the creation of three game modes: game 

editor, game manager, and player. Rather than having a teacher portal to manage students/players 

and create games, when logging into the system, all users have the option to create/edit games, 

start/manage a game instance (to be played), or play a game someone else is running. In game 

player mode, the users are taken through the steps of the game they are playing. Each page has 

some text to read and then a way to change to the next screen either by pressing a button, 

entering a color code, or filling a text box. This is very similar to the virtual device page created 

in the MQP rewrite. The main function of the game manager is to be able to create and delete 

game instances that players can join in order to play the games. Users can also create new users 

through the game manager. Currently there is a placeholder for a dashboard with information 

about the games currently running, the server status, and resource usage, but the backend for this 

has not been implemented. In the games section of the game manager, users can select games to 

open and modify in the game editor.  

The final and most robust mode of the WLCP is the game editor. In the game editor, 

users create new games and edit existing games. All games are created in the form of finite state 

machines. Each state is a snippet of text that will appear on a screen in the game. The states are 

connected with arrows. Attaching a transition to a connection creates a way for the player to 

move to the next screen (state). While states can only be text, there are three different options for 

transitions: click a single button, enter a color code, or enter text in a text box. In each state and 
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transition, the editor can also modify the scope to determine which player(s) or team(s) can see 

which information. In one state, each play could see a different screen and then have to enter a 

different transition in order to continue. After creating a finite state machine of their game, 

editors can save their games and debug them. The debugger will open an instance of the player 

mode, so the editor can impersonate a player and verify that the game progresses as expected. A 

portion of a finite state machine created in the WLCP for the Tangrams Race game is shown in 

Figure 4. 

 

Figure 4. Finite state machine snippet for Tangrams Race 

The Wearable Learning Cloud Platform as described above is the most recent version on 

which the researchers were developing and using in their studies. The creation of an intuitive and 

visual game editor accessible by all users opened up the field to run studies about computational 

thinking, finite state machine programs, and the types of games that students create. A selection 

of those studies are described in the following section.  
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2.2 Spring 2018 WLCP High School Study 
The most robust study of the WLCP was performed with eighteen 11th and 12th graders 

from The Massachusetts Academy of Math and Science. Some goals of this study were to 

determine whether creating games with Finite State Machines (FSMs) in the WLCP improves 

knowledge of FSMs, whether the system would be usable for k-12 students, and whether the 

WLCP is easy to use and user friendly (Micciolo, 2018). The participants met with the 

researchers once a week after school for six weeks to complete the study.  

During the first class period, students were given a pretest on computational thinking and 

FSMs. They also played EstimateIt!, a game created in the WLCP, so they could see the 

capabilities of the system. When playing the game, there was a group of students playing the 

game and a group of students observing the game play. After playing the game, the students and 

researchers discussed what happened in the game and what they observed. 

During the second class period, participants were put into groups of 3-4 and asked to 

design their own math games. They were given paper pads to write on and an instructions sheet. 

The instructions stated that the game needed to incorporate learning math, physical movements 

(ideally related to the mathematics concepts they chose), and use of cell phones. To keep the 

game simple, the participants were told to have a maximum of four players and two teams. 

Participants designed their games on the paper pads they were given and at the end of class, if 

there was enough time, they quickly presented their games to the other groups. 

The third day involved continuing the design of their games, but this time in the form of 

finite state machines. The class started with a presentation about what a FSM is and how to draw 

one. Participants were shown examples of FSMs from other study participants from previous 
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years. The presentation also listed some of the restrictions on the games, such as what kinds of 

states and transitions the WLCP enables. Then, the students spent the class period converting the 

descriptions of their games from last class to the finite state machine form.  

Days four and five were dedicated to creating their games in the WLCP. Since WLCP 

games are programmed with FSMs, the participants based their programming off the diagrams 

they made in the previous class. The researchers gave each group a username and password to 

log into the system with. They also gave a brief demonstration of how to use the system and 

perform tasks such as creating a new game, adding and editing states and transitions, and 

debugging. The participants worked in their groups for the remainder of class four and five to 

program their games. 

Class six was the final class. Participants began with more debugging of their games. 

Then they were given the chance to play their own games and other teams’ games on cell 

phones, so they were able to see their games in action and better debug their games. The final 

activity was to complete the computational thinking post test. In addition to the procedure 

outlined above, the students were also asked to complete short homework assignments which 

mostly consisted of updating the folder where they were storing copies of their designs and 

FSMs as well as writing reflections about how the class went, in their opinion.  

Two main measures of interest are the gains in computational thinking measured in the 

pretest and posttest and the opinions survey from the participants about the usability of the 

WLCP. The results of the pretest and posttest compared improvement in computational thinking 

from the beginning to the end of the study. This is based on the responses of the nine participants 

that completed both the pretest and posttest. The posttest was a homework assignment after the 
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last class, so many students did not complete it. However, those that did complete both tests 

showed an overall average improvement of 17% across the first three questions, which was 

shown to be a statistically significant difference (Micciolo, 2018).  

Another measure from this experiment was the survey that all participants completed 

during the last class about their opinions on the WLCP. Most of the participants said that they 

liked that the WLCP was simple and easy to use. They also liked the aesthetic and that they did 

not need prior programming experience. Most participants did not like the limited functionality 

of the system, such as the constraints to using button presses and the inability to add variables. 

There were also some frustrating bugs in the system. The feature that participants said they 

wanted included variables, expressions, sensors, and copy/paste (Micciolo, 2018).  

Additionally, the participants were asked whether they believed middle school students 

would be able to use the WLCP’s Game Editor successfully. Overall, the results were positive; 

61.5% of respondents said yes while the rest said maybe or gave conditions for their success. For 

example, one participant said that younger students would need more error logging while another 

claimed it would depend on the school or program (Micciolo, 2018). All of these results 

informed future ventures in the WLCP to improve the functionality and run more studies. 
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2.3 Supporting Users through Usability 
Usability is one of the most critical aspects for all products. The goal of most products is 

to be used. If a product is not usable, consumers will not want to use it. There are an infinite 

number of products to be used by consumers. When a product seems too confusing or a user 

encounters some difficulty, the user will most likely move on to the next product rather than 

fighting with the one they are currently using. This is especially true with web applications, 

where there are so many sites to perform the same activities. Better usability can lead to better 

success. This seems like a simple concept, but it can be difficult to create a usable product. It is 

critical for designers and developers to research and test the usability of their product in order to 

make improvements and a better overall product. 

There are many qualities of usability. According to Neilson, the five main components of 

usability are learnability, efficiency, memorability, errors, and satisfaction (2012). Learnability is 

how easy it is for users to figure out how to use the system for the first time. Efficiency is 

important because users want to be able to do things fast; too many clicks or roundabout steps 

can cause a user to leave. Memorability is whether a user is going to remember the product and 

use it again. Errors means how easy is it to make a mistake and how does the product support 

users to recover from their mistakes. Finally, satisfaction is about whether using the product was 

an enjoyable experience that the user would want to do again.  

Quesenbury has also developed a list of the five main components of usability. She lists 

efficiency, error tolerance, easiness to learn, and engagingness, which correspond directly with 

Neilson’s components of efficiency, errors, learnability, and satisfaction, respectively. They 

differ on their final component. Rather than memorability, Quesenbury cites effectiveness, how 
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successfully and accurately users can reach their goals (2001). As a whole, these components are 

meant to be used by researchers to break down the concept of usability into more than just “ease 

of use” to form a more detailed perspective on a product’s usability. 

When researching a product’s usability, it is important to break down the concept into 

smaller categories as Quesenbury and Neilsen did. From there, each of these qualities can be 

researched, measured, and improved upon to increase the usability of a product. There are many 

ways to collect data about usability, such as user testing, focus groups, and user surveys. Giving 

research participants a goal, letting them use the software to try to achieve their goal, observing 

their actions, and then allowing them to honestly reflect on their experience is one of the most 

simple and effective ways to learn about the user’s perspective and gain insight into areas of 

improvement.  

Since society, technology, and user perspective are always adapting and changing, 

evaluating and improving usability is a cyclical experience. It starts with a question, then some 

user research, analysis, and finally some improvements to the product. Then the cycle starts all 

over again. It is critical for a product’s success to be constantly improving and becoming more 

usable to attract new users. 

2.3.1 System Usability Scale: A measure of usability  

The System Usability Scale (SUS) is a tool for measuring the overall perceived usability 

of a system, specifically a piece of software or a website. It was created by John Brooke in 1986 

as a “quick and dirty” way to assess usability and has since become an industry standard. It has 

been proven to be valid and reliable for both large and small sample populations. The SUS is a 
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10 question survey where respondents respond either strongly disagree (1), disagree (2), neutral 

(3), agree (4), and strongly agree (5). The questions are listed below (Sauro, 2011). 

1. I think that I would like to use this system frequently. 

2. I found the system unnecessarily complex. 

3. I thought the system was easy to use. 

4. I think that I would need the support of a technical person to be able to use this system. 

5. I found the various functions in this system were well integrated. 

6. I thought there was too much inconsistency in this system. 

7. I would imagine that most people would learn to use this system very quickly. 

8. I found the system very cumbersome to use. 

9. I felt very confident using the system. 

10. I needed to learn a lot of things before I could get going with this system. 

To score the SUS results, change all of the verbal responses to numerical responses. Then 

subtract one from all the odd question responses. Subtract all the even numbered question 

responses from five. Sum up all the converted scores and multiply the total by 2.5. This will 

produce a single numerical value out of a possible 100 that represents the system’s perceived 

usability.  
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Figure 5. Percentile ranks of SUS scores (Sauro, 2011) 

The average usability score is 68 based on 500 usability studies. This score however 

should not be interpreted as the percent usable. Instead, use Figure 5 above to determine the 

percentile of the score as a method of comparison (Sauro, 2011). An SUS score is not meant to 

be a diagnosis of what parts of a system needs improving as it does not ask or report on system 

specific details. It can, however, be used as a benchmark to measure progress as the system 

improves and to measure against other systems. 

 

21 



3. Study 1 

3.1 Methodology 

3.1.1 Participants 

Nine participants from the Embodied Cognition class at Worcester Polytechnic Institute 

participated in an abbreviated WLCP workshop and were surveyed. They varied from college 

undergraduate freshmen to graduate students continuing their education after working for 20+ 

years. The pool included 2 males and 7 females. Most participants had no previous experience 

with the Wearable Learning Cloud Platform (WLCP), but some had more experience and had 

previously administered studies using the WLCP. No one was an expert user of the system. 

3.1.2 Procedures 

On Tuesday 2/5/18, ten participants spent about 20 minutes creating an embodied game 

that used cell phones. Students were split into groups of 2 or 3 and given the instructions found 

in Appendix A. 

The students drew the games that they created on whiteboards in the classroom. Those 

with more knowledge of the system were instructed to act as if they did not know about the study 

or the end goal. After the designing stage, students presented their games to the class. 

On Friday 2/8/18, nine participants were given a fifteen minute presentation about finite 

state machines and the Wearable Learning Cloud Platform. The presentation can be found in 

Appendix B. The presentation focused heavily on slides 4 through 9, with emphasis on 4, 6, and 

8. It also included a brief introduction to how to use the Game Editor of the WLCP, spending 2 

minutes showing participants how to make a new game, add states, and add transitions. 
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After the presentation, participants got into the same groups that they were working with 

on Tuesday to try to adapt their game to a finite state machine and then the WLCP. The 

participants spent 15 minutes trying to adapt their games to a finite state machine either on paper 

or on a whiteboard. 

The participants were then told to transition into creating their game through the WLCP. 

They were instructed to transfer their games from the written finite state machines form to the 

finite state machine builder in the game editor. Some teams switched the programming role 

among team members  half way through, while others kept the same team member as a 

programmer for the entire experience. 

Following 15 minutes of game building, the participants were given a 10 minute survey 

about their experience, which served as the data collection method. The survey is located in 

Appendix C. After finishing the survey, the participants discussed as a group the struggles that 

they encountered with the process, especially regarding the game editor. The researcher took 

notes during this feedback session. 

3.1.3 Materials 

Each participant was provided with whiteboard space and markers. They were each asked 

to bring their own laptops on which they could access and use the WLCP. All the instructional 

materials were created by the faculty member running the workshop. 

3.1.4 Measures 

The data for this survey was collected through the survey that participants completed at 

the end of the experience. This survey is located in Appendix C.The first section consisted of the 

System Usability Scale (SUS), which has a strong backing and is a common way to calculate the 
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usability of software. This was followed by an evaluation of the difficulty of various actions in 

the game editor, where participants were asked to rate the difficulty from 1 (very easy) to 5 (very 

hard). The second half of the survey was more qualitative and will be coded by hand by the 

researcher. It asked open ended questions in order to understand the more specific 

individual-level strengths and weaknesses of the program. Finally, there were three demographic 

questions to control for factors like previous experience with the program. 

3.1.5 Methods of Analysis 

The SUS section of the survey was analyzed at an individual question level and a whole 

score level. First, all question responses had to be normalized to a 0-4 scale where 0 is most 

negative and 4 is most positive. Each score of the odd numbered questions was reduced by 1, but 

since the odd numbered statements reflect positive usability of the system and the even 

statements reflect negative usability of the system, each score for the even numbered statements 

was normalized by subtracting the score from 5. By normalizing the results, all scores now 

reflected 4 as the best score possible and 0 as the worst score possible and allowed for analyzing 

which questions received the most negative responses. 

The normalized scores were graphed in a stacked bar chart to better visualize how 

responses leaned for each question. It also helped to identify the questions with the greatest 

amount of positive responses and negative responses. To calculate the total SUS score, the 

normalized responses for each participant were summed and multiplied by 2.5 to create a score 

out of 100. Averaging SUS scores given by each participant gave the system an overall score that 

was then compared to national standards. 
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For the questions about the easy of performing various actions in the WLCP, the 

responses were graphed in a stacked bar chart similar to the one created for the SUS scale, again 

to better visualize how the participants generally felt about the usability of certain features. The 

open ended questions that followed were hand coded by the researcher. First categories and 

themes in the responses were listed out and then the categories mentioned in each response were 

noted. Then number of mentions for each category in each question were reported. The final 

section about demographics were calculated at percentages to describe the study pool. 

3.2 Results 

3.2.1 System Usability Scale 

Chart 2 below shows the normalized responses to the SUS questions. The darkest red 

sections represent the most negative responses while the lightest green sections represent the 

most positive responses. 

25 



 

Figure 6. The normalized usability for the Study 1 SUS results. 

From Figure 6 we can see that most respondents indicated that the system had high 

usability with 8 of the 10 statements showing over 50% agreement (responses of a normalized 3 

or 4). The statement least agreed with is the first statement which says “I think that I would like 

to use this system frequently.” The statements with the most normalized agreement were 

statements two and three. Statement two says “I found the system unnecessarily complex” to 

which 88.9% of respondents either disagreed or strongly disagreed. Statement three says “I 

thought the system was easy to use” to which 88.9% of respondents either agreed or strongly 

agreed. Additionally, the SUS allowed the researcher to calculate the overall usability of the 

system as a whole. The WLCP earned an overall mean score of 63.3.  
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3.2.2 Ease of Completing Tasks 

The second section of the survey asked about how easy performing certain tasks were. 

The results from the survey are shown in Chart 3 below. 

 

Chart 3. Ease of completing tasks during the workshop 

 

At least 50% of respondents rated each task either somewhat easy or very easy. The 

easiest tasks were creating a new state and creating a new transition, while over 25% of 

respondents claimed that creating a new game was either somewhat or very hard.  

3.2.3 Open Ended Responses 

The third section of the survey asked 4 open ended questions about how the participants 

felt about the system. These questions are available in Appendix C. In response to the first 
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question about what participants like about the WLCP, seven of the nine respondents mentioned 

how easy or simple the interface was to use and three people talked about how visually well 

designed the system appeared. When talking about what they did not like, two of the six people 

who answered this question referred to technical difficulties they experienced due to bugs in the 

system and three people discussed how the system’s options and features were too limited. On 

the topic of desired features, three people wanted to be able to use pictures while creating games, 

three requested a tutorial to better understand how to use the software, and two requested the 

ability to add hyperlinks that students could click on. Additionally, one person mentioned having 

the ability to separate the public games from the user’s games. Finally, respondents were asked 

about the difficulties they faced. Eight of the nine respondents stated that their difficulties 

stemmed from technical issues they experienced and the last respondent stated that lack of 

options was the reason for his/her difficulties.  

3.2.4 Group Discussion 

From the group discussion we learned that in addition to the results above, the 

participants would have liked to be able to add images to states, copy and paste sections of their 

finite state machines in the game editor, have the option to include hyperlinks in text, make math 

text in text inputs, include variables in the games, change the order in which the questions were 

presented to the players, have groups of different sizes, and add interaction with the phones’ GPS 

systems. The participants experienced bugs related to not being able to find the input text box 

option in states, using large group sizes, editing input states, and adding and editing transitions. 
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3.3 Discussion 

3.3.1 System Usability Scale 

The WLCP scored a 63.3 out of 100 on the SUS. Compared to an industry average of 68, 

this is in approximately the 33rd percentile and considered to be a C- on the typical A through F 

grading scale. This suggests that it is important to keep improving the usability of this product 

and there is significant room for growth. Looking at the results, the developers should work 

towards removing some of the technical layers that make the program difficult to use without 

prior instruction. Making the product more accessible to everyone and all levels of experience is 

one way to work towards improving the usability of the system to meet the industry average. 

3.3.2 Ease of Completing Tasks 

The data suggests mostly easy ability to perform the basic tasks required for the Game 

Editor of the WLCP. However, this data may not be completely accurate. Some markings on the 

paper response sheets indicate that a few respondents may have misinterpreted the scale as 5 

being the easiest instead of 1. This could be due to the fact that in the previous section, 5 meant 

strongly agree which is the most positive reaction while in the ease of task section, 5 meant very 

hard which was the most negative reaction. Some of the data points could be flipped. Due to the 

small sample size and the questions on the accurate interpretation of the survey, this data may 

not be a reliable depiction of people’s opinions on the ease of use of the system’s features. 

Since there is doubt about the accuracy of the survey results, conclusions and 

recommendations cannot be formed from these results. It is important to repeat this study and 
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survey with clarification on how to answer the questions, in order to gather accurate data on the 

ease of performing the basic functions of the game editor. This is one limitation of the study. 

3.3.3 Open Ended Questions and Group Discussion 

The open ended questions and group discussion provided much more direction for the 

developer on how to improve the system. The next iteration in development should do the 

following 

1. Fix  bugs that presented themselves during the study 

2. Create pop up messages for the user in situations where the system is behaving as desired 

but it appears to the user to be a bug 

3. Add more options and features such as 

a. Adding pictures to states 

b. A click through tutorial to orient new users 

c. Adding hyperlinks to states 

4. Separating private from public games. 

5. Comments/Feedback that they made during discussion 

a. Variables 

b. Randomization 

c. Copy/paste sections of charts 

These were all specifically requested areas of improvement for the system that would improve 

the user experience and overall usability of the WLCP. 
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4. Programmatic Changes 
After the first study was completed, I presented the list of recommendations discussed in 

the previous section to the team of programmers working on developing the WLCP. We worked 

diligently to fix bugs and implement features to improve user experience before the next study 

began. The following sections give an overview of the changes that were implemented between 

the first study (conducted in February 2019) and the second study (conducted in August through 

October 2019).  

4.1 Added Features 
The two most prominent changes to the WLCP between Study 1 and Study 2 were the 

additions of localization and showing pictures in states. Localization was a tactical change before 

starting the second study. Since the next study was performed in Argentina and was conducted 

completely in Spanish, developers had to implement i18n localization and translate the program 

so the WLCP would support both English and Spanish based on the users’ browser settings.  

Adding pictures to states was part of another IQP that involved measuring the impact of 

visual hints. Users can now add pictures in addition to text to the states in a game by opening a 

state, adding a true link to an image, resizing the image, and saving the state. When players reach 

those states in the game, the image will show up on the screen along with the text for the state. 

Not only did this improvement aid in the visual hints study, it also added a functionality that 

users requested in the initial study.  

Additionally, many minor changes were made to the game editor. They are listed below. 
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1. Added a warning when refreshing or leaving the page in game editor or player mode 

2. Changed the appearance of the start state to be distinct from other states since it does not 

function the same as the other states 

3. Added ability to copy, rename, and delete games 

4. Separated personal and public games when loading an existing game 

5. Prevented users from editing games they do not own 

6. Enabled switching modes from game editor 

7. Added click and drag scrolling on the canvas 

8. Add a warning message for removing a connection 

4.2 Bug Fixes 
There were also a series of bugs that were fixed between the two studies. During the first 

study, there were many bugs or perceived bugs that negatively impacted the participants’ 

experiences and contributed to poor rating of the software. The bugs fixed are listed below. 

1. Double clicking on button in the player mode no longer unintentionally moves the player 

through multiple states 

2. Increased state character limit from 255 to 2048 so users do not run out of characters 

when programming their states 

3. Fixed connection issues when reloading the page while in game player mode 

4. Added more restrictions and validation on the number of players and teams so users 

cannot create non transpilable games 

32 



5. Fixed bug where new, load, save, run & debug, and options disappears when the window 

is too small 

6. Fixed security vulnerabilities 

4.3 My Changes 
The changes outlined in the previous sections were completed by other members of the 

team, but in this section I will describe the changes that I personally implemented in the game 

editor. The first change that I implemented was adding a couple pop up messages to the game to 

add clarity and reduce confusion. The purpose of the start state has been on source of confusion 

for WLCP users because it is not editable. I added the following message in a pop up window 

when a user double clicks the start state to try to edit it: “This is where your players will enter the 

game. Draw an arrow to the first state you want them to see!” The goal of this message is to give 

the users direction when they try to edit the start state and realize that they cannot.  

The next set of pop up messages that I implemented were for editing states and 

transitions. Running in the background of the game editor is the validation engine, which is 

constantly checking that the game can be transpiled and preventing users from creating games 

that cannot be transpiled. This prevention is usually in the form of not allowing a user to edit a 

state or transition because there are other empty states/transitions that need to be filled first or 

that have already filled the scopes. Previously, when this occurred, the editor pop up would still 

show up, but there would be a big blank box instead of the editing tools. This behavior is shown 

in Figure 7.  
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Figure 7. Transition editor when the game fails (left) and passes (right) validation 

Users participating in studies often announced to the researchers that they had found a 

bug and the software was broken when in reality this was the desired behavior. To fix this, I 

added pop up error messages that the users would see in place of the blank editor. These 

messages remove the misconception that this was a bug in the software, and they provide the 

users with possible action steps they can take to get past the errors. When trying to edit a state 

while all prior states are empty, the users see a message that says “All of the input states are 

empty. Fill in at least one input state to edit this one!” When trying to edit a transition while the 

previous state is empty, users see this message: “Fill in the state above to edit this transition.” 

Finally, when a user tries to edit a state that does not have available scopes, they see the 

following message: “All players and teams have been assigned in neighboring states. Do you 

really need this state? Who do you want to see this state? Check the neighbor states to see what 

those players are seeing.” The goal for adding these messages is to support the users and give 

them direction when they try to program something invalid, rather than making it appear that 

there is a bug in the software. 

The next feature I implemented was a QuickStart tutorial. Previously, there was no 

tutorial and all help for the user was provided through an in-person demonstration. However, as 

the software grows, it is important to create a way to learn the software without a demonstration 
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from a previous user. This is the reason for creating the QuickStart. It is not meant to be a 

complete tutorial, but rather just help users get started when they first open the software. The 

QuickStart is a pop up window that appears every time at login. The first page of the QuickStart 

is shown in Figure 8 below.  

 

Figure 8. First page of the QuickStart tutorial 

It does have the capacity to be cookie enabled to reduce the frequency of appearance, but that has 

not been enabled. In the window, the users see a description of an action they can take in the 

game editor along with a video of that action. There are seven screens that users can click 

through and the text descriptions are listed below. 

1. Create a new game or load an existing one 

2. Drag an output state onto the canvas 

3. Drag an arrow from state to state and add a transition 

4. Double click states and transitions to edit them 

5. Don't forget to save your game 
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6. Run and debug to test your game before playing 

7. Use these buttons to relaunch the tutorial, change game modes, or log out 

Additionally, experienced users can click out of the tutorial at any time by selecting the close 

button. To reference the QuickStart again, users can click the question mark button in the upper 

right corner of the game editor. The goal of this feature was to provide a prototype for a tutorial 

or help section and then get feedback before fleshing it out and making a more comprehensive 

tutorial.  

The final improvement that I made to the WLCP game editor between the two studies 

was expanding translation of the game editor. Internationalization (i18n) and localization is the 

process of adapting a piece of software to be functional and accessible cross culturally. A large 

part of this process is enabling translations of not just text but also images, graphics, and cultural 

references. My colleagues implemented initial infrastructure for the i18n localization in heavily 

used features. I expanded the localization and translation to cover the entire game editor. This 

was especially critical for all of the error messages, so participants in the Argentina study could 

problem solve autonomously. Completing the localization also required translating the 

QuickStart tutorial and its videos so that the videos in the tutorial show the game editor’s user 

interface in a language that corresponds to the language they have loaded the website with. The 

goal of completing the game editor translation was to remove language barrier as a confounding 

variable in the second study and to make the software more accessible to non native English 

speakers. 
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5. Study 2 

5.1 Methodology 

5.1.1 Participants 

A total of 143 participants participated in a seven week game development workshop in 

Argentina and completed both study surveys. The participants were 6 different classes: 2 from 

School C, 2 from School M, and 2 from School N. They varied in age from 10 years old to 14 

years old. The pool was 42% male and 52% female with 6% of students not responding. None of 

the students had previous experience with the Wearable Learning Cloud Platform, but 29% of 

students said they had previous programming experience. 

5.1.2 Procedures 

Before the researchers arrived, all families were notified of the study being done and 

were informed that their children were going to be photographed with an option to opt out. The 

letter sent home is included in Appendix D. Additionally, each student completed a pretest on 

computational thinking and finite state machines that is shown in Appendix E. This pretest was 

administered by the participants’ teachers unlike previous studies where the pretest was 

administered by the researchers. 

Over the seven weeks of the study, the researchers saw each class for one 80 minute 

block each week. Though the study was seven weeks long, the researchers only planned to meet 

with the students for six weeks. This was due to the numerous holidays and special events that 

interrupted the study. Each class missed one week due to scheduling conflicts with the exception 

of the participants from School C who missed two classes. To make up for the extra missed 
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period, those classes received an accelerated Week 2 and Week 3 curriculum using the same 

materials and instruction that the other students received but was sped up to fit into one class. 

The first week, the students received an introduction to the study which was referred to a 

workshop. They then played the Spanish version of Tangrams Race. Two teams of 4 students 

played the game while the rest of the students watched and observed. After playing the game, the 

students discussed their observations, first in small groups and then in a whole class discussion 

facilitated by the researchers. The discussion focused mostly on the questions on the second page 

of their activity notebooks which can be found in Appendix F. Finally, the teachers separated 

their students into groups of three (with the occasional group of four) and the students began to 

make their own games. The researchers gave verbal instructions to create a game that involved a 

math concept and some movements that could eventually be made in the software that was used 

to make Tangrams Race. Students were also given a set of written instructions for designing their 

games available in Appendix G. At the end of this class period, most students had made 

significant progress if not finished designing their games. 

The second week introduced students to finite state machines (FSM), which are used to 

program in the WLCP. Both School N classes spent time between week one and week two 

working on their games outside of the study, so they began with brief presentations to their 

classmates about their games. Both School M classes needed more time for designing their 

games, so they all got 20 min at the beginning of class to finish working on their games. From 

this point, five of the classes received a powerpoint presentation on finite state machines and 

how to draw them. A copy of this presentation is located in Appendix G. Instead of this 

presentation, the first School M class received more discussion and interaction based instruction 
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to test out a new curriculum that the researchers want to implement in future studies. After the 

finite state machine instruction, the students were given time to work in their groups to draw a 

finite machine of what the phone would be doing in their game. The participants were told that 

the states of the FSMs should represent the screens that the players see and the transitions should 

represent the ways to change the screens. Additionally, the participants were told that the screens 

could have text and/or pictures, while the transitions could be pressing a single button, entering a 

color coder, or entering text. They were given the rest of the class period to finish drawing their 

FSMs in their groups. The first School N class finished over half an hour early and started the 

third week curriculum. They were working in the WLCP for about 15 minutes. 

During the third week, the classes began programming in the WLCP. The first School M 

class needed more time to finish their FSM drawing, so they spent the first 15 minutes working 

on their diagrams. All other classes started with an introduction to the WLCP. The introduction 

told the students the web address of the page, their login credentials, and how to use the 

QuickStart tutorial. This was purposefully brief and not comprehensive to be able to measure the 

effectiveness of the QuickStart later on. The groups were given about 20 to 30 minutes to work 

in the WLCP before taking the first of two surveys as part of this study. The week three survey is 

located in Appendix H and will be discussed further in the Measures section. Most classes ended 

after the students took the survey, but the second School N class had about 10 minutes after 

taking their surveys to continue programming in the WLCP. 

In the fourth week, the students continued programming in the WLCP. At the beginning 

of the class, they were given more information about how to use the debugger and why 

debugging is important. They were also given a hand out with some design patterns for how to 

39 



structure their questions. This handout is located in Appendix I. The majority of the class period 

was spent working on creating the games. Unlike the previous week when researchers were only 

providing minimum support necessary for the students in order to prevent skewing the usability 

survey result, during this week researchers were actively helping participants as much as possible 

and jumping in unpromptedly to provide help. At the end of this period, the students were given 

a five question exit ticket about how they used or did not use the design patterns. Additionally, 

the researchers presented demonstrations of two possible features to implement in the WLCP and 

the students voted for their favorite on their exit tickets. See Appendix J for the exit ticket. All 

classes completed the exit ticket at the end of week four with the exception of the second School 

C class, who completed it at the end of their fifth week since half the class was absent due to 

other school events during class four. 

The fifth week was the last week of programming in the WLCP. The students were 

strongly encouraged to ask for help and debug their games. Additionally, the researchers taught 

the students how to start and stop a game instance to they could try playing their games. The 

researchers brought in cell phones so students could debug on mobile devices as well as their 

computers. Most of this class was spent working on the games and finalizing everything. At the 

end of the class, students were also asked to create a list of any physical materials that they 

needed to play their games so that the researchers could pick up additional supplies for the last 

class.  

The sixth and final week was spent playing all of the games. The researchers brought cell 

phones and the physical materials requested at the end of the previous class. The participants 

took some time to get their physical materials together and then each group took turns presenting 
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their games to the class and playing their games with other classmates. The final step of the study 

was for the teachers to administer the post test to their students after the researchers left and then 

send the results to the researchers. The post test is located in Appendix K. 

5.1.3 Materials 

Each group of students received one notebook which contained pages for the activities in 

the study. There was one page with questions for observing Tangrams Race, three pages to 

brainstorm ideas for their own games, three pages to draw their own games as finite state 

machines, and then a number of blank pages that the students could use for whatever they 

needed. There were a number of handouts for the students as well, including the game creation 

instructions, design patterns cheat sheet, and the two surveys. 

Additionally, the researchers provided physical materials for playing Tangrams Race and 

the students designed games. This included bringing the tangram pieces to play Tangrams Race 

and buying materials like baskets, rocks, and spinners for student games. Nine cell phones were 

also provided by the researchers to use while playing Tangrams Race, debugging participant 

games, and playing participant games.  

5.1.4 Measures 

Results of this study were measured through the survey and the exit ticket which are 

located in Appendices H and J respectively. The survey pertained to the usability of the system 

and the effectiveness of the QuickStart tutorial. The survey began with the ten multiple choice 

questions from the System Usability Scale to calculate the overall usability of the game editor. 

This was followed by six questions about certain features that asked participants to rate their ease 

of use from one to five. The next section was three yes-or-no question and one rate-on-a-scale 
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question about the effectiveness of the QuickStart. Then there were two open ended questions for 

general positive and negative feedback and then four demographic multiple choice questions. 

The exit ticket was a much shorter measure that focused on the value of providing 

students with the design patterns. There were three yes-or-no questions about the design patterns 

cheat sheet. The next question was also yes-or-no but focused on the possibility of adding design 

patterns to the game editor. The final question asked participants to choose which of two new 

functionalities they would prefer to have. Majority of the data collected from the survey and exit 

ticket is quantitative data. The qualitative data was collected from the open ended feedback 

questions on the survey and from researcher observations. 

5.1.5 Methods of Analysis 

The first two sections of the survey were identical (with the exception of the translation) 

to the survey given in the first study and thus followed the same analysis process but with some 

addition analysis. See Section 3.1.5 for a description of how the SUS questions and ease of use 

of features sections were analyzed. Since the study population for the second study was a 

significant size, mean response and standard deviation were also calculated for the first two 

sections. For the SUS questions, the mean, standard deviation, and percent no response were 

calculated for the normalized score of each question and for the SUS scores from each 

participant. It is important to note that the percent no response is higher for the overall score 

because the average overall score was calculated from only complete responses. If any of the 

SUS questions were left blank, that participant’s responses were included in the individual 

question analysis but no overall SUS score was calculated. For the features’ ease of use 
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questions, the average response, standard deviation, and percent of population who did not 

respond were calculated and reported in a table.  

The open ended questions were analyzed with the same methods described in Section 

3.1.5, except instead of reporting counts for each category, the results were described as 

percentages of all responses that fit the category. As in the previous study, the demographic 

questions were calculated as percentages and used to describe the study pool. 

There were two sections of data that were new in the second study: the QuickStart 

tutorial feedback and the design patterns feedback. All of the questions in both of those sections 

were choose one of two responses, so the results were analyzed as the percent of respondents 

who chose each option and who did not respond to the question.  

5.2 Results 

5.2.1 System Usability Scale 

Table 1 below shows the mean normalized response, standard deviation for all 

participants who responded, and also the percent of participants who did not respond for each of 

the ten SUS questions. Additionally, the last row shows the overall mean SUS score, with the 

standard deviation and the percent of participants that did not answer all ten SUS questions.  

Table 1. SUS results by question and total score 

SUS 

 Mean SD % No Response 

Q1 - Normalized 2.40 0.99 2.80% 

Q2 - Normalized 2.32 1.09 2.80% 

Q3 - Normalized 2.50 1.22 4.20% 

Q4 - Normalized 2.29 1.37 6.99% 
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Q5 - Normalized 2.79 0.95 2.80% 

Q6 - Normalized 2.62 1.11 3.50% 

Q7 - Normalized 2.60 1.17 2.80% 

Q8 - Normalized 2.45 1.14 2.80% 

Q9 - Normalized 2.76 1.05 2.80% 

Q10 - Normalized 2.00 1.34 3.50% 

Total Score 62.20 16.91 11.89% 

 

The mean SUS score for the WLCP is 62.20 with a standard deviation of 16.91. There is 

a 90% confidence interval between 59.87 and 64.53. Of the 143 participants, 11.9% skipped at 

least one of the SUS questions or did not answer the survey from which this data was taken. 

Questions five (M=2.79, SD=0.95, NR=2.80%) and nine (M=2.76, SD=1.05, NR=2.80%) about 

a well integrated system and user confidence respectively had the most positive responses, while 

question ten (M=2.00, SD=1.34, NR=3.50%) about needing a lot of prior knowledge had the 

most negative response. 
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Figure 9. Normalized scores of SUS questions 

Figure 9 above visualizes all of the normalized responses and supports the claims above 

that questions 5 and 9 were the most positively answered while question 10 was the most 

negatively answered. 

5.2.2 Ease of Completing Tasks 

Table 2 below shows the average score and standard deviations for the responses 

regarding the ease of performing various tasks in the WLCP. It also includes the percent of 

participants who did not respond to each question. 

Table 2. Ease of using features means and standard deviations 

Ease of Use 

 Mean SD %No Response 

Creating a new game 3.08 1.08 3.50% 

45 



Creating a new state 3.77 1.09 3.50% 

Creating a new transition 3.76 1.24 4.90% 

Editing an existing state 3.52 1.10 4.90% 

Editing an existing 
transition 3.56 1.08 5.59% 

Debugging a game 3.46 1.16 3.50% 

 

Creating a new state had the highest mean (M=3.77, SD=1.09, NR=3.50%). Creating a 

new transition followed closely behind with a mean of 3.76, but it had a relatively large standard 

deviation of 1.24 (NR=4.90%). Editing an existing transition (M=3.56, SD=1.08, NR=5.59%), 

editing an existing state (M=3.52, SD=1.10, NR=4.90%), and debugging a game (M=3.46, 

SD=1.16, NR=3.50%) were situated in the middle of the range of means. Participants ranked 

creating a new game the lowest with a mean of 3.08 (SD=1.08, NR=3.50%). 
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Figure 10. Stacked bar chart of ease of using features 

Figure 10 above shows all of the responses about the difficulty of tasks. The lightest 

green represents the highest scores while the darkest red represents the lowest scores. The chart 

supports the claims made earlier that the participants ranked the creating a new state and creating 

a new transition to be the highest and creating a new game to be the lowest. 

5.2.3 QuickStart Tutorial 

Table 3 below shows the participants responses to the yes or no questions asked about the 

QuickStart tutorial as well as the mean ranking of the QuickStart with the standard deviation. It 

also shows the percent of participants who did not respond to each question. 

Table 3. Opinions on the QuickStart tutorial 

QuickStart 

 % Yes % No %No Response 

Did you use the QuickStart 
when you logged in? 83.22% 11.19% 2.80% 

Did you use the QuickStart 
when you were programming? 81.82% 11.19% 4.20% 

Did you like the QuickStart? 81.82% 12.59% 2.80% 

 Mean SD %No Response 

How helpful was the 
QuickStart? 3.69 0.93 1.40% 

 

With regard to the QuickStart tutorial, 83.22% of participants said that they used the 

tutorial when they logged in while 11.19% did not use the tutorial when they first logged in 

(NR=2.80%). 81.82% of participants used the QuickStart while they were programming, 11.19% 

did not use the tutorial while programming, and 4.20% did not respond to the questions. When 
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asked if they liked the QuickStart, 81.82% said yes, 12.59% said no, and 2.80% did not respond. 

Participants gave an average rank of 3.69 out of 5 when asked how helpful with the QuickStart 

was (SD=0.93, NR=1.40%).  

5.2.4 Open Ended Questions 

Table 4 below shows the percent occurrence of various themes when asked what they 

liked about using the WLCP. 

Table 4. Percent occurrence of user likes 

What do you like about the program? 

 % Occurrence 

Creating Games 20.28% 

Easy to use 18.88% 

Learning 16.08% 

Programming 10.49% 

Fun 6.99% 

Playing games 4.20% 

Good/Yes 4.20% 

No response 2.80% 

 

The most popular response was that the participants liked the game creation aspect of the 

software (20.28%). 18.88% of participants said the program was easy to use, 16.08% said they 

liked learning new things, 10.49% stated that they enjoyed the programming aspect of the 

software, 6.99% called it fun, and 4.20% said they liked it because they enjoyed playing games. 

Another 4.20% of the participants simply responded with something akin to “good” or “yes”. 

Finally, 2.80% of participants did not answer the question. 
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Table 5. Percent occurrence of user dislikes 

What do you NOT like about the program? 

 % Occurrence 

Difficult/Complex 27.27% 

Nothing 23.78% 

Don't understand 11.89% 

Not enough 
options/functionality 8.39% 

Not enough explanation 5.59% 

States and transitions 4.20% 

Not enough space 3.50% 

No response 6.29% 

 

When asked what they did not like about the WLCP, the most prevalent responses were 

that the system was difficult or complex (27.27%), there was nothing they did not like (23.78%), 

or that they did not understand aspects of the software (11.89%). Some participants (5.59%) 

commented about not having enough explanation about using the system and 4.20% complained 

about creating and/or manipulating states and transitions. Another 3.50% of participants disliked 

the limited amount of space on the software. Finally, 6.29% did not respond to the questions. 

5.2.5 Design Patterns 

Table 6 below shows the responses to the two option questions given with regard to the 

design pattern materials provided during the study and the integration of design patterns into the 

WLCP. 

Table 6. Opinions on design patterns WLCP integration 

Design Patterns 
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 % Yes % No %No Response 

Did you use the design 
patterns worksheet? 38.46% 58.04% 3.50% 

Were the patterns 
useful/beneficial? 52.45% 42.66% 4.90% 

Would you like to see the 
design patterns in the 
WLCP? 83.22% 12.59% 4.20% 

Would you like to be able to 
drag design patterns into 
your game in the WLCP? 77.62% 17.48% 4.90% 

 %Drag Patterns %Copy Paste %No Response 

Would you prefer being able 
to drag design patterns or 
copy paste? 37.76% 58.74% 3.50% 

 

Majority of the participants did not use the design patterns handout given to each of the 

groups (58.04%), but 38.46% said they did use the handout (NR=3.50%). When asked if the 

design patterns sheet was helpful, 52.45% said yes, 42.66% said no, and 4.90% did not respond 

to the question. 83.22% of participants said they would like to see the design patterns in the 

WLCP while 12.59% said they would not (NR=4.20%). Additionally, 77.62% said they would 

like the ability to drag design patterns into a game in the WLCP (No=17.48%, NR=4.90%). 

When given the option of being able to drag patterns or copy and paste, 37.76% chose to be able 

to drag patterns, 58.74% preferred copy and paste, and 3.50% did not respond. 
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5.2.6 Researcher Observations 

In addition to the quantitative, the researchers administering the study also made 

observations of difficulties that participants faced and bugs they encountered while using the 

system. They are listed below in no particular order. 

1. In the error message about minimum and maximum teams, there is a space character 

missing. 

2. Participants were often confused about the purpose of the start state and they tried to put 

a transition between the start state and the first state. 

3. Participants often tried to put spaces and accent marks into the titles of their games. 

4. When participants clicked the login button more than once, the QuickStart would not 

close. 

5. When logging in, if there is no password, the user still needs to touch all of the fields to 

be able to log in successfully. 

6. Many participants were confused as to why they could not drag a connection from the 

bottom of one state into the bottom of another state. 

7. The error message about all users being assigned to other states was not easily understood 

by the users and could appear in nonapplicable situations. 

8. Some participants were confused about how to leave the page because there is always a 

pop up message confirming that a user wants to leave the game editor or debugger. 

9. Many participants requested to be able to change the text on the buttons. 

10. For the spanish translation, participants did not understand to click the “grabar” button to 

save. Many expected a button with “guardar.” 
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11. The ability to leave a color code transition or text box transition blank in order to accept 

all unassigned inputs was not clear or visible and had to be explained by the researchers. 

12. The error message about not being able to loop back to a neighbor was not translated into 

Spanish. 

13. Some participants did not realize that they could drag a state to the bottom of the screen 

to add more space for their FSM in the Game Editor. 

14. When dragging a state to the bottom of the screen to add more space, once the addition 

space appeared, sometimes the state being dragged was no longer positioned under the 

cursor. 

15. Sometimes the message for the previous state being already filled gave a false positive. 

16. Participants were able to have two different types of transitions coming from the same 

state which caused two types of transitions to appear when debugging. 

17. Some participants requested a timer or a way to determine which player finished first. 

18. One participant asked if there was an undo button. 

19. Many participants filled out the titles of the states without filling in the body of the states 

and then were confused why nothing showed up in the debugger. 

20. One group was not able to add input transitions to their connections, but after naming 

some of their unnamed states, they were then able to add input transitions. 

21. One group asked if there was a way to select their whole game and move it, rather than 

moving states one at a time. 

22. In the game manager, the selection box for choosing a new game when creating a new 

instance overflowed and did not display all of the games. 
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23. When playing a game, if a user is already registered to playing another game, the states 

showed up blank. 

24. Very few groups used scopes other than the default global scopes in the states and 

transitions. 

5.3 Discussion 

5.3.1 System Usability Scale 

The average SUS score for the WLCP was 62.2 which is significantly lower than the 

recognized standard of 68. Additionally, a score of 62.2  is in approximately the 32nd percentile 

which is also quite low. This suggests that there is a significant margin for improvement. The 

questions most positively responded to were questions five and nine which were about well 

integrated functions and users’ confidence in using the system, suggesting that these are two 

strengths of the system. Question ten about needing a significant amount of prior knowledge to 

use the system received the most negative response. This system currently does not have a strong 

help infrastructure and is often used in the context of a workshop with many prior activities, so 

this may contribute to participants feeling they need to learn a lot before being able to use the 

system. Either way, the developers of the WLCP should consider this feedback when moving 

forward and make more of an intentional choice about how much help to provide programmers. 

However, it is important to note that the range of the average normalized scores was between 

2.00 and 2.79 which is a relatively small range. There were no questions that garnered 

significantly negative responses or significantly positive responses. Overall though, the SUS 

results show that the WLCP is lacking in usability. 
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5.3.2 Ease of Completing Tasks 

When ranking the difficulty of tasks, the participants ranked creating a new state to be the 

easiest, followed closely by creating a new transition. This may allude to the intuitive nature of 

being able to drag and drop state and transitions onto the board to create them. However, the 

participants rated creating a new game as the most difficult task. This may be due to the login 

procedure. After logging into the Game Editor, no game is automatically created or loaded, so 

the user must select a button at the top to choose to create or load a game. However, the initial 

page looks nearly identical to a new game page, with the exception of the start state. This could 

be confusing to the user, so the developers and researchers should explore this further. Overall, 

all of the mean ease of use scores were between 3.08 and 3.77 which is relatively high. That said, 

there is always room for more improvement. 

5.3.3 QuickStart Tutorial 

The implementation of the QuickStart tutorial was very successful. An overwhelming 

majority of the participants used the tutorial when they logged in and while they were 

programming. Over 80% of users said they liked the tutorial. They also said it was very helpful 

and the mode score was four out of a highest possible five. This implies that the QuickStart was 

a good and valuable addition to the WLCP. The developers should look into refining the 

QuickStart and creating a more robust tutorial system to supplement the benefits of the 

QuickStart. 
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5.3.4 Open Ended Questions 

When asked what they liked about the WLCP, the top responses from the participants 

were that they liked creating games, that the system was easy to use, that they enjoyed learning 

new things, and that they liked the programming aspect of the software. This question was meant 

to get feedback about what features and system components were strong, but the answers do not 

match that intent. In future studies, this question should be reworded to get more specific 

feedback. The question about what participants disliked about the system gathered more 

constructive feedback. The top comment was that the system was difficult and/or complex. Some 

other popular comments were that they did not understand how to use the system and that there 

was not enough explanation. These three comments could stem from the procedure followed 

during the study. In order to evaluate the usefulness of the QuickStart, the participants were not 

given instructions about how to use the system and were only told how to access the program 

and log in. However, from these responses, it seems that the QuickStart was not sufficient to 

remove confusion and clearly explain the software. Therefore, the developers should work on 

developing a more robust tutorial program in addition to the QuickStart to help new users get 

acquainted with the software. Another theme discussed was the lack of options and functionality 

in the program. This has also been a theme in other studies, so the developers should continue 

adding functionality. One final comment of note was that some users said that they did not feel 

there was enough space on the FSM canvas in the Game Editor. More experienced users know 

that if a state is dragged to the bottom of the screen, more space will appear, but this was 

apparently not intuitive for the users. The developers should work to try to make it more intuitive 

or to advertise this functionality more clearly, so newer users can take advantage of it. 
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5.3.5 Design Patterns 

Over half of the participants did not use the design patterns sheet that they were given on 

the second day of programming. This may have been because they had already figured out how 

to set up their questions during the first day, but this was a purposeful decision so that the 

participants had to think and make an attempt before getting help. That said, over 80% of 

participants said they would like to see the design patterns as a reference on the WLCP and over 

half said that the sheet was helpful and beneficial. Over three quarters of the participants said 

they would like to have the ability to drag design patterns into their games in the WLCP to be 

able to create their games faster, but when given the choice between dragging design patterns 

into their games and being able to copy and paste sections of their game, nearly 60% of 

participants said they would prefer to be able to copy and paste. This suggests that the developers 

should spend their time implementing copy and paste, and the design patterns could be helpful as 

a static webpage that users could access as a reference when designing their games. According to 

the participant feedback, enabling a system to drag and drop design patterns would not be worth 

the effort and would not be more helpful than other features like copy and paste. 

5.3.6 Researcher Observations 

The following list contains all of the actions that the developers can take to address the 

researcher observations noted in Section 5.2.6. 

1. Fix the error message about minimum and maximum teams, by adding a space character 

to make it more readable. 
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2. Change the start state to be an editable state that cannot have an entrance connection or 

step up all new games with a connection from the start state to a new state to eliminate 

confusion about the start state’s purpose. 

3. Enable the use of spaces and accent marks in the titles of games. 

4. Fix the bug where when participants clicked the login button more than once, the 

QuickStart would not close. 

5. Fix the bug where when logging in, if there is no password, the user still needs to touch 

all of the fields to be able to log in successfully. 

6. Create a pop up message when users try to drag a connection from the bottom of one 

state into the bottom of another state that tells them to drag a connection from the bottom 

of one state to the top of the next. 

7. Clarify the error message about all users being assigned to other states and try to add 

more messages for more specific situations. 

8. Disable the pop up message confirming that a user wants to leave the game editor or 

debugger if the player has saved their game in the last minute or reached the last 

programmed state. 

9. Enable the ability to change the text on the colored buttons. 

10. Change the Spanish translation of “save” from “grabar” to “guardar.” 

11. Make the ability to leave a color code transition or text box transition blank in order to 

accept all unassigned inputs more visible, possibly by adding that option directly on the 

transition editor, instead of just in a pop up message. 

12. Translate the error message about not being able to loop back to a neighbor into Spanish. 
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13. Make the functionality to drag a state to the bottom of the screen to add more space for 

their FSM in the Game Editor more visible to the user or change the implementation to be 

more obvious/intuitive. 

14. Fix the bug where when dragging a state to the bottom of the screen to add more space, 

once the addition space appeared, sometimes the state being dragged was no longer 

positioned under the cursor. 

15. Perform more intensive testing for the message for the previous state being already filled, 

specifically searching for false positive cases that can be eliminated so that the message is 

more reliable. 

16. Once an input transition from a state has been filled, limit all other transitions coming 

from that same state to be of the same type. 

17. Add a timer feature or a way for the system to progress the players to a new state without 

the players performing a transition. 

18. Add infrastructure to support and implement an undo button and a redo button. 

19. Add a warning when a user attempts to close a state where they have filled out the title of 

the state without filling in the body of the state. 

20. Investigate and fix a bug where users were not able to add input transitions to their 

connections, but after naming some of their unnamed states, they were then able to add 

input transitions. 

21. Add the ability to select multiple states and drag and drop them together. 

22. Fix the bug where in the game manager, the selection box for choosing a new game when 

creating a new instance overflows and does not display all of the games. 
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23. Enable users to be able to successfully join and play two games simultaneously. 

24. Add a more thorough explanation of the different scopes and how they can be used. 
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6. Discussion 

6.1 Overall Discussion 
The goal of the first study performed was to obtain baseline data about the usability of the 

WLCP. From the survey responses of the nine participants, the WLCP scored an average 63.3 on 

the SUS which lands approximately in the 33rd percentile. This is an overall low score and is 4.3 

below industry standard, suggesting that the developers needed to work more on making a more 

usable product. The data about the ease of performing certain tasks was unclear and it was 

possible that the responses did not reflect the thoughts of the participants. Due to the doubts and 

small sample size, no conclusions were drawn from that data. However, researchers improved 

the format for future studies. From the open ended questions and group discussion at the end of 

the survey and study experience, researchers gained a lot of specific usability feedback and 

created a list of development priorities based on the feedback. Some items discussed and 

prioritized included fixing bugs, creating more pop up messages, adding pictures to states, 

adding variables and randomization, and enabling copy and paste functionality. 

The developers then took the specific feedback from the discussion and implemented 

changes to the WLCP. Some changes of note included fixing six bugs, implementing localization 

to support English and Spanish, adding pictures to game states, adding more pop ups with 

helpful messages, and implementing a QuickStart tutorial that appears at login. 

The second study was more extensive and performed with six classes of sixth and seventh 

grade students in Argentina. The 143 participants also completed the SUS survey and gave the 

WLCP an average score of 62.2 which is in approximately the 32rd percentile and is considered 
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low. This is not a significant change from the score in the US study, but it does support the 

findings of the first study. The two studies cannot be compared too heavily beyond this point 

because they were performed with distinct populations and followed different procedures. 

There was no significant difference between the average ease of use scores given to the 

various WLCP tasks. All had a mean score between 3 and 4 with a standard deviation around 

1.1. However, the lowest scoring task was creating a new game, so developers should explore the 

accessibility and clarity of this task more. With regard to the QuickStart tutorial implemented 

after the first study, the majority of participants said they used and liked the tutorial, rating its 

helpfulness an average 3.69 out of a possible 5. The researchers should expand and develop this 

more.  

According to the open ended feedback, users still thought the system was complex, 

difficult to understand, and did not have enough explanation. Given that the QuickStart is meant 

to be quick, the developers should build an additional more detailed tutorial or help center to 

address these concerns.. The open feedback also showed that users still want more features and 

functionality in the WLCP. Additionally, some of the existing functionality is not very visible to 

the users, such as how to add more space to the canvas in the Game Editor. However, there was 

also a significant amount of positive feedback and in general participants liked the concept of the 

software being able to create games and learn programming. 

While not many participants used the design patterns information sheet given out on the 

second day of programming, over 50% of participants thought it was beneficial and over 80% of 

participants would like to see the information on the WLCP. However, when asked whether they 

would prefer to drag design patterns into their games or be able to copy and paste sections of 
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their games, nearly 60% preferred the copy and paste functionality. The developers should 

prioritize implementing copy and paste functionality, but it could be useful and beneficial to 

users to have a static web page with reference information about the design patterns.  

Finally, the researchers performing the studies and interacting with the participants made 

many observations about how they used the system well and were the WLCP did not 

successfully support the users. From these observations, the developers can take action to 

mitigate the difficulties that users faced. Some impactful action items from the researcher 

observations include fixing the login bugs, adding more messages when users make mistakes, 

simplifying and clarifying existing messages, and implementing undo and redo buttons. 

6.2 Limitations 
As with any study, there were limitations. In the US study, the sample size was very 

small which could have affected the accuracy of the results. Additionally, the participants 

seemed to misinterpret the section about the ease of performing different tasks in the WLCP 

which combined with the small sample size rendered that data unusable. Finally, the US study 

was condensed into under two hours and skipped certain steps of the procedure followed in the 

Argentina study so the two data sets were not comparable. 

In the Argentina study, one large limitation was the workshop style of the study. Since 

the participants were broken up into six different classes, the participants in the first class always 

experienced more logistical problems than those in the last class and the later classes got more 

practiced instruction and interaction with the researchers leading the workshop. The schedule of 

the workshop was a limitation because often the classes would have a day off which would 

randomly add large time gaps between some activities. One class missed sessions due to 

62 



scheduling problems which forced the researchers to speed up two classes worth of content to fit 

in one class period so the section would finish on time. Additionally, no specific script was 

followed though the researchers tried to convey the information to all the classes in the same 

way, so not all participants received the same information. The overall procedure was impossible 

to replicate identically for all participants.  

Another limitation to the Argentina study was working in schools which tend to be more 

unpredictable and controlled environments . The culture of the schools affected how the students 

participated in the study and was difficult to account for. Each school had a different teacher that 

gave their students different instructions that were not accounted for and replicated across all 

participants. Additionally, there was no way for the researchers to monitor or account for 

instructions that the teacher gave about the study outside of the times that the study was 

scheduled to take place. Some teachers assigned work related to the study as homework. At least 

one teacher gave the students a grade for the work they performed in the study which affected 

how the students behaved. 

6.3 Future Work 
From a developer’s perspective, both studies gave a significant amount of feedback on 

the WLCP’s strengths and flaws. This feedback can be incorporated into the plan for future 

developments and improvements. The SUS scores showed that there is plenty of room for 

improvement on the usability front. From the researcher’s perspective, these studies can be 

continuously repeated to measure the growth in usability and the impact of new features. 
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7. Conclusion 
The goal of these studies were to determine how the users of the Wearable Learning 

Cloud Platform can be better supported. Through the survey data collected, I found that users can 

be supported by improving the usability of the WLCP since it’s usability is ranked below 

standard. To do this, developers can implement some of the features requested by the users 

during the studies, they can fix the bugs observed while participants were using the WLCP, and 

they can continue to reevaluate the usability of the WLCP to track their progress and continue to 

understand the system’s strengths and weaknesses. The QuickStart tutorial implemented for the 

Argentina study was considered helpful by the users, but it could be improved to be more clear 

and the WLCP is still lacking a more robust and interactive tutorial system or help center. 

Finally, the main functionality of the WLCP’s Game Editor is relatively intuitive and easy to use, 

but participants found some of the additional features and nuanced options to be confusing and 

unclear. Additionally, users requested to add features for selecting sections of their games, 

copying and pasting, and clarifying confusing error messages. The developers and researchers 

can use the results of these studies to guide future development and research on the WLCP.  
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Appendices 

Appendix A: Study 1 Design a Game Instructions 
 

Group Activity: Design a Math Game! 
 

Today you are going to design a math game with your team. This game is for 3th-4th grade kids, 
so try to put yourself in the shoes of a younger student. We want you to: 

 

1. design a math game,  
2. describe the game, and 
3. draw a representation of the game on the paper pads. 

 

The game has to meet these criteria: 
● A game that 3-4th grade kids can play in school over recess (it can be played in 

the classroom or outside in a playground/park or in the gym), 
● The game has to teach (or allow students to practice) a particular math concept 
● The game should have at most 4 players and if there are teams, at most 2 teams  
● We want to get the students moving, so the game must be active;  it should 

require physical movement by the students 
● Ideally, the movement should be connected to the math in some way. 
● The game should involve mobile technology (cell phones) 
● We want you to specify the game (show us how your game works) on these pads 

on paper, and we will ask you to explain how it works later. 
 

If time allows, prepare to give a 3 minute presentation of your game to the class! 
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Appendix B: Study 1 Finite State Machines Training Presentation
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Appendix C: Study 1 Usability Survey 
 

WLCP Survey 
 

With respect to the Wearable Learning Cloud Platform (WLCP), rate how much you agree 
with each statement where 1 = Strongly Disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, and 
5 = Strongly Agree. 
 

I think that I would like to use this system frequently.  1 2 3 4 5 

I found the system unnecessarily complex.  1 2 3 4 5 

I thought the system was easy to use.  1 2 3 4 5 

I think that I would need the support of a technical 
person to be able to use this system. 

 1 2 3 4 5 

I found the various functions in this system were 
well integrated. 

 1 2 3 4 5 

I thought there was too much inconsistency in this 
system. 

 1 2 3 4 5 

I would imagine that most people would learn to 
use this system very quickly. 

 1 2 3 4 5 

I found the system very cumbersome to use.  1 2 3 4 5 

I felt very confident using the system.  1 2 3 4 5 

I needed to learn a lot of things before I could get 
going with this system. 

 1 2 3 4 5 
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Rate the ease of use for the following tasks where 1 = Very easy, 2 = Somewhat easy, 3 = 
Neither easy nor hard, 4 = Somewhat hard, 5 = Very hard 
 

Creating a new game 1 2 3 4 5 

Creating a new state 1 2 3 4 5 

Creating a new transition 1 2 3 4 5 

Editing an existing state 1 2 3 4 5 

Editing an existing transition 1 2 3 4 5 

Testing and debugging a game 1 2 3 4 5 

 
 
What did you like about using the Wearable Learning Cloud Platform, in general? 

 
What did you NOT like about using the Wearable Learning Cloud Platform, in general? 

 
Were there any features that you wished the Game Editor had, but it didn’t? 

 
Did you face any difficulties when using the Game Editor? If so, how did you overcome the 
difficulties? 

 
Which do you consider yourself to be? 

❏ Student ❏ Teacher ❏ Both ❏ Neither 

 
How many times have you used the WLCP before this class? 

❏ Never ❏ 1 time ❏ 2-4 times ❏ 5+ times 

 
Which programmer were you? 

❏ First Programmer ❏ Second Programmer 
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Appendix D: Study 2 Letter to Parents 
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Appendix E: Study 2 Pre Test 
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Appendix F: Study 2 Student Workbooks 

 

78 



79 



80 



81 



82 



83 



84 



85 



86 



87 



 
88 



Appendix G: Study 2 Finite State Machine Presentation 
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Appendix H: Study 2 Survey 
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Appendix I: Study 2 Design Patterns Handout 
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Appendix J: Study 2 Exit Ticket 
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Appendix K: Study 2 Post Test 
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