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Abstract

Data Science for Social Good continues to gain attention in research and the media. Data Science and Analytics can

be used in many ways to aid vulnerable sectors of our society. I contribute to this effort by using analytics to improve

the operations of governmental agencies, non-governmental organizations (NGOs) and nonprofit organizations

serving vulnerable populations in two important domains: anti-human trafficking and immigration.

In my first investigation, I conducted an in-depth review of the current research landscape of Analytics and

Operations Research as applied to the domain of anti-human trafficking. This review provides analysis for under-

standing, illuminating gaps, and proposing ways forward for those working at the intersection of Applied Analytics

and Operations Research to fight human trafficking. In addition, I created a novel tool that allows researchers to

explore further the meta-data associated with my review. In my next investigation, I examined the operational

efficiency of an NGO working to fight human trafficking. I provided insights to aid this resource-constrained

organization in improving its novel transit-monitoring operations at the Nepal / India border. In my third inves-

tigation, I studied the United States growing immigration court backlog by using a queueing-theoretic approach

to examine the data, system structures, and behaviors. The derived framework provided an initial understanding

of the United States Immigration court system. It was then used to develop a discrete event simulation model of

the New York City immigration court system. Through this model, I demonstrated how changes in arrival and

service rates affect key performance indicators (KPIs) of the system.

The developed model captures the complexity and interdependencies of the immigration court system and

provides a foundation for further evaluation. Motivated by these insights, I extended the discrete event simulation

model to enable an in-depth and robust exploration of how policy can impact and improve outcomes. In particular,

I incorporated three policies supported by domain experts and evaluated the influence each has on reducing the

KPIs of sojourn times, wait times, and queue lengths. The first policy varies the total number of judges and

illustrates the impact the quantity of judges has on system throughput. The second policy prioritized asylum

cases and evaluated the equity of dedicated dockets. The final policy aimed to minimize sojourn and wait times

due to court-caused delays through the introduction of “make-up” capacity. The testing of such policies within

my model provided initial data-informed insights for decision makers, something in critically short supply in this

important aspect of our society. While the results demonstrate the power of using analytics to examine the

immigration court backlog, collaborations with domain experts and other stakeholders are required to ensure a

socially conscientious and reliable support tool for decision makers. The expanded model can then be used to test

additional policies and seek more equitable solutions to better serve those in the immigration court system.
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Introduction

The field of Data Science (DS) continues to develop, adapt, and be applied across all sectors of society. The

growth and development of DS has been accompanied by a rise in interest and commitment to use these tools

for social good. The DS for Social Good movement leverages DS methodologies to tackle a wide array of social

and humanitarian problems such as algorithmic fairness [1], [2], refugee resettlement [3], [4], human trafficking [5],

[6], [7], child welfare [8], and homelessness [9]. While the specific social motivation may differ, each application

shares a common theme of utilizing the power of analytics to address an issue in society. Using DS to provide

data-driven insights for improving operations and decision-making is well established and has conventionally been

used in the private (for-profit) sector. However, the public sector, which includes nonprofit, governmental and non-

governmental organizations (NGOs), provides immense and often overlooked opportunities to use DS to provide

data-driven insights, thus the term “for social good.” This dissertation contributes therein by using DS to improve

the operations of government agencies, NGOs and nonprofit organizations serving vulnerable populations in two

important domains: anti-human trafficking and immigration. Notably, I demonstrate the power and value of

insights gleaned from data-driven methods for decision makers in these two contexts.

The organization of this report is as follows: Chapters 1 and 2 focus on my contributions to the anti-human

trafficking domain. Chapter 1 provides an in-depth review of the current research landscape of Operations Research

and Applied Analytics within the domain of anti-human trafficking. This review provides analysis on understanding

what work is currently being done, illuminating gaps, and proposing ways forward for those working at the

intersection of Operations Research and Analytics to address human trafficking. Notably, I introduce a novel tool

that allows researchers to explore further the meta-data associated with the review for additional insights. Chapter

2 contributes to the growing literature examined in Chapter 1 through analyzing existing data and evaluating the

performance of border stations of NGO Love Justice International (LJI) engaged in the anti-trafficking strategy

known as transit-monitoring at the Nepal/India border. Through understanding the performance of these border

stations, I provide operational improvement recommendations for LJI’s decision makers.

Chapters 3 and 4 study the United States (U.S.) Immigration court system, seeking improvements to this

i



complex system that aid in the reduction of the backlog and decrease average wait time for cases. Chapter 3

explores modeling the immigration court system via queuing theory. We utilize queuing theory to construct a

mathematical representation of the United States immigration court system and capture the different states and

processes within. Building off the mathematical representation and design in Chapter 3, Chapter 4 introduces a

discrete event simulation model to simulate the NYC immigration court system from 2010-2019. The development

of this baseline model provides insights into how changes in arrival and service rates affect key performance

indicators of the NYC court system from 2010-2019.

Finally, in Chapter 5 we extend the model in Chapter 4 to enable a more in-depth and robust exploration

of how policy can impact and improve outcomes. Three policies supported by our analysis in Chapter 4 and

domain experts are incorporated and evaluated seeking to understand the effects each has on case sojourn times,

wait times, and queue lengths. The first policy varies the total number of judges and illustrates the impact the

quantity of judges has on system throughput. The second policy prioritized asylum cases and evaluated the equity

of dedicated dockets. The final policy aimed to minimize sojourn and wait times due to court-caused delays

through the introduction of “make-up” capacity. The testing of such policies can provide data-informed insights

for decision makers, something in critically short supply in this important aspect of our society. The expanded

model can further be deployed to test additional policies and can serve as a reliable decision-making tool for

stakeholders to seek more efficient and equitable solutions to better support and serve those in the immigration

court system.

Data Science for Social Good has profound potential to transform the world around us. The same tools and

techniques that have transformed industry for decades are imminently available and, when attuned to the needs

of society around us, have a powerful potential to effect change. This dissertation seeks to demonstrate tangible

ways of using Data Science for Social Good to bring positive change to the domains of anti-human trafficking and

immigration.

ii



Chapter 1

Operations Research and Analytics to

Combat Human Trafficking: A Systematic

Review of Academic Literature 1

Section 1.1

Introduction

Human trafficking (HT) involves the commercial exchange and exploitation of individuals for monetary or other

gain using force, fraud, or coercion [10] and is a widespread social, economic, and human rights issue. While the

trafficking of individuals is a centuries-old phenomenon, over the past two decades there has been growing public

and research awareness, in part with the ratification of the 2000 Palermo Protocol to Prevent, Suppress, and Punish

Trafficking in Persons [11]. Although precise figures are elusive, the Global Estimates of Modern Slavery Report

estimates that HT impacts 25M individuals and annually generates more than 150 billion USD in illicit gains

globally [12,13]. HT is broadly classified as labor and sex trafficking; while all trafficking features exploitation, the

actions and means by which HT occurs may differ [14]. Labor trafficking takes place in a wide variety of sectors,

including the agriculture, domestic work, construction, fishing, food service, and beauty industries. Sex trafficking

is a part of the broader commercial sex industry, occurring in industries such as escort services, brothels, and

pornography.

Because the scope of HT activity is vast and there are diverse ways in which individuals are exploited [15],

context is critical, and effectively addressing HT increasingly requires efforts from multiple disciplines, including

1Dimas, G. L., Konrad, R. A., Maass, K. L., Trapp, A. C. (2022). Operations research and analytics to combat human trafficking:
A systematic review of academic literature. PLOS ONE 17(8): e0273708. https://doi.org/10.1371/journal.pone.0273708

1



PhD Dissertation: Geri Louise Dimas, Worcester Polytechnic Institute Chapter 1

interdisciplinary collaborations. For example, HT interventions include approaches from multiple sectors and

disciplines such as social work [16–18], healthcare [19, 20], criminal justice [21–23], and economics [24, 25]; each

domain brings unique perspectives and methods to understand and address HT.

Owing to the breadth of domains that contribute to anti-HT research, a wealth of literature exists that has

been well-documented in surveys over the years [19,20,26–30]. Existing reviews focus on social science, healthcare,

and law enforcement approaches; whereas OR and Analytics have much to offer [31], no systematic review exists

for the emerging landscapes of Operations Research (OR) and Analytics as applied to anti-HT.

The present study identifies and classifies the existing OR and Analytics literature related to anti-HT opera-

tions. Building off the earlier work of Krammer-Kerwick et al. [32] and Caulkins et al. [33], this systematic review

proposes an agenda for future research in this field, filling a gap in the current literature. This study focuses on

the four broad principles of anti-HT: prevention, protection, prosecution, and partnership (4Ps) [34], extending

their definition in relation to the OR and Analytics fields. We examine the following research questions:

(i) What aspects of HT are being studied by OR and Analytics researchers?

(ii) What OR and Analytics methods are being applied in the anti-HT domain?

(iii) What are the existing research gaps associated with (i) and (ii)?

We organize the remainder of our study as follows. In the method of collection and categorization section we

define the scope of this review, and in the data section we define the data features for analysis. In the implications

and observations section we discuss the implications of the survey and, based on the observed gaps, suggest areas

for future work. We conclude our study in the final section.

Section 1.2

Method of Collection and Categorization

We conducted a systematic literature review inventorying studies to answer the three research questions outlined

in the introduction. The methodology used for this systematic review was guided by the Preferred Reporting

Items for Systematic Reviews and Meta-Analyses (PRISMA) [35]. The collection process (Fig 1.1) was based on

keyword searches that generated a set of research studies for analysis. Two sets of search words were defined using

the combined knowledge of the authors on HT terminology and OR and Analytics methods. These keywords were

used in a procedure to identify and select studies that met a set of pre-defined criteria. The first set of keywords

reflects terms related to HT, while the second reflects common methods in the OR and Analytics fields (see Table

1.1). The search and selection of studies was performed by the lead author (G.L.D.), and any uncertainty regarding

a study’s inclusion was resolved through discussion with the coauthors.

2
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Figure 1.1: Heuristic Process of Data Collection.

Each search query followed the format: “Keyword One” + “Keyword Two” (such as “Debt Bondage” AND

“Integer Programming”), each keyword pair was applied across three bibliographic databases: Scopus, Web of

Science, and Google Scholar. The database search was conducted from June 2021 through March 2022. The

search results were truncated to studies available through the end of 2021 to provide a comparable year-over-year

basis for the research landscape. The sum of these two searches resulted in a total of 449,407 studies for potential

inclusion. After the keyword search identification process, a two-step selection process was followed (see Fig 1.2).

An initial screening process was conducted that evaluated the search results returned for each query, where titles

and abstracts were screened and added to the set based on the criteria outlined in Table 1.2. The stopping criteria

for each keyword pair search followed a heuristic approach: if at least 50 results returned no eligible results, then

the current keyword search was stopped and the next keyword search began. The intuition behind this approach

is that by design, search engines return the most relevant results first, and therefore if after a certain point no

relevant results are produced (at least 50 results in our context), then it is highly unlikely relevant results exist

past that point. After the initial screening process, the set included 230 unique studies for review. A more in-depth

review using the eligibility requirements checklist (Table 1.2) was followed in step two for each of the 230 studies.

First, only studies that fell into one of the three themes: Operations Research methodologies, Analytical

methodologies, or Position / Thought pieces related to Operations Research and Analytics were included. Second,

only studies whose primary application area was anti-HT and was written completely in English text were included.

Third, book chapters, workshops, and reports (governmental, intragovernmental, non-government organizations,
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Table 1.1: Keywords Used in Search Process.

Keyword One: Human Trafficking Related

Child Labor / Child Labour Debt Bondage

Domestic Servitude Forced Labor/ Forced Labour

Human Trafficking Labor Trafficking / Labour Trafficking

Modern Slavery Sex Trafficking

Trafficking in Persons

Keyword Two: Methodology Related

Clustering/Classification Data Envelopment Analysis

Data Science Game Theory

Graph Theory/Construction Information Extraction

Integer Programming Machine Learning

Natural Language Processing Network Interdiction/Flow

Operations Research Queueing/Queueing Theory

Resource Allocation Simulation

Simulation Supervised/Unsupervised Learning

Supply Chain Web Crawling

think-tanks) were excluded. Finally, if multiple studies related to a single work were found, only the most complete

version were included. Peer-reviewed studies, dissertations, and pre-print studies were included to produce a full

and comprehensive review of the current research landscape. The full article screening process resulted in a total

of 142 studies included in the set for final review.

As with any search process based upon a predefined set of keywords and checklist requirements, the 142

identified studies may not be exhaustive in scope. However, given our collective experience in researching at

the intersection of anti-HT and OR and Analytics, we believe the generated set of studies is representative of

current literature at this confluence. A repository containing our classification data can be found publicly at

https://github.com/gldimas/Dimas-et.-al-2022_Human-Trafficking-Literature-Review.

While the focus of this study was to capture the general trends in anti-HT research within the OR and Applied

Analytics communities, we acknowledge there exist many relevant studies that either fall outside of the scope of

the present analysis (such as reports) or focus on the problem domain of anti-HT but do not have a specific OR

or Analytics-related attribution, and therefore were excluded. We have included such studies in the S2 File and
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Figure 1.2: Overview of Selection Process.

Table 1.2: Eligibility Requirements Checklist.

Requirements Checklist

1. Main contribution or focus fell into one of the following three themes:

• Methodological Operations Research orientation

• Methodological Analytics orientation (Data Science, or other Applied Analytics)

• Position / Thought pieces in Operations Research or Analytics

2. Main application or case study was on anti-HT efforts

3. Only studies, articles, theses and dissertations were kept

(e.g., no books, workshops or government reports)

4. If multiple versions of a study exist (such as a conference paper followed by a peer-reviewed

journal article) only the most recent, comprehensive version was kept

5. If the study appeared as a section in one study but was further developed into a

full study, only the full study was kept

further point the reader to reviews such as Raets and Janssens [36], Farrell and De Vries [37], and Weitzer [38] to

better capture the broader scope of anti-HT research.
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Section 1.3

Data

The classification of studies was independently conducted by the lead author (G.L.D.) who throughout the process

conferred with all coauthors. Each of the 142 studies in the set were reviewed and assigned labels to nine key fea-

tures: Publication Year, Category, Context, Demographics, Target Region, Data Source, Theoretical

Approach, Methodologies, and 4Ps. We next explain each feature and its respective values.

Publication Year: Observed years were 2010 – 2021, inclusive. Only studies available through December 2021

were included in our scope to allow for comparison across complete calendar years. This feature offers valuable

information about the progress and patterns of research in OR and Analytics over more than ten years.

Category: We considered three categories: Operations Research (OR), Analytics, and Position / Thought.

Whereas the first two categories are distinguished by their methodological focus, the latter includes position /

thought pieces from either the OR or Analytics domains. We required a single category to be assigned to each

study, and thus selected the category that we felt best matched the primary theme of the work.

Context: We classified the primary topical HT area (as stated or inferred) into three contexts: Sex, Labor, and

General. If the application was not specified, we assumed it to be general and thus applicable to both sex and

labor trafficking.

Demographics: We classified studies into five demographic groups based on the population of interest (such as

victims, potential victims, and survivors): Female, Male, Child, LGBTQ+, and Unspecified / All Individ-

uals. If no specific demographic characteristics were stated or could be inferred, we assumed it to be applicable to

all individuals. A study could be classified into multiple demographics such as a study focused on female children.

Target Region: We subdivided the geographic location specified either by the data used in the study or by the

region discussed in the background of the study, into world regions: Africa, Asia, Australia/Oceania, Europe,

North America, South America, Unspecified / All regions. A study could cover multiple geographic

locations and therefore have multiple target regions identified.

Data Source: We classified the type of data used in the study into four categories: Primary, Secondary,

Mixed, N/A. Primary data are collected directly from anti-HT organizations or researchers, including interviews

and surveys. Secondary data are data that have already been collected for other purposes or are publicly available

such as data from websites hosting illicit advertisements (such as backpage.com and rubmaps.com) and government

reports. While many studies used their own methodologies to scrape public data sources such as escort and massage

websites, we still consider these to be secondary sources. We classify studies utilizing expert judgements for

determining data estimates to be secondary data. Mixed data means the study used both primary and secondary
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data in their work, and N/A indicates data was not used in the study.

Theoretical Approach: We classified the central theoretical approach to address HT into six categories: Deci-

sion Support, Inferential Statistics / Detection, Network Flow, Resource Allocation, Supply Chain,

and Other / Unspecified. Decision Support explores ways to inform decision makers about initiatives to improve

and better address HT, often building tools or systems for practitioners to use. Inferential Statistics / Detection

focuses on identifying, estimating, or inferring aspects of HT. Network Flow studies are related to the flow of

individuals and possibly trafficking network interaction. Resource Allocation addresses the use and allocation of

resources in anti-HT efforts. Supply Chain studies examine the supply and demand of HT within a network. If

a study approaches HT from a theoretical approach not listed, we label these studies as Other / Unspecified. A

study may be classified under multiple theoretical approaches.

Methodologies: We classified the main methodologies used in the set of studies into 21 categories:

• Active Learning

• Clustering or Classification

• Data Envelopment Analysis

• Empirical Analysis

• Facility Location

• Game Theory

• Graph Construction

• Investigative Search

• Link Inference

• Machine / Deep Learning (General)

• Natural Language Processing

• Information Extraction

• Integer Programming

• Network / Graph Theory

• Network Interdiction

• Queueing Theory

• (Social) Network Analysis

• Simulation

• Unsupervised or Minimally

Supervised Learning

• Web Crawling / Scraping

• Other

We ascribe methods to a study based on the introduction, conclusion, and main method or focus throughout

the study. A study may apply a variety of different methods and therefore be classified into multiple methodologies.

4Ps: Activities to fight HT are often discussed under four broad principles: prevention, protection, prosecution,

and partnership. These principles are collectively referred to as the 4Ps – a well-recognized classification within
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the anti-HT community [31]. A study may be classified under multiple principles. The 4Ps naturally correspond

with efforts in the social science, healthcare, and law enforcement disciplines, and their alignment with OR and

Analytics works is less evident. Thus, we adapt the 4Ps definitions to define each as it relates to OR and Analytics

using the collective knowledge and experience of the authors in the anti-HT and OR and Analytics fields. To the

best of our knowledge, this is the first attempt to define each of the 4Ps as it relates specifically to the OR and

Analytics fields and constitutes an important contribution of this study. Prevention, Protection, and Prosecution

were originally referred to as the 3P paradigm [34] which has since been informally expanded to include a fourth

“P” representing Partnership. Prevention refers to efforts focused on a proactive approach to prevent trafficking

such as awareness campaigns and education; Prosecution refers to efforts to punish traffickers; and Protection

involves meeting post-trafficking victim needs such as counseling, job training, housing, and other support to

facilitate survivor recovery and restoration.

Partnership was introduced to serve as a complementary means to further improve the efficacy among the 3Ps,

enlisting all segments of society in the fight against HT [34]. Together the 4Ps capture the spectrum of efforts

in combating HT and therefore are an important feature for our literature review. Accordingly, we have adapted

these 4Ps and classified studies in the following manner:

• Prevention: The goal of the study is the prevention of HT either now or in the future and assumes no

trafficking is currently taking place. Such studies typically feature victim-centric methodologies to help

potential victims avoid being trafficked, such as awareness campaigns and education. Studies that consider

reducing the re-trafficking risk of survivors who have left their trafficking environment also fall within the

scope of the prevention principle.

• Protection: The goal of the study is to protect and aid the survivor during and post-exploitation. We

consider victim-driven detection and disruption of HT networks to be a form of protection, as the focus

of the study is mitigating the risk to an individual of further exploitation (including studies that consider

NGOs, healthcare, and other non-law enforcement detection).

• Prosecution: The goal of the study is to aid the prosecution of traffickers (often from a law enforcement

perspective). We consider detection and disruption of HT networks aimed at locating, understanding, and

stopping traffickers under the prosecution principle.

• Partnership: The goal of the study is to show the benefit of collaboration and data sharing across different

sectors, countries, or groups working together toward the common goal of addressing one or more areas of

HT.
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Section 1.4

Implications and Observations

Of the 142 studies in the set, the majority (73.9%) were categorized as Analytics [7,39–142], with 15.5% classified as

Operations Research [143–164] and 10.6% as Position / Thought [5,31,33,165–176]. Fig 1.3 depicts this breakdown.

Fig 1.4 provides summary statistics on each of the nine key features. All percentages are calculated in relation to

the total number of studies in the set (142) unless stated otherwise. As some studies contained multiple methods

or were identified to have multiple values within a feature, a feature may not always sum to 100.0%.

Research question 1: What aspects of HT are being studied?

Although both sex and labor trafficking have been addressed in the OR and Analytics literature, an overwhelming

number of studies focus specifically on sex trafficking. Fig 1.4 illustrates the inclination of OR and Analytics

studies to focus on sex trafficking (47.9%), with only 12.0% concentrating on labor trafficking, while 40.1% apply

to general (both) trafficking contexts. As observed in Fig 1.5, studies overwhelming use secondary data, with fewer

than 4.0% using a primary data source. The use of secondary data is likely due to accessibility; almost all studies on

sex trafficking (60.3%) used data pulled from escort websites (or other online sites hosting illicit advertisements)

which are public and therefore easier to access. The use of escort websites (in particular, backpage.com) as a

source of data result in over 38.0% of the studies focusing on the North American region. Although the United

States Department of Justice shut down backpage.com in 2018 [177], other escort and massaging sites offer illicit

services and constitute the data source for several studies. Remarkably, 76.8% of studies were not tailored to a

specific demographic, despite the differences between typologies and demographics of victims [15]. From the 4Ps

perspective, prosecution is the most common principle (62.7%) among all studies, with considerably less focus on

partnership, protection, and prevention (Fig 1.6). A single study may be categorized under multiple 4Ps principles,

and therefore the values in Fig 1.6 do not sum to 100.0%.

Research question 2: What OR and Analytical methods are being applied in the anti-HT domain?

Fig 1.4 provides summary statistics such as counts and percentages for the frequency each value was observed

in the set of studies. While the percentages are calculated based on the 142 studies in the set, because a study

may belong to multiple values within a feature, the total observations within each feature are provided in the

parenthesis. The colors highlight the magnitude of studies within each feature value, with green indicating higher

percentages, and red lower percentages. A study may fall under more than one value and therefore the percentages

will not always sum to 100.0%. Methods related to machine learning (Machine / Deep Learning (General),
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Figure 1.3: Category Classification for the Set of 142 Studies.

Clustering or Classification, Unsupervised / Minimally Supervised Learning, Natural Language Processing, and

Active Learning) were observed in over half of the studies. Machine / Deep Learning (General) and Clustering

or Classification were the two most popular methods, accounting for about 32.0% of all methods observed (out of

the total 404 methods identified, see Fig 1.4). Web Crawling / Scraping was used to generate a secondary dataset
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Figure 1.4: Summary Statistics for the Set of 142 Studies.

for analysis in 18.3% of the studies, reflecting our previous observations in Research question 1 regarding the high

use of secondary data extracted from massage and escort websites. At least one method for the construction and

analysis of networks (Graph Construction, Network / Graph Theory, Network Interdiction and (Social) Network

Analysis) were observed in 34.5% of the studies, with most emphasizing Graph Construction.

The observed theoretical approaches are closely related to specific methods. For example, nearly half of the

studies focused on Inferential Statistics / Detection or Decision Support, most of which applied various machine
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Figure 1.5: Context of HT and Data Source.

Figure 1.6: Percent of Studies Involving 4Ps.

learning methods. Network Flow methods appear in nearly 24.0% of studies, specifically Graph Construction and

(Social) Network Analysis.

Fig 1.7 and 1.8 depict each study on the x-axis. In Fig 1.7 we display all studies categorized as Analytics, and

in Fig 1.8 we categorize studies on the left as Operations Research (in blue), and studies on the right as Position /
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Thought studies (in red). For each study, the top six y-axis labels indicate its Theoretical Approach(es), while the

remaining 21 following labels indicate methods used. If a study includes a given feature value, the box is black, and

grey otherwise. Theoretical approaches and methods are sorted in descending order based on the total count for

each row. Fig 1.7 indicates that the majority of studies (over 77.0%) in the Analytics category take an Inferential

Statistics / Detection or Decision Support theoretical approach. Fig 1.8 shows that studies in the Operations

Research category are diverse, addressing the problem from distinct theoretical approaches and applying a variety

of methodologies. Studies categorized as Position / Thought address a variety of theoretical approaches and topics,

which is a good indication that OR and Analytics researchers are exploring HT from different fields.

While Resource Allocation and Supply Chain roughly make up only 9.0% of all studies, they account for over

40.0% within the Operations Research category. Looking more closely at the relationship between Web Crawling

/ Scraping and Clustering and Classification methods we see a large majority (nearly 70.0%) of Web Crawling /

Scraping studies apply Clustering and Classification methods. In addition, more than 72.0% of studies that applied

both Web Crawling / Scraping and Clustering and Classification shared the goal of identifying sex trafficking in

online advertisements or tweets.

To compare studies across all three categories: Analytics, Operations Research, and Position / Thought Fig

1.7 and 1.8 are combined and the resulting figure can be found in the supplementary materials (see S1 Fig). We

also provide a publicly available spreadsheet that can be used for closer examination of the individual studies,

at https://github.com/gldimas/Dimas-et.-al-2022_Human-Trafficking-Literature-Review. This spread-

sheet allows filtering studies on any combination of our nine features, returning all qualified studies. A screenshot

of this tool can be see in Fig 1.9. As seen in this review, research at the intersection of anti-HT and OR and

Applied Analytics is rapidly evolving and there is necessary complexity in the reviewing process. The selected

keywords, search engines used and growing literature streams may impact the articles included in this review. In

an effort to counter this limitation and support the longevity of this study, the authors have created an online

submission form where individuals can submit works they believe to be related to the present study. Related

submissions will be added to the dashboard tool on a semi-regular basis (see Fig 1.9) and will provide an evolving

source of knowledge for researchers. The link for this form can be found on the github link provided earlier in this

paragraph.

Research question 3: What are the existing gaps and opportunities for future research?

Several gaps emerged based on the classification and grouping of all 142 studies in the set on the prime principles

(4Ps) (Fig 1.6), methods (Fig 1.7, and 1.8), trafficking context (Fig 1.5), and resulting observations to Research

questions 1 and 2. The following sections present opportunities for new avenues of investigation for OR and
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Figure 1.9: A Screenshot of The Spreadsheet Tool Created For Closer Examination of the Set of 142 Studies.

Analytics researchers in anti-HT efforts.

Broaden the typology and demographics of trafficking studied. The typology of trafficking activity, and

by extension the demographic composition of victims, is diverse and under-explored in OR and Analytics [15]. As

noted in [5], OR and Analytics researchers can increase the relevance and impact of their work by understanding

the typology of trafficking and distinguish between various trafficking business models. To start, there is a clear

need to expand the current focus to include labor trafficking. In OR and Analytics, sex trafficking (Fig 1.6) has

received by far the most attention; while labor trafficking is estimated to account for over 60.0% of all trafficking

instances [12], it constitutes only 12.0% of the reviewed studies. There is a close relationship between data source

and type of HT studied. The absence of reliable, available data likely contributes to the lack of both analytically-

based labor trafficking research, as well as the lack of diversity in data used in sex trafficking research; this is a

well-documented issue across the anti-HT literature [31, 178–181]. The implications of the lack of data are also

evident in studies using OR and Analytics methods and discussed further in the next section.

The diverse populations of those experiencing trafficking warrants further analysis. Nearly 77.0% of the studies

observed were classified as applicable to Unspecified / All Individuals, indicating that the nuanced differences in

victimology may be lacking. For example, no study we observed looked at trafficking through the lens of male

victims or those who identify as LBGTQ+. These groups tend to be underrepresented in trafficking research despite

their known presence [182, 183]. Inclusivity of more diverse victims and trafficker demographics in trafficking

research expands insights into the unique characteristics, needs and behaviors across trafficking.

Beyond the demographics of those impacted by trafficking, it is apparent that there is an opportunity to

16



PhD Dissertation: Geri Louise Dimas, Worcester Polytechnic Institute Chapter 1

expand the diversity of the demographics of trafficking locations. Whereas trafficking occurs globally in various

facets of society, and differs in its appearance across cultures, many of the sex trafficking studies we reviewed

were conducted within developed countries (approximately 78.0%). Thus, a clear opportunity exists to conduct

anti-HT research in developing countries.

It is altogether possible that the lack of research identified in these areas may be a direct result of constrained

factors such as the limited amount of data available. Even so, greater research diversity in trafficking typology

and demographics will allow for an improved understanding of the extent and impact of trafficking worldwide, as

well as greater insights into how future research can help address associated needs in the fight against HT. This

brings us to the next research gap observed: the need to diversity data sources.

Diversify the data sources. Data collection and analysis have helped in the fight against HT in many ways,

including the identification of HT victims [72, 142, 149], informing prevention campaigns [150], and detecting

trafficking network behaviors [54, 89]. While thorough data analysis lays the necessary groundwork for such

discoveries, it relies upon the utilization of a variety of data from disparate sources.

Over 78.0% of all studies in the set used secondary data sources exclusively (Fig 1.6). The use of secondary data

is common across many domains and proves beneficial given that the data already exists, is oftentimes publicly

available, and can provide researchers with large amounts of data they might not be able to obtain otherwise. In

the context of the OR and Analytics studies observed, over 22.0% of the secondary data sources used were from the

same source, the now defunct, backpage.com [177]. Of the secondary data sources, around 54.0% of these studies

focused on sex trafficking. So, while secondary data sources have their place, as noted in the previous section the

lack of data diversity compounds issues such as the typologies studied. Obtaining more robust data can broaden

the information available, provide better insights into the scope of trafficking (such as prevalence), and examine

changes that occur over time. Even with the limited current state of available data, OR and Analytics can still

offer valuable contributions.

Researchers, particularly those in the Analytics community, could leverage collaborations and focus on devel-

oping the already existing, practitioner-collected data and help to operationalize it. For example, a common issue

faced in anti-HT analysis pertains to missing and incomplete data [184]. Many analytical methods exist that could

help bridge this gap and improve the current anti-HT data landscape. Additionally, although many disparate

datasets are available and growing, the anti-HT community rarely leverages combined data sources in a way to

assess the status, trends, and dynamics of trafficking activities, and is another avenue for future work.

Despite the usefulness of secondary data, they have drawbacks that may hinder the results of a study. Secondary

data is often collected with another objective in mind and therefore the nuances of that data collection process may
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cause bias. For example, what constitutes trafficking may differ from study to study and is a well-documented issue

across anti-HT research [185–187]. There may also be a context in which data simply does not exist. For these

and other reasons, we advocate for the collection and use of primary data where possible. While primary data may

be more resource-intensive to obtain, it provides researchers with curated data for their specific research goals.

When possible, sharing this data within the anti-HT community provides additional resources for other work. In

addition, embracing collaborations with practitioners or other researchers in the anti-HT domain throughout the

data collection phase can serve to increase the quality of this data by providing domain-specific insights. Building

such collaborations demonstrates effective employment of the partnership principle (the fourth P) and embodies

our next recommendation.

Better inclusion and collaboration of the 4Ps. The 4Ps (prevention, protection, prosecution, and partner-

ship) are widely acknowledged as a holistic set of principles that accounts for the spectrum of anti-HT efforts. To

date, the majority of OR and Analytics studies in the set appear to be focused on prosecution (Fig 1.6). Thus,

while there exists demonstrated impact for prosecution-related activities, there are opportunities to contribute to

anti-HT efforts in the spheres of prevention, protection, and partnership. A key way to increase the impact of

OR and Analytics research in the fight against HT is to be keenly aware of all stakeholders involved, their various

objectives, and how the research addresses the 4Ps. For example, while law enforcement may make decisions

based on the likelihood of prosecuting traffickers, possibly at the expense of additional trauma to victims, Non-

Government Organizations (NGOs) may focus more on the immediate needs of the survivors, offering an avenue

for research around prevention and protection.

NGOs and governmental agencies often work directly with victims and survivors and could both inform avenues

for profitable research studies, and themselves benefit from collaboration with OR and Analytics researchers. Given

the often extreme resource constraints under which NGOs and governmental organizations operate, examining ways

to evaluate current operations and improve resource allocation is a direction that deserves more study; less than

3.0% of all studies considered these areas.

Beyond the scope of the present study, OR and Analytics can help in the fight against HT by looking at push

factors associated with HT. These areas include and are not limited to poverty, abuse, and lack of resources to

meet basic needs [188]. More broadly, looking at ways to help improve circumstances of vulnerable populations at

risk of HT is a needed avenue for future research.

While there are many ways in which the OR and Analytics communities can apply methods in the fight against

HT, researchers ought to judiciously evaluate the problem context at hand, and whether an off-the-shelf method

is justified; likely, the context warrants in-depth understanding, so that proper methodologies can be developed
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to accurately model and address the trafficking context [5].

Section 1.5

Conclusions

This survey provides a synopsis of the current state of the literature in OR and Analytics approaches in anti-HT

contexts by surveying the research methodologies adopted in studies published from 2010 through 2021. A total of

142 studies were included in the set and examined, demonstrating the ability and promise of applying analytical

methods to advance the fight against HT. A number of themes arose after careful review of the features of these

studies, thereby illustrating opportunities for future research. We observed an increasing trend in the number of

studies for both OR and Analytics, thus demonstrating a growing awareness of the issue of HT. However, the

tendency of these works to focus specifically on sex trafficking underscores the need for future research in labor

trafficking. Very few (less than 24.0%) of the studies on anti-HT in OR and Analytics focus on a specific sub-

population, potentially failing to consider the diverse needs of victims and survivors. Existing OR and Analytics

studies echo the anti-HT community at large for more available data. HT is diverse and nuanced, and researchers

should make careful considerations when adapting existing methods to this vexing societal issue, considering efforts

equally in prevention, protection, prosecution, and partnership.
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Chapter 2

Estimating Effectiveness of Identifying

Human Trafficking via Data Envelopment

Analysis1

Section 2.1

Introduction

Human trafficking involves the commercial exchange and exploitation of humans for monetary gain or benefit

and constitutes a gross violation of human rights [189]. In 2016, an estimated 24.9 million people globally were

being trafficked for sex and/or labor [190]. Trafficking occurs both domestically and internationally in all regions

of the world where individuals are made vulnerable by environments of poverty, conflict, natural disaster, unem-

ployment, and desperation [191]. Victims range from child soldiers and child brides to domestic workers (e.g.,

housekeepers), forced laborers (in occupations including commercial fishing, manufacturing, construction, mining,

and agricultural work, to name a few), people in the commercial sex industry, and beggars [192,193]. Forced labor

and sexual exploitation generate an estimated $150 billion (U.S.) globally in illegal profits each year [194]. In

addition to economic impacts, trafficking has severe health implications. Physical and sexual violence are common

among survivors of sex trafficking, as is profound psychological manipulation. Labor trafficking victims often

suffer from exhaustion, dehydration, heat strokes, hypothermia, respiratory issues, and skin infections [195]. Traf-

ficked survivors may experience complex trauma as a result of forced isolation, deprivation, psychological abuse,

degradation, and threats made to themselves or others [196].

1Dimas, G. L., El Khalkhali, M., Bender, A., Maass, K. L., Konrad, R., Blom, J. S., Zhu, J., Trapp, A. C. (2023). Estimating
Effectiveness of Identifying Human Trafficking via Data Envelopment Analysis. Accepted, INFORMS Journal on Applied Analytics
(Preprint available at https://arxiv.org/abs/2012.07746)
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To address the pervasiveness of human trafficking, most countries have enacted laws and policies to prosecute

those who traffic humans and to provide assistance and protection to survivors of human trafficking. Awareness

of and efforts to combat human trafficking are increasing. Although anti–human trafficking efforts to date have

largely focused on the sex trafficking of women, recent efforts have acknowledged that trafficking is a complex

system that affects people of all genders and ages in a wide range of industries [197].

Despite the social, moral, and economic need to address human trafficking, resources to address this issue

remain extremely limited [198]. Although the gap between the current funding of antitrafficking interventions

and needs is challenging to quantify, the literature consistently refers to the inadequacy of current funding for

human trafficking interventions [199–201]. A critical challenge for agencies and governments is to use scarce

resources efficiently, as well as to effectively evaluate the impact of their antitrafficking initiatives. Even so,

many anti–human trafficking interventions continue to operate without an adequate evidence base [202, 203].

Although the antitrafficking community largely lacks the analytical expertise and resources necessary to evaluate

the effective allocation of resources, there is a tremendous opportunity to (1) increase quality evaluations of anti–

human trafficking programs; (2) ensure that programs are targeted, implemented, and delivered effectively; and

(3) improve the knowledge concerning the impact of interventions [203].

Data analytics can be used to improve the lives of individuals [204, 205], support decision making in practice

[206], and prove the value of routine data collection for operational decision making [207, 208]. Despite evidence

suggesting that the awareness of the value of routinely collected data may be increasing [209, 210], the benefits

gained from data analysis in the nonprofit and humanitarian sectors are rarely documented. More alarmingly,

strategies for data collection and management to support such analyses are borrowed from the for-profit sector

and do not address the unique needs of humanitarian nonprofits, such as collecting data regarding vulnerable

populations in complex environments with limited funding. Furthermore, data in nonprofit and humanitarian

sectors are not conducive to clean or simple data collection. In the severely resource-constrained environments in

which nonprofits typically operate, data analyses to support operational strategy and decision making can have

positive effects such as improving finances, increasing operational efficiency, and enhancing donor relationships.

Although many donors “require an assessment of the deployment and performance improvements resulting from

their investments” and continuous improvement, it can be difficult to develop the processes, structures, and systems

necessary to support strategy and decision making because nonprofits typically do not have the means [211].

Routinely collected and analyzed data present a valuable and underutilized opportunity for nonprofits.

Performance assessment and monitoring is critical to establishing benchmarks for best practices and guiding

improvement recommendations. Data envelopment analysis (DEA) is a data-driven analytical tool used to assess
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the performance of units within an organization, or across organizations. Such analytics can highlight possible

improvements in effectiveness for organizations, including those involved in antitrafficking operations. We use

DEA to analyze existing data and evaluate the performance of border stations of nongovernmental organization

(NGO) Love Justice International (LJI) in Nepal engaged in the trafficking intervention strategy known as tran-

sit monitoring. The performance of these stations is evaluated for their effectiveness at intercepting potential

human-trafficking victims given the amount of resources (staff, etc.) available. These data enable comparison of

border stations to determine which are efficient relative to other decision-making units (DMUs). Understanding

the relative efficiency of border stations enables recommendations for best practices for improving operations.

Operations research methods applied in the context of anti–human trafficking are scarce, and this study, to the

best of our knowledge, is the first to use DEA [6]. In so doing, we illustrate how analytical methods can be applied

to operational decision making in the nonprofit environment.

In what follows, we overview how transit monitoring is used as a strategy to combat human trafficking and

other public sector contexts in which DEA has successfully been applied. We then describe the data and DEA

approach, homogeneity criteria, model inputs and outputs, and model results. We conclude with a list of actionable

recommendations and discuss the limitations and generalizability of the model. Additional model and data details

can be found in the appendices.

Section 2.2

Transit Monitoring

[212] depict trafficking as a series of event stages during which risks to an individual and intervention opportunities

may arise: recruitment, travel-transit, exploitation, detention, integration, and retrafficking. Although human

trafficking, by definition, does not require movement of victims from one location to another, travel occurs in

many human trafficking contexts and provides an opportunity for intervention.

The objective of transit monitoring is to identify and intercept those at risk of being trafficked in the travel-

transit phase and before the exploitation phase [212,213] so as to limit the level of trauma that any victims might

experience. Trained personnel located along trafficking routes (such as transportation hubs and state border

crossings) assess trafficking indicators and engage the potential victims in transit, involving government author-

ities when appropriate. Transit monitoring is more nuanced than the broader concept of network interdiction.

Transit monitoring focuses on interrupting trafficking before exploitation, whereas interdiction does not make this

distinction. Although it is possible to optimize strategic resource-allocation decisions for network interdiction

(including trafficking networks), the focus of this study is on the use of DEA to evaluate the effectiveness of LJI
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staff at conducting transit-monitoring activities.

2.2.1. Human Trafficking and Transit Monitoring in Nepal

Human trafficking in Nepal is a growing criminal industry [191]. Nepal is considered a “source country” of men,

women, and children subjected to labor and sex trafficking [191]. The interaction of poverty, development, and

relevant policies affects the vulnerability of its population to trafficking [191, 214]. A large proportion of the

population is estimated to be unemployed (42%) or living below the poverty line (38%). As of 2014, the most

recent figures available, Nepal ranks 142nd out of 189 countries on the Human Development Index [215]; it has a

low literacy rate (66%), and more than 80% of the country’s inhabitants live in rural areas [215]. Most trafficking

victims in Nepal are female adults and children who not only suffer from gender inequality but are also particularly

vulnerable because of economic insecurity, recent national disasters, and poverty [216–218]. Such factors generate

high levels of migration to urban centers in Nepal, India, and the Middle East, where trafficking victims are lured

with promises of a better life, jobs, and false marriage proposals or through the coercion of indebted families to

sell their children [218–220]. Migration is generally defined as the voluntary movement of persons within or across

borders in search of a better livelihood. Trafficking and exploitation are associated with migration in two aspects:

a person may willingly migrate for employment but find the work conditions to be exploitative or may be deceived

regarding the kind of work they will be doing [216,221].

In 1996, an antitrafficking operation on Indian brothels identified 200 female Nepali minors being trafficked.

This occurrence spurred increased attention of anti–human trafficking in Nepal. The Nepali government’s failure

to help victims recover and rehabilitate motivated seven NGOs to take action [213]. Since 1996, these NGOs have

played a significant role in combating human trafficking in Nepal, most notably by establishing transit-monitoring

and/or border-monitoring stations along the largely unregulated Indian border. Although trade between Nepal

and India is monitored through 22 checkpoint stations, Indian and Nepali individuals are permitted to cross

the border at any point. (However, Nepal temporarily closed its international borders in 2020 because of the

COVID-19 pandemic [222].) In comparison, citizens from other countries are only permitted to cross at six border

checkpoint stations after obtaining entrance and exit visas [223]. Unfortunately, the negligence and corruption

of the border-monitoring protocol have led to a prominent culture of transnational crime that includes human

trafficking [224]. In 2018, an estimated 171,000 Nepali individuals were victims of human trafficking or forced

marriage [225]. The accuracy of the number of individuals trafficked in and out of Nepal is disputed, and the lack

of precise and accurate data is detrimental to measuring Nepal’s progress in combating human trafficking [213].

LJI, formally known as Tiny Hands, is an NGO that combats human trafficking through transit-monitoring

methods. LJI focuses on preventing human trafficking before exploitation by placing trained personnel at key
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transit points to identify people who exhibit risk indicators associated with currently being trafficked or being

trafficked in the near future. Although LJI operates in 15 countries, the DEA model we present was developed

for LJI operations in Nepal where transit-monitoring practices were first launched in 2006 along the Nepal-India

border. Over the past 14 years, LJI has grown to an operation of nearly 30 monitoring station locations throughout

Nepal. Most stations are located on the Indian border, but some are located in interior major transportation hubs,

such as regional bus stations, and airports.

The DEA model enables LJI to identify both high- and low-performing stations, where performance refers to a

station’s effectiveness of intercepting potential human-trafficking victims given the amount of available resources

(such as staff). LJI is using the results of this study to develop best practices, evaluate and improve performance

at inefficient stations, and, more generally, use their limited antitrafficking resources more efficiently.

Section 2.3

DEA Applications in the Public Sector

Few applications of analytical approaches for anti–human trafficking operations currently exist (see, e.g., [6, 226–

228]). To the best of our knowledge, there are no known DEA applications in antitrafficking operations. DEA is

useful to evaluate the relative efficiency of units within an organization that has different levels of inputs (e.g.,

resources, demand) that are used to produce outputs (e.g., productivity measures). Efficiency refers to a unit’s

ability to produce an expected amount of output given the amount of input resources. DEA models are employed in

areas that range from the assessment of public organizations (such as healthcare systems, educational institutions,

and governmental bodies) to private organizations (such as banks, restaurants, and service providers). [229] provide

a recent review of the development and use of DEA models in the public sector. DEA has been applied to

humanitarian efforts, such as the work done by [230], who measured the effectiveness of humanitarian aid efforts

across 106 different countries. Similarly, [231] consider the efficiency of humanitarian supply chains using a network

DEA model.

In a domain loosely related to transit monitoring, DEA has been used in policing to evaluate operational

efficiencies. Aspects of policing work have some parallels with transit monitoring; namely, units of an organization

or agency are seeking to identify illicit behavior. For example, [232] evaluated the relative efficiency of Taiwanese

police precincts and found that operational and process differences primarily depend on the resident population

and location. [233] measured the efficiency of state police units in India and found that a DEA model can generate

targets of performance, identify inefficient departments, and determine adequate levels of operation and improve-

ments in the units of criminal justice systems. Through DEA, [234] assessed the effectiveness of the Spanish
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police force to determine the most effective overall unit. Using an adjusted version of the DEA methodology

“Benefit-of-the-Doubt,” [235] advocate for the use of a custom-made operations research framework to evaluate

citizen satisfaction with police effectiveness of community-oriented local police forces in Belgium.

DEA has also been used to measure the performance of nonprofits [236, 237]. DEA emerged as an alternative

method to measure the operational efficiency of nonprofits because it is capable of handling multiple performance

metrics that are categorized as “inputs” and “outputs” to provide a single composite efficiency score for each

nonprofit organization compared with other organizations that produce similar outputs. [238] evaluated the effi-

ciency of five NGOs in Turkey dedicated to serving people suffering from wars, invasions, and natural disasters and

supporting displaced refugees while distributing other forms of aid without discrimination. [239] developed a DEA

model to measure the efficiency of microfinance institutions and alleviate global poverty by extending financing to

the poor for social and financial efficiency. In the second stage of this study, [239] compare the performance and

factors that contribute to the efficiency of Islamic microfinance institutions. A challenge arising from evaluating

efficiency for nonprofits is that NGOs have a social objective, meaning they do not take part in competitive mar-

kets that use net income and rates of return as efficiency indicators [240]. Therefore, many have used arbitrary

measures of efficiency that involve developing weighting methods to quantify the outputs of a nonprofit [240].

Section 2.4

Data

LJI staff who conduct transit monitoring are trained in a multistep process for potential victim identification: (1)

visual identification of people traveling near transit stations to detect suspicious activity; (2) engagement with

suspicious parties for heightened profiling to obtain more specific details, should this rise to the level of suspected

trafficking (either currently or in the near future); (3) interception and further questioning of potential victims or

traffickers, culminating in a possible completion of an Interception Report Form (IRF); (4) completion of a Victim

Interview Form (VIF) for each individual in the party; and (5) verification of the responses to help validate pertinent

details. The verification processes usually require cultural knowledge, cross-checking data in LJI’s “Fusion Center”

database (consisting of 9,000 individuals known or suspected of being involved in human trafficking), and following

up with a third party by phone, such as parents, relatives, universities, or employers [213].

After visual identification of suspicious activity, trained LJI staff intercept the individual(s) and administer an

IRF. The IRF consists of a point-based system, called “red flags,” created by LJI to help guide staff in determining

an occurrence of suspected trafficking. This point system assigns larger numeric values to questions more indicative

of trafficking risk. For a more thorough explanation of this process, we refer the interested reader to [213].
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When a party’s responses to questions on the IRF exceed the predetermined “red flag” threshold, trained LJI

staff administer a VIF for each individual in the group [213]. LJI staff may then refer the potential victim and

perpetrator, if present, to local law enforcement for follow-up investigation and prosecution. If in LJI’s judgment,

the “red flag” threshold is not exceeded and there is insufficient support for an occurrence of suspected trafficking,

a VIF is not filled out, and the party continues their travels without further intervention. LJI replaced the VIF

with a similar form called the Case Information Form (CIF) in July 2018; for ease of reading, we hereafter jointly

refer to these forms as VIF.

If both an IRF and a VIF have been completed for an individual, these paper forms are translated from

Nepali to English and sent to data analysis staff at LJI. The data entry specialists enter IRF and VIF form data

into a standard Microsoft Excel workbook with rows representing observations (potential victims) and columns

representing various features of interest (responses from the respective forms).

We had access to over 8,700 IRFs and nearly 4,500 VIFs ranging from late 2011 to 2021. Collectively, the

IRF and VIF data consist of over 350 data fields and capture both potential labor and sex trafficking transit

activity. The data include detailed demographic information on the victims (age, gender, caste, health, marital

status, history of abuse) and on the traffickers (age, gender, occupation, and how they met the victims). Rich

information is also available regarding the trafficking supply networks, including victim origin and destination,

recruitment methods, transit duration, methods of transportation, and safe houses. For example, Figure 2.1

depicts the originating districts of potential trafficking victims who were intercepted at LJI border stations in 2017

(for ease of reading, only the 10 LJI border stations with the highest recorded transit activity are displayed).

Before data analysis and development of the DEA model, the data needed to be cleaned. This process involved

linking the IRFs with their corresponding VIFs, organizing the data in a manner to reduce any redundancies,

filling in and removing missing or incomplete data, and completing additional general data cleaning steps. Next,

the data were filtered to find stations matching our homogeneity criteria, and then each of the input and output

features was aggregated on the quarter level as described in the methodology section (see Table 2.1). This process

was conducted in the R scripting language.

Section 2.5

Methodology: Data Envelopment Analysis

We employed DEA to quantify the relative efficiencies of deploying transit monitoring at various LJI stations in

Nepal. The purpose was to identify which LJI stations in Nepal are considered efficient and how the level of
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Figure 2.1: The Districts of Origin and the Top 10 LJI Border Stations, by Frequency of Victims, for 2017.

efficiency ranks among the stations. These results could then be used to identify potential methods of improving

human trafficking transit-monitoring tactics.

DEA is a mathematical programming method used to compute the relative efficiency of multiple DMUs, such

as a hospital in a healthcare system, which have different inputs and outputs [241]. The performance of each

DMU is evaluated by assessing its ability to produce associated outputs by consuming its inputs, with respect to

all other considered DMUs [242].

DEA models are commonly categorized by the shape of the identified best-practice frontiers. In the DEA

literature, we use variable returns to scale (VRS) and constant returns to scale (CRS) to classify two basic DEA

models. In the context of LJI transit monitoring, because the number of inputs does not result in a proportional

change in outputs, a VRS model was most appropriate (see Appendix A.1 for details). Moreover, our objective

is to maximize the outputs achieved, and thus, we employed an output-oriented VRS model [243]; Appendix A.1

details the algebraic formulation and further motivates our use of the VRS model. We additionally conducted a

cross-efficiency analysis that allows for a quantified ranking of the relative efficiencies of DMUs, which extends the

findings of a standard DEA investigation that only identifies efficient or inefficient stations in a binary fashion [242].

It is generally required that all DMUs chosen must be homogenous under DEA. After all, as DEA aims to

view all stations in their best relative light, it is only fair to compare DMUs that operate under relatively similar

environments. In our context, the criteria we consider for homogeneity are (1) the presence of a station manager,
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(2) the quality of data, and (3) flow through station locations. Stations that shared similar ranges for these

parameters were grouped. Each station considered for evaluation was required to have a station manager because

these stations tend to be better managed and share similar operational standards. The stations chosen were also

required to have data (positive counts of IRF and VIF forms) for all consecutive quarters during our timeline to

ensure reliability of the data. Finally, we grouped stations with the same flow together for consideration. The

station flow is the magnitude of total travelers through a station estimated from several factors, including the

distance from the Indian border, number of airports, number of bus or train stations, number of major highways,

and population density. Based on their scores in each category, a value of 1, 2, or 3 was assigned to the stations,

with 1 and 3 representing the lowest and highest estimated flows, respectively. For this analysis, we considered only

stations with a flow of 3, under the assumption that larger flows of people would lead to an increased likelihood

of intercepting trafficking activity. We validated our estimated flow ranking with our partners at LJI, which was

well received. Out of the 18 stations for which we had data, 7 met these standards. Table 2.1 summarizes the

selection process for these stations. The seven selected stations for our analysis are Mahendranagar, Nepalgunj,

Birgunj, Kakarvitta, Biratnagar, Bhairawa, and Bhadrapur. Figure 2.2 displays these stations geographically.

Table 2.1: The DMU Selection Criteria and Process, Resulting in Seven Selected Stations for Further Analysis.

Step Selection criteria Total stations meeting criteria

All stations operating between 2011 and 2021
0

Number of stations observed in our data set
18

Presence of a station manager
1

Number of stations with a station manager on staff
12

Quality of data
2 Selected stations that operated consistently over time

(that is, have positive IRF and VIF form counts)
11

Flow through station location
3

Stations with a high level (3) of flow
7

Final data set: 7 stations * 13 quarters = 91 total DMUs

To ensure a sufficient number of DMUs [244], each of the seven stations was expanded to 13 calendar quarters

of data over which we had complete information (from Q2 2016 through Q2 2019). This created 91 station-quarter

DMUs, satisfying the empirical rule that suggests the number of DMUs be at least twice the number of inputs

and outputs combined [245]. Because we use DEA as a tool for relative performance evaluation, rather than a

production function estimate, the number of DMUs is much less critical for our study (see, e.g., [245]). For ease of

reading, we refer to “station-quarters” as “stations” where unambiguous. Although our original data set contained

information from late 2011 to 2021, consistent, high-quality data for these seven stations were only available for

four years; the 1st quarter in our analysis represents April to June of 2016, and the 13th and last quarter in our
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Figure 2.2: The Seven LJI Border Crossing Stations Meeting the Qualifications for Inclusion in Our Analysis.

analysis represents April to June of 2019. We note that the COVID-19 pandemic impacted operations during 2020

and 2021, and therefore, the data were incomplete and excluded from our analysis.

DEA was applied to the 91 LJI interception station-quarters to evaluate their performance in applying transit

monitoring. By assessing the efficiency of the station-quarters using the inputs consumed and outputs produced,

LJI can begin to understand which station-quarters performed better at following procedures and intercepting

individuals at risk for human trafficking. Such insights can then empower further root-cause analyses, which in

turn provide LJI with a blueprint for improving overall station performance.

2.5.1. DEA Formulation to Evaluate LJI Transit-Monitoring Stations

Through discussions with LJI and availability of related data, we identified the key inputs and outputs for our

DEA modeling to evaluate the performance of human trafficking interception stations. We provide details of our

final model and refer the reader to Appendix A.2 for an analysis of other considered inputs and outputs.

Inputs. We consider three inputs for each station: number of staff, test scores, and hours worked by staff. The

number of staff members represents the average number of LJI personnel employed by each station within a quarter,

which ranged from 2 to 12 individuals. Test scores represent the average staff performance on border knowledge

examinations, a mandatory test each staff member must take before employment. The average quarterly test
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scores of the staff assigned to a station ranged from 20 to 25. The average weekly hours worked by staff ranged

from 36 to 50.

Outputs. We consider four outputs for each station: number of suspected trafficking occurrences (count of IRFs),

number of potential victims (recorded on VIFs), IRF completeness, and VIF completeness. There is one VIF for

each individual recorded on the corresponding IRF form that exceeded the predetermined trafficking risk threshold.

The completeness of the IRFs and VIFs represents the thoroughness of staff filling out all of the minimum details

necessary in each respective form.

In consultation with LJI staff, station IRF and VIF completeness were calculated as the average percentage

of required questions filled out in each form. If these questions were answered, a value of 1 was assigned to that

question for that form; otherwise, a value of 0 was assigned. The completeness of each form is then calculated by

taking the percentage of the required questions answered on a form out of the total questions required. Because the

IRF asks questions regarding the collective group of people crossing the border together, a single IRF may contain

information for multiple people. However, the VIF is completed individually for each person in the group. Because

a group of people crossing the border generates a single IRF and multiple VIFs, the VIF completeness measure

associated with the encounter can be interpreted in multiple ways. For example, if three people are traveling

together in a group, the VIF completeness for the encounter could be measured by the minimum, maximum,

average, or sum of the completeness of the VIF forms for the three individual people. In consultations with LJI

stakeholders, it was determined that an encounter’s VIF completeness was most appropriately defined by averaging

the VIF completeness of all individuals in the group.

Section 2.6

Findings and Recommendations

In LJI’s context, efficient stations are ones that have an adequate number of IRFs and VIFs filled out with a

sufficient level of completeness for each quarter given (1) the average number of staff employed at the station, (2)

the staff’s border knowledge test scores, and (3) the average weekly hours worked by staff. A station is considered

inefficient if it fails to produce adequate output from its characteristic input, indicated by a DEA model score of

less than one. Figure 2.3 illustrates the results of our initial DEA investigations on station efficiencies. Efficient

stations are indicated by yellow circles, whereas blue diamonds indicate inefficient stations. Although none of the

seven stations were efficient every quarter, Kakarvitta and Biratnagar were efficient for a majority of quarters, with

Kakarvitta having only 2 out of 13 quarters identified as inefficient. The remaining five stations were inefficient

for over half of the quarters.
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Figure 2.3: Efficiency, by Station and Quarter, with Respect to the Best-Practice Frontier.

Of interest is that all of the stations were efficient in Quarter 13 (Q2, 2019). Although at first glance one might

conclude that all stations have reached a long-term efficient state, this is an incomplete assessment; variability

across quarters reveals that efficiency can readily change from quarter to quarter.

Figure 2.3 reveals DMUs on the best-practice frontier over 13 quarters and provides initial insights into a

station’s own efficiency trajectory. Because station efficiency may vary over quarters, it would be incomplete to

infer from Figure 2.3 the best-performing stations. To understand the performance of individual stations with

respect to others, we calculated cross-efficiency values under VRS [242]. Cross-efficiency is a method to rank

DMUs using weights that considers both peer and self-evaluation and results in a ranking of stations based on

their average cross-efficiency values over time, as compared with every other station. The average cross-efficiency–

based ranking for all seven stations is shown in Figure 2.4. We note that although every station had at least one

quarter of inefficiency, the average cross-efficiency for each station is at least 0.856.

Taken together, Figures 2.3 and 2.4 offer complementary views on station efficiency. Figure 2.3 reveals quarter-

by-quarter best-practice frontiers across the seven stations, whereas Figure 2.4 reveals cross-efficiency scores for

each station averaged across all quarters. The resulting differences in Figures 2.3 and 2.4 with respect to rank

and best-practice frontiers underscore the differences that can result from two different, yet related, comparison

methodologies.
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Figure 2.4: Cross-Efficiency, by Station, Averaged over Quarters.

Figure 2.5: Cross-Efficiency by Station, with Boxplots Depicting Distribution over 13 Quarters.

Figure 2.5 shows quarter-to-quarter variation in cross-efficiency scores. Biratnagar, Birgunj, Karkarvitta, and

Nepalgunj have the smallest interquartile ranges, demonstrating low variance and consistency in performance.

Bhadrapur, Bhairawa, and Mahendranagar have larger interquartile ranges, indicating more performance vari-
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ability between quarters. Figure 2.5 also substantiates that Nepalgunj and Bhadrapur consistently produced the

lowest cross-efficiency scores.

Through careful interpretation, the results of a station’s DEA performance can inform implementation toward

the best-practice frontier, which can be seen as the threshold in which a DMU is considered efficient based on its

inputs and outputs. A station along the best-practice frontier indicates it is deemed efficient because of its ability

to produce outputs with the given inputs. Based on our findings, we developed recommendations to increase the

consistency of a station’s performance efficiency. These findings are based on numerical analysis from the DEA

outputs, observations, and discussions with LJI. The numerical analysis refers to the DEA outputs that describe the

percentages that other efficient stations are contributing to the efficiency score of inefficient stations. The efficient

output values are the dot product of the efficient stations’ output values and their percentage contribution of

inefficiency. The DEA model results also disclosed the number of additional units of outputs that each station

needs to produce to be considered efficient.

Figures 2.6 through 2.9 show the results of this analysis for each output feature. The size of the circle depicts

the percent of additional units required for a DMU to have been considered efficient. The absence of a circle

indicates the outputs of a station were already operating on the best-practice frontier. For example, Figure 2.6

shows that Nepalgunj requires an additional 2.5% of IRF forms to be completed in Quarter 11 to reach the

efficiency frontier. These plots quickly reveal which stations require the largest increase in outputs. Based on

these values, we summarized observations from the numerical analysis for each station in Table 2.2. We provide

our recommendations by highlighting (1) which stations require the most attention overall as well as (2) which

outputs from each station need the most attention. Because of the limited amount of resources typically available

for NGOs such as LJI, these recommendations help provide insights on where to prioritize their resources and in

which areas (outputs). For each station (across all 13 quarters), we ranked which required the largest increase in

outputs (Table 2.2, column 2). In addition, for each of these stations, we ranked which outputs require the most

attention (Table 2.2, columns 4 through 7) and summarized these results (Table 2.2, column 3). The ranking

of the outputs ranges from 1 to 4; some outputs have equal rank and therefore may have the same value. For

example, looking at the station Nepalgunj (Table 2.2, row 1), we see this station requires the most improvement

across all outputs. The output with the largest potential for improvement was the number of VIF forms, followed

by both VIF completion and IRF forms, whereas IRF completion was the least important.

To improve the performance of stations that lie outside of the best-practice frontier because of VIF and IRF

completeness (Table 2.2, columns 5 and 7), LJI should consider conducting additional IRF and VIF training and

quality control checks on these stations. Recently, LJI has started to provide workers with a “cheat sheet” that
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Figure 2.6: The Additional Percentage of IRF Forms Needed for Efficiency Varies by Quarter and Station.

Figure 2.7: The Additional Percentage of VIF Forms Needed for Efficiency Varies by Quarter and Station.

emphasizes required questions on the IRF and VIF forms. The implementation of this new tool is expected to be

an effective way to improve these outputs.

If the rate of trafficking were directly proportional to the rate of flow at all border stations, then mathematically

speaking, increasing IRF and VIF collection suggests that LJI would intercept more individuals at risk of being

trafficked—that is, fewer potential victims would be missed (Table 2.2, columns 4 and 6). As is so often the case

in anti–human trafficking work, knowledge of the ground truth of actual trafficking cases is lacking. Hence, we

instead used a proxy of overall flow, which represents not only trafficking occurrences but also legal transit—
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Figure 2.8: The Additional Percentage of IRF Form Completion Needed for Efficiency Varies by Quarter and
Station.

Figure 2.9: The Additional Percentage of VIF Form Completion Needed for Efficiency Varies by Quarter and
Station.

ordinary transnational travel, including those willingly traveling for gainful employment.

As such, care is required in interpreting recommendations before putting them to practice. Rather than simply

increasing IRF and VIF collection on the entire flow of travelers, it should be done conditional on actual occurrences

of trafficking. We recommend that LJI conduct supplementary analysis to determine whether any of these stations

are expected to have a less-than-proportional number of potential trafficking victims passing through their station

relative to the total number of travelers. Stations with a less-than proportional trafficking flow may not actually
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Table 2.2: Key Areas for Improvement, by Station, Yielding Recommendations for Inefficient Stations Toward
Best-Practice Frontier.

Recommendations

Station Overall priority
Key areas

for improvement
VIF

count
VIF

completeness
IRF

count
IRF

completeness

Nepalgunj 1 VIF forms 1 2 2 3
Bhadrapur 2 VIF and IRF completion 2 1 2 1
Mahendranagar 3 IRF forms 4 3 1 2
Karkarvitta 4 VIF completion 3 1 2 2
Bhairawa 5 IRF forms 2 4 1 3
Biratnagar 6 VIF forms 1 2 4 3
Birgunj 7 VIF forms 1 2 4 3

need to increase the number of IRF and VIF forms collected because the low performance on this measure may

be an artifact of fewer people being trafficked through this location.

That said, for stations where it is reasonable to assume that identification of additional potential trafficking

victims will move them toward the best-practice frontier, we recommend LJI increase IRF and VIF collection on this

targeted population of flow—actual trafficking occurrences—by improving strategies and tools for identification as

well as continuing education and training for staff. Specifically, LJI should focus on whether there are any cultural

or geographical factors, such as recent changes in migration trends; a newly favored route or terrain to cross the

border in nearby locations that LJI staff have been unable to monitor; or ways traffickers may be coaching victims

on responses to LJI questions to evade detection that may be affecting the number of potential victims identified

at stations. Although such additional analyses are outside the scope of the present study, they can provide useful

supplementary information to LJI regarding where to focus their efforts for further analysis.

Section 2.7

Conclusion

Human trafficking is a complex societal issue requiring a variety of approaches to help counter the social, health, and

economic impacts associated with this crime. Transit monitoring has emerged as a promising strategy in reducing

potential trafficking and exploitation activities, in which trained personnel are strategically located along potential

trafficking routes to dynamically assess trafficking indicators and intercept probable victims before exploitation.

Although transit monitoring is an effective strategy in preventing trafficking, transit-monitoring stations can

vary in their performance, and there are opportunities to evaluate and improve stations by sharing best-practice

recommendations among stations. To this end, we used DEA to differentiate between efficient and inefficient

stations over time. Our approach is innovative as a performance management methodology for nonprofits in the
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antitrafficking sector because it allows decision makers to evaluate their organizations and units with multiple

inputs and outputs, benchmark units against comparable peers, and plan for the future based on a realistic

allocation of resources. It is believed that this effort is the first application of DEA to evaluate performance in

anti–human trafficking efforts.

In resource-constrained environments in which nonprofits often operate, analyses to support operational de-

cisions offer an opportunity to improve operations. Although such analyses have a long history of leading to

more efficient operations in the for-profit sector, they appear less frequently in the nonprofit sector. This study

presents the experiences from a collaboration between operations research analysts and a nonprofit engaged in

anti–human trafficking initiatives. We discuss the use of DEA to examine the performance of stations engaging

in transit monitoring in collaboration with Love Justice International, a nonprofit human trafficking organization

engaged in transit monitoring along the Nepal-India border. The approach and results were evaluated in several

meetings with LJI stakeholders, which provided insights for better calibrating our model with reality. This it-

erative process established our final model and highlights the significance of engaging all parties in determining

model parameters (such as inputs and outputs) to increase the relevance of model outcomes (such as performance

evaluation). Our analysis identified performance inefficiencies of individual transit-monitoring stations. A repos-

itory of all R and Python code used to create the DEA model and data visualizations can be found publicly at

https://github.com/gldimas/Nepal.HT.DEA.

This study is not without limitations, which may also present as opportunities for future investigations. We

acknowledge that variables that were not included in our modeling may affect its effectiveness. For example,

other transit-monitoring NGOs operate at certain transit-monitoring stations, which could impact the inputs and

outputs in our DEA model. We attempted to mitigate any confounding variables by basing our analysis on LJI’s

consistent data format. Although there may be other factors to consider, we were able to develop a framework

that can be expanded on to help NGOs antitrafficking efforts.

Nonprofits often have an abundance of routinely collected data. However, such data often lie idle in locations

that are inconvenient to access and formats that are challenging to manipulate. Moreover, data quality issues

may exist. For these reasons, there is a great opportunity for future research on improving the collection and

management of data in the nonprofit and NGO sector. By doing so, NGO and nonprofit sector data can be

better leveraged, providing an immense opportunity for improved operational analyses that are both accurate and

meaningful.

Although DEA produces meaningful recommendations, its mechanism and logic may prove challenging to grasp

for stakeholders lacking an analytical background. We used visual aids and verbal explanations over several NGO
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stakeholder meetings to illustrate our findings. DEA does have methodological drawbacks, such as difficulty in

handling negative numbers, challenges with handling zeros and missing data in a straightforward manner, and high

sensitivity to outliers and bad data [246]. Some of these challenges were present in our study; as a result, some

DMUs lacking positive counts of IRF and VIF forms during our timeframe needed to be omitted, and only a subset

of stations could be evaluated. Additionally, our decision to add quarters to increase the number of comparison

DMUs made our analysis unique in enabling quarter-by-quarter comparisons of stations with themselves. Although

the use of quarter-by-quarter comparison increased the number of DMUs for analysis, the lower number of stations

restricted the types of DEA analysis used in this work and is a limitation. Another limitation of our analysis is

that the most recent data we used were over a year old because of impacts of the COVID-19 pandemic. Although

this lag implies that more timely findings and actions are possible, the intent of the study was accomplished: to

build a framework on which a nonprofit could measure performance and identify areas for improvement. The

results of the DEA model confirmed anecdotal experiences of LJI operations. LJI is now empowered to take these

results and this approach to identify the best-performing stations, understand what made other stations fall short,

and implement best practices across all stations to increase effectiveness across the board. Additionally, the model

can be used in the future with updated data to obtain timely results and inform continuous improvements in LJI’s

transit-monitoring efforts to combat the societal ill of human trafficking.
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Chapter 3

Modeling the Defensive Asylum Process in

the United States Immigration Court

System Using Queueing Theory

Section 3.1

Introduction

The United States has long been a country where people from all around the world immigrate, creating a place

of unique diversity and culture. As immigration into the United States grew, immigration laws and policies also

began to appear. As early as the 1880s, immigration laws restricted who could immigrate to the United States

were passed, although the total number permitted was unrestricted. Eventually, the Immigration Act of 1924

established an annual limit to the number of immigrants who could enter the United States [247]. The current

immigration policy limiting immigration is the Immigration and Nationality Act (INA) instated in 1952 with many

amendments over the last 7 decades [248]. Despite existing limits on certain types of immigration into the United

States, the overall demand remains greater than the allocated capacity [249,250]. In the United States, nearly all

immigration-related affairs are handled by one of six federal agencies with the exception of immigrants who enter

illegally and manage to evade detection entirely [248]. Although the responsibility of immigration-related affairs is

shared across six agencies, each handles specific functions. Therefore, the challenges and processes of each agency

may differ, depending on the current demand across immigrants.

In recent years, the number of asylum-seeking immigrants has suddenly and significantly increased, mostly

arriving at the United States Southwest border. Consequently, the demand across agencies handling asylum-
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related processes has dramatically increased, contributing to a growing backlog of cases and increasing wait times.

A large increase in immigrants seeking asylum creates unique challenges because unlike other types of immigrants,

such as Refugees, there is no limit to the number that can be annually admitted into the United States [251]. In

fact, existing laws ensure that if an individual meets the qualifications for asylum, their case is heard in court [252].

While federal resources are designated to serve the immigration population, understanding the current resource

utilization and the number of resources required to meet the demand proves challenging. Due to a policy passed on

November 19, 2018, this problem was further aggravated, as many asylum seekers became entitled to an expedited

process with the expectation that these cases would be adjudicated within 180 days [253].

Opportunities exits to improve the immigration court system where most of these asylum cases are processed. In

this work, we focus on defensive asylum cases handled in the United States by the Executive Office for Immigration

Review (EOIR), a branch of the Department of Justice. The EOIR is fashioned in what most would consider a

typical civil legal setting, where individuals make claims or defend themselves against a claim and a judge decides

how to adjudicate each case [248,254]. The EOIR immigration system is very complex and therefore, a reasonable

first step to improve the immigration court process is to understand how the current system functions. We

address this problem through the mathematical modeling of the defensive asylum process using queueing theory.

In Sections 3.2, 3.3 and 3.4, background information on the different types of immigrants, the defensive asylum

process, and queueing theory are provided. Section 3.5 discusses related work at the intersection of immigration

and analytics. Section 3.6 provides details on the data and data preprocessing steps. Section 3.7 presents the

model representation and accompanying results. Finally, concluding thoughts and future work are discussed in

Section 3.8.

Section 3.2

Background

Immigration is the international movement of a person from their country of origin to another (where they are

neither native nor a legal citizen), with the intention to permanently reside there. In the United States, the INA

defines an immigrant as a person seeking to become a Lawful Permanent Resident (LPR). LPRs are characterized

as foreign nationals who have been permitted to work and live in the United States permanently [255]. There are

many different types of immigration, including family-based immigration, employment-based immigration, and

relief-based immigration. Both refugees and asylees fall under the relief-based immigration category, available

specifically for vulnerable people(s) who are fleeing persecution or, for other reasons, unable to return to their

country of origin safely [256]. Despite sharing characteristics of vulnerability and a need for protection, refugees
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and asylees have distinct differences which dictate how each is processed in the United States. In this work, we

focus only on the processes involving asylum seekers.

3.2.1. Refugees

According to the American Immigration Council, a refugee is a person seeking legal admission into the United

States based on an inability or unwillingness to return to their country of origin because of a “ ‘well-founded’ fear

of persecution due to their race, membership in a particular social group, political opinion, religion, or national

origin” [256]. Refugees must apply for admission from outside of the United States, usually happening within

a country outside of their country of origin, often referred to as a “transition country.” A person’s ability to be

admitted into the United States as a refugee depends upon many factors, including their degree of risk, having

a “well-founded fear” of persecution, belonging to a particular group of special concern according to the United

States, or having family already established in the United States. The full legal definition of what constitutes

a person as a refugee can be found in 101(a)(42) of the INA. While the total number of refugees that can be

admitted each year has a general limit (referred to as the refugee admission ceiling), the exact yearly limits are

decided by the President of the United States in consultation with Congress [257].

3.2.2. Asylum Seekers

Asylum seekers are individuals that meet the same general criteria required for a refugee but differ in the process

by which they apply for relief. Unlike refugees who apply for relief from outside the United States, asylees must

apply for relief from within the United States. More distinctly, refugees have their claims for relief vetted and

approved for legal admission prior to arriving in the United States. In contrast, asylum-seeking immigrants must

first arrive in the United States and then subsequently submit their claims for relief. There are two types of asylum

an individual may pursue: i) affirmative asylum and ii) defensive asylum.

3.2.3. Types of Asylum

A defensive asylum-seeker is an individual who arrives (or enters) the United States without proper legal status and

requests asylum as a mechanism to defend against being removed from the country. Individuals can claim defensive

asylum at the port of entry or after being apprehended. There are two ways an individual may be apprehended: i)

by a Customs and Border Patrol (CBP) officer within 100 miles of the United States border, or ii) by an Immigration

Customs Enforcement (ICE) agent anywhere within the United States [258]. In both instances, the apprehended

individual is then placed into what is called a removal proceeding. The defensive asylum process is handled by

the Executive Office for Immigration Review (EOIR), a division of the Department of Justice (DOJ) [259]. An
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affirmative asylum seeker is an individual who has legally been admitted into the United States, is not currently

involved in a removal proceeding and claims asylum. The affirmative asylum process is handled by the United

States Citizenship and Immigration Services (USCIS), which is a division of the Department of Homeland Security

(DHS) [259]. Although both types of asylum offer relief for vulnerable and persecuted individuals and require the

applicants to be present in the United States, the processes for affirmative and defensive asylum differ. Affirmative

asylum cases are handled by the USCIS in a non-courtroom setting, whereas defensive asylum cases are handled

by the EOIR in a formal courtroom setting. Therefore, unless stated otherwise, henceforth, we refer to the EOIR

as the immigration court system. While affirmative and defensive asylum cases are handled by different federal

agencies, in some circumstances, an individual may interact with both agencies. For example, an individual may

begin by submitting an affirmative asylum application to the USCIS, however, if denied and placed into a removal

proceeding, they may subsequently submit a defensive asylum application to the immigration court system. In

all instances, asylum applications must be submitted to the appropriate agency within one year of entry into the

United States [259, 260]. In this work, we model the immigration court system and, therefore, only depict the

defensive type of asylum.

Section 3.3

The Defensive Asylum Process

There are five main elements associated with a defensive asylum case: Case Priority, Credible Fear Interview,

Notice to Appear Issued (NTA), Court Proceedings, Scheduled Calendar Hearings. Not every case will experience

all five elements, and some elements may appear more than once throughout the lifetime of a case. Although the

journey a case takes through the immigration court system tends to be unique, there are a few constants; i) each

case will have a unique case identifier and ii) eventually, each case will “leave” the court system, although when

and how is case dependent. In what follows, we explain the five associated elements and how each impacts the

flow of a defensive asylum case through the immigration court system. The elements are introduced in the order

that they most often occur.

3.3.1. Case Priority

One element that impacts the journey of a case through the immigration court system is the case priority label,

which has varying levels. For example, in January 2020 case priority was highest for unaccompanied alien children

being held in government custody and detained (adult) individuals [261]. The policies determining which cases

have priority over others change frequently, and therefore for simplicity, we separate cases into two classes: i)

priority and ii) nonpriority. A case classified as priority generally receives quicker processing than its nonpriority
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counterpart. A memorandum from January 2020 specified that priority cases were to be completed within a 60-day

period [261]. As priority cases are fast-tracked, the total time and path through the immigration court system

may distinctly differ from that of nonpriority cases.

3.3.2. Credible Fear Interview

Generally, the defensive asylum process begins with an individual claiming asylum either at the port of entry or to

the apprehending CBP or ICE agents. After an individual has made a claim for asylum, the CBP and ICE agents

are required to administer a credible fear (or reasonable fear) interview. A credible fear interview is a screening

process where an individual must establish a “significant possibility” that, at a formal court hearing, they could

demonstrate they meet the requirements for asylum. If credible fear is established, the individual is issued a Notice

to Appear and enters the immigration court system. If the initial interview finds the applicant insufficiently meets

the requirements of credible fear, then the individual is either removed from the United States or, alternatively, the

individual can appeal the findings, in which case an immigration judge will review the decision. If the immigration

judge overturns the original decision and finds credible fear, the individual is issued a Notice to Appear and enters

the immigration court system, otherwise, the individual is removed from the United States.

3.3.3. Notice To Appear

The Notice to Appear (NTA) document is issued to individuals by the USCIS with a list of specific immigration-

related charges being brought against them. The NTA signifies the initialization of an immigration court case

and indicates that the individual must appear before an immigration judge on the date listed on the NTA or on a

future date to be determined. If an individual fails to appear at this initial hearing, they are subject to absentia

removal, which means the individual has given up their rights to a formal hearing and can be deported [249,262].

3.3.4. Court Proceedings

Court proceeding is the legal term used to refer to a formal process to describe if an individual is in violation of

the law – in the immigration court context these laws pertain to immigration. All cases that enter the immigration

court system will have at least one proceeding, typically more. Different types of proceedings include: expedited,

administrative removal, deportation, and exclusion. Proceedings are the overarching process that facilitates a

resolution of charges against an individual, concluding with a verdict, in which an individual is either absolved or

found guilty. Often a proceeding requires multiple interactions with the immigration court at what is known as

scheduled calendar hearings.
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3.3.5. Scheduled Calendar Hearings

A scheduled calendar hearing is a formal stage in the immigration court process, where a case comes before a judge

to handle details and take action regarding their proceeding. Two main types of calendar hearings occur: Master

and Individual. Typically, the first case appearance before an immigration judge occurs at a Master hearing, and

the final case appearance occurs at an Individual hearing. Generally, a case must be given a minimum of ten

days between the NTA and the first scheduled Master hearing to allow the individual(s) to obtain representation

and prepare. A Master hearing is unique in that there are a large group of individuals at any given scheduled

slot waiting for the judge to call their case. Once a case has been called upon to appear before the judge,

the interaction tends to be short, lasting less than 15 minutes. While the scope of a Master calendar hearing

can include a myriad of things (Table 2.1), their purpose is generally to advise the asylee (and if the asylee is

represented, their legal counsel) of details that may impact their preparation for the larger, civil court Individual

hearing [263]. Individual hearings are longer in duration, typically around four hours, and are where evidence is

provided, matters are contested, and a decision on the proceeding is made by the immigration judge. The scope

of an Individual calendar hearing can include many additional elements (Table 3.1) with the main objective being

to plead the case to the immigration judge, and reach a verdict on the proceeding; however, there are occasions

where this type of hearing may end without a final decision being made [263].
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Table 3.1: Scope of Master and Individual Calendar Hearings.1

Master Calendar Hearing

Advise the case member(s) of the right to an attorney or other representative at no expense to the
government
Advise the case member(s) of the availability of free and low-cost legal service providers and provide
the case member(s) with a list of such providers in the area where the hearing is being conducted
Advise the case member(s) of the right to present evidence
Advise the case member(s) of the right to examine and object to evidence and to cross-examine any
witnesses presented by the Department of Homeland Security
Explain the charges and factual allegations contained in the Notice to Appear (Form I-862) to the
case member(s) in non-technical language
Take pleadings
Identify and narrow the factual and legal issues
Set deadlines for filing applications for relief, briefs, motions, prehearing statements, exhibits, witness
lists, and other documents
Provide certain warnings related to background and security investigations
Schedule hearings to adjudicate contested matters and applications for relief
Advise the case member(s) of the consequences of failing to appear at subsequent hearings
Advise the case member(s) of the right to appeal to the Board of Immigration Appeals

Individual Calendar Hearing

Making an opening statement
Raising any objections to the other party’s evidence
Presenting witnesses and evidence on all issues
Cross-examining the opposing witnesses and objecting to testimony
Making a closing statement

Section 3.4

Queueing Theory

Queueing theory is the mathematical study of wait times, examining behavior, performance and how and why a

queue forms. Queueing theory is used to model and understand existing queuing (wait) systems, or to design and

optimize the performance of a new queue. The two main goals of queueing theory systems are i) to estimate the

performance of the system, and ii) find the queue design that optimizes system performance [264,265]. Queueing

theory enables the measurement of queue characteristics such as the rate entities arrive to the system or queue, the

time entities wait for service in a queue, and how quickly entities exit the system or queue. Queueing theory can

be applied to model both basic queueing systems (e.g., a single queue), as well as complex systems that contain

queues within queues, known as queueing networks.

1Source: Adapted from Immigration Court Practice Manual, Section 4.16, 2016.
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3.4.1. Queueing Systems and Queueing Networks

At its simplest, a queueing system represents a stochastic process with a single queue and a single server. More

complex queueing systems are comprised of multiple servers serving the same queue or a set of servers serving

a multi-step process represented by a sequence of queues, as illustrated in Figure 3.1. Queueing systems can

operate independently or in tandem to form a queueing network. Queueing networks are queueing systems where

queues are connected by a routing network which represents the various paths an entity may take before leaving

the system. The likelihood that an entity will traverse a particular route is represented by that route’s transition

probability. Queueing networks operate as stochastic processes that (often) use Markovian methods to capture

underlying queue behavior. In the immigration court context, each hearing type (Master and Individual) has its

own respective queue, and the path a case takes through the system is dependent on the case’s complexity. For

this reason, a queueing network is best suited to model the immigration court system.

Figure 3.1: Queueing System and Queueing Network.

3.4.2. Characteristics of a Queue

Modeling a system using queueing theory requires the characterization of server and entity actions and behaviors

within the system. Entities typically represent customers, or objects seeking service at a queue and a server
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represents those processing entities at a queue. An entity may take four actions regarding a queueing system:

receive service, balk, renege, and jockey. Receiving service is the expected behavior – an entity arrives, waits

in the queue until service, and then exits the queueing system. Alternatively, an entity may deviate from this

standard behavior through balking, reneging, and jockeying. If an entity arrives at a queue but then decides to

leave because they do not want to wait in a line, the action is called balking. For example, a customer arrives at a

coffee shop and observing a queue decides not to wait, and leaves. When an entity is already queuing but decides to

leave before being served, the action is called reneging. An example of reneging would be when a customer arrives

at a coffee shop, gets in line, waits for ten minutes without service, then decides to leave rather than continue

to wait. The term jockeying is used to describe when an entity enters one line, but then makes the decision to

switch to a different line in hopes of reducing wait time. An example of jockeying would be if a customer arrives

at a coffee shop and gets in line but then decides to switch to a different line in hopes of placing their order more

quickly. A queueing system is defined by its queue discipline. Queue discipline refers to the order entities are

served from a queue. While there are many possible queue disciplines to describe the server process, the most

common designations can be found in Table 3.2. A common example of a queue discipline is First In First Out

(FIFO), where the first entities to arrive are the first to be served.

3.4.3. Kendall Notation

Kendall Notation is a standardized, shorthand system consisting of six basic elements used to describe and classify

a queue. Considering, simple queueing systems and complex queueing networks are comprised of the individual

queues they contain, both can be represented using Kendall Notation. The long Kendall Notation takes the general

form of A/B/C/D/E/F, where each letter represents a different element of the model. In the abbreviated Kendall

Notation, the “D/E/F” elements are omitted when adhering to the default designated values. Table 3.2. shows

what each letter represents as well as the different possible designations each element can take.

3.4.4. Stochastic Processes in Queueing

Queueing theory is based in probability theory, specifically stochastic processes. The arrival and service processes

in queueing theory are commonly assumed to be stochastic in nature where the demands for service and interarrival

times are treated as random variables. The memoryless property of Markovian processes is an attractive feature

for modeling of arrival and service times in queueing theory. Arrival and service rates follow a Poisson process or,

equivalently, interarrival and service times are exponentially distributed. In most cases Markovian assumptions

are reasonable, allowing for the simplification and representation of otherwise mathematically complex queueing

systems [264].

47



PhD Dissertation: Geri Louise Dimas, Worcester Polytechnic Institute Chapter 3

Table 3.2: Kendall Notation.2

Kendall Notation: A / B / C / D / E / F

Symbol Name Description

A: Arrival Process

M Markovian Poisson arrival rate with exponential interarrival times

Mx Batch Markovian Poisson arrival rate with x for number of arrivals per time arrival

D Degenerate Distribution A deterministic or fixed interarrival time

G General Distribution Independent interarrival times

B: Server Process

M Markovian Exponential service time

My Batch Markovian Exponential service time with y for the number of served per time service

D Degenerate Distribution A deterministic or fixed service time

G General Distribution Independent service times

C: Number of Servers

c Fixed constant Number of servers per queue, default value is 1

D: Queue Capacity

d Fixed constant Capacity of queue, default value is ∞
E: Population Size

e Fixed constant Population size being served by queue system, default value is ∞
F: Queueing Discipline

FIFO First in, first out The first to arrive to the queue are the first to be served, the default value

LIFO Last in, first out The last to arrive are the first to be served

SIRO Service in random order The order of service is in random order, dependent on the order of arrival

PQ Priority service The order of service is dependent on an assigned priority

Section 3.5

Previous Work

The complex nature of immigration and its impact on civil society is a well-researched topic across varying domains

such as law [266,267], economics [268], sociology [269]. With the exception of one related study [270], our work is

the first to look at the application of queueing theory to model the United States defensive asylum process.

3.5.1. Ongoing Analysis of the United States Immigration Court

An online tool exists that provides ongoing analysis and information on the United States immigration court

system and case backlog. This tool is fittingly called the “Immigration Court Backlog Tool” [250], which has been

developed and managed by the Transactional Records Access Clearinghouse (TRAC), an organization based out of

Syracuse University. TRAC’s purpose is not only to provide information about the immigration court system, but

more broadly, to provide the public with “comprehensive information about staffing, spending, and enforcement
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activities of the federal government” [250]. Starting in 1996, TRAC has developed several online sites that provide

exploratory tools based on data they have collected, such as the aforementioned immigration court tool. The data

used by TRAC originates either from existing publicly available resources or is obtained through the Freedom of

Information Act (FOIA). The immigration court backlog tool uses data acquired from the DOJ through a FOIA

request. As a result of numerous FOIA requests from TRAC over the years, the DOJ made the data publicly

available in 2016 and continues to be updated semi-regularly. The TRAC tool is an excellent source to summarize

the immigration court as a whole, however, a drawback of this tool is that the data is not readily available at a

case level. The TRAC data is provided in the form of summary tables on an aggregated level, limiting the broader

understanding of how the backlog has been created. As we are interested in modeling and understanding case-level

queueing behavior we break down the data, analyze the process on a case-level view, and model it using queueing

theory. Leveraging the data in this way can provide insights not only into what may have caused this backlog but

also guide ways to improve the immigration court system moving forward.

3.5.2. Quantitative Studies of the United States Immigration Court System

Several studies measuring the United States immigration system exist. One in particular examines the impact

participation in the EOIR’s Legal Orientation Program (LOP) makes on the outcomes of immigration cases and

the overall performance of the EOIR’s court operations [271]. The LOP’s intention is to provide information

to detained immigrants about their rights in the immigration process. LOP’s hope is that by providing this

information to individuals, they will be able to make better-informed decisions throughout the duration of their

case. The LOP uses representatives from non-profit organizations to provide this information as well as offer these

individuals related services. The EOIR conducts analyses on asylum cases comparing individuals who participated

in the LOP, with those that did not participate and every decade reports on the results [271, 272]. The LOP

analysis report covers seven main areas, providing quantitative analysis and measuring the performance of each:

length of stay at detention facilities, respondent representation rates, proceeding outcomes, proceeding length

and case length, number of EOIR Hearings, the likelihood of proceeding and case completions, and adjournments

and adjournment attribution. Although specifically focused on understanding the impacts the LOP has on an

immigrant’s time in the system, this report provides insight into the different elements of the immigration court

and asylum processes. For this reason, this report is a useful source for understanding variation across cases,

highlighting the complex nature and uniqueness of each case during its journey through the immigration court

system. Such analysis is beneficial – the LOP is a part of the EOIR, and therefore, analysts are able to represent,

understand and interpret the data with greater context, providing a more comprehensive analysis in comparison

to those who are from outside the EOIR. Similarly, the drawback of the LOP report is that the analysis is

49



PhD Dissertation: Geri Louise Dimas, Worcester Polytechnic Institute Chapter 3

commissioned by the EOIR themselves, and the report may be limited in explanations and exploration of certain

concepts providing analysis on only things the EOIR wishes to share.

3.5.3. Queueing Theory and Immigration

To the best of our knowledge, at the time of writing, our work is the first to use queueing theory to model

an immigration process in the United States immigration court system, with the notable exception of Rubio-

Herrero [270]. In the aforementioned work, the author deploys queueing theory to model a precursory process of

the immigration court by evaluating the performance of transition centers for a particular group of immigrants,

Unaccompanied Alien Children (UAC) [270]. UAC are individuals under the age of 18 without the company of

an adult and who have entered the United States illegally. UAC entering the immigration court system undergo

a slightly different process from that of the general population and must be placed into a state-licensed shelter,

referred to as a transitional center, within the first 72 hours of apprehension. In 2015, an influx of UAC entering

the immigration court system created an overflow at the transitional centers and consequently, created difficulty in

adhering to the 72-hour rule. Seeking improvements to capacity utilization, Rubio-Herrero utilized queueing theory

to analyze the performance of these transition centers by considering environmental factors such as capacity, nature

of arrivals into the system, and service time. Rubio-Herrero created a straightforward model of this process through

the use of a well-known queueing model, Mx/ M / c. Using this model the author explored different scenarios,

varying the environmental factors. Results from this revealed how the capacity utilization of a transition center

changes depending on the arrival and service times. This work demonstrates the potential of applying queueing

theory to immigration-related problems. Our work extends the use of queueing theory in the immigration setting

by looking at the broader immigration court setting.

Section 3.6

Data

The EOIR case data (CASE) represent cases from the United States immigration court system. The CASE data

have been made publicly available since 2016 due to multiple FOIA requests by TRAC over the years [250]. This

data is provided in raw files originating from the EOIR’s electronic database, downloadable from the DOJ’s website

in the form of a ZIP file [273]. The CASE dataset contains information on numerous aspects of each case in the

EOIR immigration court system from 1950 to the present day and is updated semi-regularly. As of February 2,

2020, the dataset consisted of 19 tables containing data on cases, 78 lookup (reference) tables, 1 schema table,

and the “data code key” (Figure 3.2). Our analysis focuses on the sub-population of defensive asylum cases, and

therefore we were able to reduce the number of tables, features, and data necessary for our model.
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Figure 3.2: Example of EOIR Case Data Code Key.

Six fields are required to determine cases that are both i) defensive asylum and ii) within our modeling scope:

Application Type, Appeals Filed, Rider or Lead Case, Case Status, Schedule Hearing Types, and Case Priority.

The case type must be a defensive asylum case, where the individual has entered into the EOIR immigration court

system as a result of being apprehended and submitted an asylum application (at some point during their case).

Case appeals are handled outside of the EOIR and are excluded from our data. Sometimes cases are connected by

a Lead or Rider flag; a Lead case is considered to be the primary case and the Riders are associated cases. The

Rider cases experience the same process through the immigration system and therefore to avoid double counting

these instances, we keep only the Lead cases. We wish to capture the entire duration of a case from start to finish,

and for that reason, we only include cases that have reached completion. The vast majority of cases only consist

of two types of hearings: Master and Individual. In an effort to simplify an already complex system, we consider

only these hearings – cases with other types of hearings are removed. Lastly, per policy [261], detained cases are

prioritized in scheduling, experiencing a different time through the system, and therefore an important feature to

include when modeling.

3.6.1. Characteristics of the 10-Year Dataset

We consider 10 years of data, capturing all cases that have exited between 2010 - 2019. Figure 3.3 depicts the

arrival year for cases on the x-axis and the total number of cases arriving in the system each day on the y-axis. A

closer examination of this plot shows the vast majority of cases exiting between 2010 - 2019 entered the system

between 2000 - 2019. Figure 3.4, shows the average daily number of arrivals to the system by year for cases that

exited between 2010 - 2019.
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Figure 3.3: Date of Entry for Cases in Datasets.

Figure 3.5 shows the average total time a case spends in the system (sojourn time) plotted by the year they

entered. For example, the average sojourn time for cases that entered the system in 2013 was approximately 538

days (almost a year and a half). Considering we only include cases that have exited (reached completion) between

2010 - 2019, the presented plots show a decreasing pattern, as cases still in progress are not displayed (their total

sojourn time is not yet known).

Figure 3.4: Daily Arrivals to System by Year.

52



PhD Dissertation: Geri Louise Dimas, Worcester Polytechnic Institute Chapter 3

3.6.2. Elements of Cases in the Dataset

Proceedings and scheduled hearings are the two main elements we consider in modeling the immigration court

system. In Figure 3.6 we see that by far, most cases will have only one proceeding during their time in the

immigration court system. In general, cases with more proceedings tend to have longer sojourn times (total time

in the system).

Figure 3.5: Average Sojourn Time by Year of
Entry.

Figure 3.6: Frequency of Proceedings per Case.

Another element that impacts the sojourn time of a case is the number of scheduled hearings. Figure 3.7

depicts the total number of scheduled hearings per case with the vast majority of cases having more than one.

Considering the sojourn time of a case is dependent on the number of hearings, appropriately representing the

hearings and when each occurs is important in the modeling process. Figure 3.8 depicts the hearing order (x-axis),

and the number of Master and Individual hearings observed for each hearing order (y-axis). The first scheduled

hearing for nearly all cases was a Master hearing, however, as the sequence of a case progresses Individual hearings

become more common.

Figure 3.9 depicts a sample of 30 cases, where Master hearings are depicted by “M” (light blue bars), and

Individual hearings are depicted by “I” (dark blue bars). Master hearings most commonly occur in the first few

occurrences for a case and Individual hearings are most common towards the end of a case. Individual scheduled

hearings are generally where a judge provides a verdict. This figure showcases the variability and idiosyncrasies

of case paths through the system. The demonstrated variability in paths through the system provides further

motivation to model the immigration court using a queueing network, where transition probabilities can represent

the likelihood of having a Master or Individual hearing.
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Figure 3.7: Frequency of Scheduled Hearings per Case.

Figure 3.8: Type of Calendar Hearing by Scheduled Hearing Order.

Section 3.7

Our Model

The immigration court system is a process where cases are handled in some fashion– queueing theory allows

this process to be analyzed by breaking the process down into elements. The immigration court contains multiple

hearings (Master and Individual) that can be represented by two separate queues. Stochastic processes can capture

how cases route between these queues and enter and exit the system. Arrival and service rates encapsulate system
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Figure 3.9: A Sample of Scheduled Hearing Patterns for 30 Cases in the System.

capacity and traffic; how quickly cases arrive and how quickly cases are served. In queueing theory, the wait,

service, and sojourn times summarize the behavior of cases through a system helping to identify bottlenecks. We

now present our model formulation and values used to produce a queueing framework and visual representation

of the United States immigration court defensive asylum process.

3.7.1. Our Model Formulation

The queueing model best suited for modeling the defensive asylum immigration court process is a multi-class

open queueing network with two queues, where both queues have batch arrival and service processes, one server,

infinite capacity, and a priority service queue discipline. Cases in the immigration court system with a priority

label are handled differently than nonpriority cases. To capture this effect, we classify our model as a multi-class

system where one class represents the priority cases and the other nonpriority. Master and Individual hearings
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serve different purposes and therefore are represented as separate queues. On a daily basis, multiple cases arrive

and exit the system and queues, thus, both arrivals and services are represented as batch processes. All cases

exiting a queue are served in batches once a day and for this reason, each queue has a single server. As there

is currently no limit to the number of asylum cases that can enter the immigration court system our model has

infinite capacity. The queue discipline for each queue is priority service. Priority service in this context means cases

labeled as priority (detained), are served before nonpriority (undetained); however, cases with equal priority are

served following FIFO. In Kendall Notation each queue can be represented as Mx/ My /1/∞/PS. The presented

model holds three assumptions: i) interarrival times are exponentially distributed ii) service times are exponentially

distributed and iii) the system is memoryless, as described below. Although a case may have two hearings of the

same type back-to-back, for simplicity, consecutive occurrences of a hearing type are represented as a single unit

of service. Master hearings tend to occur before Individual hearings and therefore are referred to as queues one

and two, respectively. Together, these two queues form an open queueing network where cases freely enter and

exit the system. The routing network of the system is comprised of seven unique transition routes (described in

Table 3.5), each with its own probability.

Table 3.3: Seven Transition Routes.

Route Transcription Description

1 After Entering the System: Enter Queue 1 First

2 After Entering the System: Exit Before Ever Visiting a Queue

3 After Entering the System: Enter Queue 2 First

4 After Service from Queue 1: Enter Queue 2

5 After Service from Queue 1: Exit the System

6 After Service from Queue 2: Exit the System

7 After Service from Queue 2: Enter Queue 1

Using the data described in Section 3.6, transition probabilities are estimated and the average observed values

for i) arrival rates, ii) wait times, and iii) service times are obtained for each queue and described further in Section

3.7.2. The visual framework of our model can be seen in Figure 3.10.

3.7.2. Our Model Values

Our queueing model requires six sets of values estimated from the data: Arrival Rates, Service Rates, Wait Times,

Service Times (sojourn time in queue), Total Sojourn Time (in system) and Transition Probabilities. In this

section, we discuss how these values were calculated. An important characteristic of our model is that the Mx/ M

/1/∞ queueing model is a specific case of time-homogeneous, continuous-time Markov chain. This means both

interarrival and service times are exponentially distributed where the transitions between states do not depend

on time and are thus memoryless [264, 274]. The memoryless property implies that each transition probability
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Figure 3.10: Queueing Model Framework.

Table 3.4: Transition Paths.

Transition Path A Path B

4 1,4 3,7,4

5 1,5 3,7,5

6 3,6 1,4,6

7 3,7 1,4,7

is independent of past events so calculating the transition probabilities does not require exhaustively finding

every path a case takes through each queue, but rather, limits the search to only finding the first time a case

passes through each queue. Limiting the data to include only paths that pass through each queue once avoids

overestimating the probability of each edge. The probabilities for Transitions 1 and 3 were calculated using the

percentage of cases whose first scheduled hearing after arriving into the system were “M” and “I”, respectively.

The probability of Transition 2 was calculated by taking the percentage of cases who exited the system without

a single hearing. Transitions 4 through 7 were not as straightforward to calculate considering for each of these

transitions, there were two unique paths: A and B. Both of these paths first passed through a queue(s) before

exiting via these transitions (Table 3.4). We use Figure 3.11 to illustrate these different paths.

Transitions 4 and 5 first pass through Queue 1 prior to i) entering into Queue 2 or ii) exiting the system,

respectively. Therefore, while Transition 1 (in yellow) is a path independent of any other path, a case enters

Queue 1 directly without passing through another queue; the transition probability for Transitions 4 and 5 is

dependent on Transition 1 and is represented by Path A. Alternatively, Transitions 4 and 5 can be dependent
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Figure 3.11: Example of Paths A, B for Queue 1.

Table 3.5: Transition Probabilities.

Transition Priority Nonpriority

1 88.83% 99.56%

2 0.0010% 0.23%

3 11.17% 0.21%

4 94.06% 81.72%

5 5.94% 18.28%

6 34.82% 63.67%

7 65.18% 36.33%

on first passing through Queue 2 via Transitions 3 and 7 and are represented by Path B. The calculations for

Transitions 6 and 7 follow a similar logic, where Path A represents these transitions first passing through Queue

2 and Path B represents these transitions first passing through Queue 1 via Transitions 1 and 4 prior to either i)

exiting the system or ii) entering into Queue 1. For Transitions 4 through 7, the probabilities of both Path A and

B must be considered to obtain accurate transition probabilities. For example, the percentage of cases passing

through Queue 1 via Path A and B and entering into Queue 2 is the probability of Transition 4. Transitions 5, 6,

and 7 follow the same logic. All of the transitions probabilities used in our model can be seen in Table 3.5.

The arrival rates, service rates, service times and wait times for Queue 1 and Queue 2 are also dependent on

these different paths (Table 3.6), following similar logic with one big distinction; these values are not probabilities.

Arrival and service rates are expressed in the number of cases per day and wait and service times are expressed in

days.

These values are calculated using the weighted average of cases arriving/being served from Path A plus the
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Table 3.6: Paths Entering Queue 1 and Queue 2.

Queue Path A Path B

1 1 3,7

2 3 1,4

Table 3.7: Arrival Rates Into Queues (Cases Per Day).

Queue Priority Nonpriority

1 12.12 19.77

2 12.19 16.91

weighted average of cases arriving/being served from Path B, as shown in equations 3.1 (or alternatively 3.2).

Arrival to Queue N:
A

N
∗ Rate A +

B

N
∗ Rate B (3.1)

Arrival to Queue N:
A

N
∗ Rate A + 1 − A

N
∗ Rate B (3.2)

Where:

N = The Number of Cases in Queue N

A = Number of Cases arriving/being served to Queue N from Path A

B = Number of cases arriving/being served to Queue N from Path B

Arrival rates represent the average daily number of cases entering each queue and are displayed in Table 3.7.

Service rates for each queue represent the average daily number of cases on the last (consecutive) hearing of that

type (Master or Individual), exiting the queue and are displayed in Table 3.8.

Considering, consecutive hearings of the same type are represented as a single unit of service, the average

service times for each queue are expressed by the summation of service times for these hearings and are displayed

in Table 3.9. The wait time for each queue represents the average number of days between a case entering a queue

and exiting that same queue, as seen in Table 3.10.

Table 3.8: Service Rate Leaving Queues (Cases Per Day).

Queue Priority Nonpriority

1 34.72 44.90

2 17.96 21.71
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Table 3.9: Service Times (in Days).

Queue Priority Nonpriority

1 219.75 242.83

2 46.64 207.51

Table 3.10: Wait Times (in Days).

Queue Priority Nonpriority

1 83.17 111.88

2 395.55 765.81

The final system values estimated are the total sojourn time for each case in the immigration court system,

and case arrival rates to the system. The total sojourn time represents the average number of days between when

a case first enters the system and completes its last hearing in the system, Table 3.11 shows these values. The

system arrival rates represent the average daily number of new cases entering the system and are shown in Table

3.12. All values are calculated for both Priority and Nonprority cases and depicted within the queueing framework

in Figure 3.12.

Table 3.11: Total Sojourn Time (in Days).

Priority Nonpriority

371.98 1,242.78

Table 3.12: Arrival Rate to System (in Days).

Priority Nonpriority

14.80 19.84

3.7.3. Interesting Characteristics of Queueing Model

Examining Figure 3.12 more closely affirms known characteristics of the defensive asylum process as well as reveals

some interesting insights. Taking a closer look at the transition probabilities it can be seen that cases can enter

the system for the first time via Transition 1, 2 or 3. Transition 1 represents cases whose first scheduled hearing

is a Master calendar (Queue 1) hearing and appears to be the most common first transition into the system. This

observation aligns with the intent of Master calendar hearings, which is to provide time for asylees to address an

array of preliminary details for their case, often in preparation for an Individual calendar hearing (Queue 2). The

chances of both priority or nonpriority cases entering the system, but then leaving (Transition 2) prior to receiving

service at either queue is very low. This observation is not shocking, given the vulnerable nature of asylum

seekers and the level of risk it often takes these individuals to be able to apply for asylum in the United States in

the first place [275]. However, we hypothesize this value might be larger for general removal cases. Transition 3
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Figure 3.12: Final Visualization of Queueing Model.

represents cases whose first scheduled hearing is an Individual calendar hearing. Comparing the two classes reveals

that priority cases are more likely to skip the Master hearing and instead go directly to an Individual hearing,

indicating priority cases may have unique circumstances, such as policy or processes influencing this difference in

behavior.

The majority of both priority and nonpriority cases proceed to an Individual hearing after receiving service

at Queue 1 via Transition 4, however, it should be noted, nonpriority cases are more likely to exit the system

after receiving service at Queue 1 (Transition 5). Comparing the behavior of priority and nonpriority cases after

receiving service in Queue 2, reveals an interesting difference, each class transitions in nearly the exact opposite

way. Priority cases are more likely to transition back into Queue 1 (Transition 7), whereas, with almost the same

probability, nonpriority cases are more likely to exit the system (Transition 6).

The average daily arrival rate of cases into each queue is nearly the same for priority cases, and only slightly

different for nonpriority cases. Comparing the arrival rates between the two classes of cases indicates a slightly

higher rate for nonpriority, which is to be expected, considering nonpriority cases account for a larger percentage

of all cases entering the system (as seen in the average number of arrivals to the system). Aside from Transitions

6 and 7, as noted above, the transitions of priority and nonpriority cases behave in a fairly similar manner.

Although priority and nonpriority cases transition similarly throughout the system, these cases tend to differ
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in the total time spent in the system. The total sojourn time for priority cases lasts on average around one year,

whereas nonpriority cases stay in the system for over three times that amount. One potential contributing factor

to this may be that priority cases are served faster than nonpriority cases in Queue 2, where priority cases are

completed in a little over a month and nonpriority on average take nearly six months. Wait times for Queue

2, however, are much longer than that of Queue 1. Considering Individual hearings require a larger amount of

resources, each case taking approximately four hours, a larger wait time for service is to be expected. Master

hearings (Queue 1) are shorter in length, and therefore judges tend to process more cases per day, consequently,

a lower wait time and higher service rate for Queue 1 are observed.

Section 3.8

Conclusion and Future Work

Through the application of queueing theory, we developed an framework and representation of the defensive

asylum immigration court process, estimating arrival rates, service rates, wait times, and sojourn times of both

priority and nonpriority cases in the system. The presented model provides an opportunity to better understand

the construction and flow of defensive asylum cases through the immigration court system. As demonstrated

throughout this work, the immigration court system is complex; and thus modeling the defensive asylum process

is no less so. We developed a baseline model of this system represented as a Multi-Class Open Queueing Network

comprised of two queues following Mx/ My /1/∞/PS.

Future work can leverage this model to explore avenues for improved queue design and the optimization of

the immigration court system processes. The result of this work provides a first step towards helping achieve

this goal. The implications of our work go beyond simply improving a system: its success can positively affect

asylum seekers as well. The mathematical modeling and implementation of new systems will contribute to societal

benefits by allowing for the ability to analyze the system for more fair policies and ways to lower the overall time

that asylum cases spend in the system. The intention of this and future work, are not to be the final solution to

the problem, but rather to be a tool used to help inform decision makers, such as those deciding policy related to

the processing of defensive asylum cases.

There are many possibilities for future research and further development of this work. As previously expressed,

this work is a simpler model of the complex system. For example, an assumption made was that all consecutive

scheduled hearings in a queue represent a single unit of service and that these service times are exponentially

distributed. In reality, the service times are in phases and therefore we would need to explore the modeling of

these aspects. For instance, through the use of a phase-type distribution, such as Erlang or Coxian, these service
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times can be made to look close to Markovian and may in turn provide fairly good estimates.

Another extension of this work could be to expand the elements modeled in our system, such as including more

than two queues and simulating the system. Through simulation, the servers and queues of complex systems can

be determined and used to find an analytical solution. A simulated model or analytical solution would provide

additional credibility needed for the deployment of a tool that could be used by decision makers to inform policy.

This type of tool would allow the user to vary different queueing values, such as service time and the number of

judges (servers) to evaluate system impacts. Based on this research we now consider some future extensions. From

our model we can explore four directions: i) how cases should be scheduled, ii) how much time should be allocated

for each scheduled hearing, iii) how does changing the way priority classes are assigned impact the system, and

iv) how many judges are needed to meet the demand for different levels of traffic intensity.
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Chapter 4

Modeling the United States Immigration

Court Using Discrete Event Simulation

Section 4.1

Introduction

As of January 2023, over 2 million cases seek relief through the United States immigration court system, a volume

growing rapidly with unprecedented influxes of migrants at the southern border [276]. Many immigration court

cases involve asylum seekers, and the decision of a case can significantly impact an individual’s life trajectory.

All immigrants, including those undocumented, possess basic rights under the United States Constitution. The

overwhelming demand from migrants coupled with limited governmental resources has greatly impacted the ability

of the immigration court to adjudicate cases in a timely manner. Thus, improving case processing is of great interest

to both immigrants and the United States government. As of January 2023, the average time for a case to complete

was 1,016 days [276]. Government agencies and the media have stressed the need to address the growing backlog of

immigration court cases [277,278], and it is a well-documented area of interest for the current administration [279].

Despite this attention, research to develop and evaluate solutions to the backlog appears limited [280]. This

gap presents an opportunity to employ analytics to improve the immigration court system. The immigration court

is a complex system with arrival rates, service rates, and scheduling rules that can vary by day and case. An indi-

vidual’s progress through the system depends on the unique characteristics of the case and system idiosyncrasies.

Discrete event simulation (DES) is an established method across various domains such as healthcare [281, 282],

manufacturing [283], and transportation [284], that provides flexibility in modeling complex decision logic, system

structures, and rules. We explore the use of DES in immigration court systems, focusing on the United States.

We establish a baseline DES model by simulating nearly 1 million hearings across multiple judges within
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the New York City immigration court. We validate our baseline model over 15 years of historical data. Data

Science (DS) techniques are used to determine daily arrival rates, service capacities, and entity attributes. We

use historical wait times to assign a relative priority to cases and infer a processing order for each hearing using

a “ticketing” approach. This work uses DES and DS to model the system and explore ways to improve its

throughput. Our baseline model creates an analytical representation that can be expanded to evaluate, inform,

and improve immigration court policies seeking ways to alleviate the United States immigration court backlog.

The chapter proceeds as follows. Section 4.2 provides context for how our work contributes to using Applied

Analytics to address problems within immigration operations. Section 4.3 provides additional details on our

modeling context and data. In Section 4.4 we provide the baseline DES model formation and discuss model

validation. Section 4.5 provides a sensitivity analysis of our model by varying arrival and service rates. Section

4.6 concludes the presented work and points to future improvements and applications.

Section 4.2

Background

Analytics has been applied to address several immigration-related problems in the United States. Ahani et al. [3]

use machine learning and integer optimization to develop a novel decision-making tool to assist the placement of

refugees within the United States. The aforementioned model is extended to account for risk in the placement

of refugee families [4]. The authors show that risk-averse optimization models can reduce risk, while maximizing

expected outcomes. Considering varying environmental factors, Rubio-Herrero [270] apply queueing theory to

assess the performance of transition centers serving the vulnerable immigration population of Unaccompanied

Alien Children. De Azevedo Drummond [285] develop a bayesian decision model to examine operations at the

United States port-of-entries, prescribing an optimal policy for the screening and detection of human trafficking

victims. Irvine et al. [286] examine the impacts of COVID-19 on the United States Immigration and Customs

Enforcement detention facilities, seeking to understand the rate of spread of COVID-19 and the impacts within the

system. Each of these authors seeks to improve the operations of governmental and non-government organizations

serving immigrants. One of the largest, and yet understudied, immigration operations in the United States is the

immigration court system.

While research has examined the United States immigration court system, these works have mainly focused on

using machine learning to examine the outcomes and bias related to asylum cases [287–289]. Similarly, Levesque

[290] use analytics to examine the disparity between the duration and decision of cases within the United States

immigration system. We contribute to this effort by modeling the United States immigration court system using
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discrete event simulation (DES). Rather than examine the equity of a past decision, we seek to use analytics to

inform the decision-making process by evaluating current system throughput under varying conditions.

A few extant simulation models use DES to suggest improvements to immigration operations. Gandure and

Mhlanga [291] use a DES model to examine the port-of-entry immigration operation in Botswana. Lim and

Nor [292] apply DES to model a governmental office for immigration services (such as processing passports and

visas) in Malaysia. While both works examine the operations of immigration services using DES, these works

model fairly straightforward processes where an individual enters and exits within the same day. Our work differs

as we model the complex journey of cases throughout the case duration in the immigration court system, which

could be years and involve several hearings. To the best of our knowledge, this is the first work to model the

United States Immigration court system.

4.2.1. Immigration Court System

Six different federal agencies handle immigrant-related affairs in some capacity [248]. One of the largest agencies

is the Executive Office of Immigration Review (EOIR), a division of the Department of Justice (DOJ). The EOIR

is tasked with processing all immigration cases involving formal legal hearings in the United States. The EOIR

comprises two entities: i) The Office of the Chief Immigration Judge (OCIJ) and ii) The Board of Immigration

Appeals (BIA). OCIJ handles the general immigration court proceedings. The BIA is separate from the OCIJ as

this entity is specifically in place to review decisions that come as a result of an appeal filed for an OCIJ case; in a

way, the BIA acts as the “checks and balances” of the immigration court system, and for this reason, the way that

the OCIJ and BIA systems operate are distinctly different. The OCIJ is fashioned in what most would consider

a typical civil legal setting, in which individuals make claims or defend themselves against a claim, and a judge

decides how to adjudicate each case. The BIA does not function in similar fashion; thus, our work solely models

the OCIJ court process. From this point, we will refer to the OCIJ simply as the immigration court [248, 293].

Many factors impact the operation and, therefore how cases flow through the system, and are described below.

4.2.2. Immigration Judges

The process and system structures of the immigration court differ from that of criminal and civil courts. While

immigration cases must also abide by federal laws and can receive criminal convictions, unlike criminal and civil

courts, the verdict of a case is determined entirely by the immigration judge presiding over each case rather than

a jury of peers. Immigration judges primarily oversee cases pertaining to deportation, asylum, and other forms

of relief available for persecuted individuals. Immigration judges do not have the same judicial independence and

life tenure as other federal judges, and the requirements for becoming an immigration court judge are relatively
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minimal. Unique compared to other federal judges, immigration judges can be fired and hired more freely, creating

a larger turnover in judge tenure [294, 295]. Given the more flexible tenure of immigration judges, over the last

several years, additional judges have been hired in an effort to reduce the growing backlog [296]. At the end of

the 2019 fiscal year, the EOIR had 442 active immigration judges across 68 different locations [297, 298]. The

fluctuation in tenure and the number of active judges over time impact the modeling approach of judges, which is

described further in Section 4.3.

4.2.3. Court Proceedings

In the immigration court context, a court proceeding is a formal process where the Department of Homeland

Security (DHS) charges an individual with violating immigration law. Each immigration case that processes

through the immigration court is comprised of at least one court proceeding; however, an individual may face

multiple violations and have multiple proceedings over time. Each proceeding covers a different violation and

is concluded when a verdict is reached; therefore, in our context, we model each proceeding independently. In

other words, we model an individual’s journey through the system on a “proceeding level” rather than on a “case

level” (Figure 4.1). We consider a case to be completed when a proceeding reaches a verdict rather than when all

the associated proceedings of an individual have reached a verdict and henceforth use “case” and “proceeding”

interchangeably. Each proceeding is generally comprised of multiple appearances before a judge at what is known

as a scheduled calendar hearing.

Figure 4.1: Modeling Immigration Cases on “Case” verses “Proceeding” Levels.
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4.2.4. Scheduled Calendar Hearings

In the immigration court, a scheduled calendar hearing is when a case has a hearing before an immigration judge

regarding its proceeding. The two main types of calendar hearings are Master and Individual hearings. In most

circumstances, the first hearing is a Master calendar hearing, while the last is often an Individual hearing. Master

calendar hearings are short preliminary hearings (typically 15 minutes) used to deal with the scheduling and

procedural aspects of a case. Master calendar hearings prepare the defendant, attorney, and judge for the formal

Individual hearing [263].

Individual calendar hearings are longer (usually four hours) and used to address the substance of charges against

an individual. These hearings provide the opportunity for each individual (and their legal counsel) to plead their

case by providing evidence and testimony. Individual calendar hearings typically conclude with a verdict from the

immigration judge [263]. As mentioned previously, each proceeding comprises multiple calendar hearings, which

we refer to as a case’s sequence. The unique aspects of each case impact their sequence and contribute to a case’s

total time in the system, which we refer to as sojourn time. Figure 4.2 displays the intuitive increasing relationship

between the sequence length and total sojourn time for completed cases in the New York City immigration court

from 2010-2019. One aspect that significantly impacts the sequence and, therefore, sojourn time of a case is the

case’s priority status.

Figure 4.2: Comparison of Sojourn Time and Sequence Length for Cases Completed in the New York City
Immigration Court from 2010-2019.
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4.2.5. Case Priorities

In the immigration court context, there are varying levels of case priority. The policies determining which cases

have priority over others change frequently [253,261]. Because of fluctuating policies, it can be difficult to attribute

the priority status of most cases with one notable exception: asylum seekers. Asylum-seeking cases are typically

given priority over other cases, a policy which has remained constant over time. In the United States, asylum is

a form of protection that allows individuals with a “well-founded” fear of persecution in their home country to

remain legally in the United States. Distinctly different from refugees, who gain legal status prior to entering the

United States, asylum seekers are only eligible to apply for asylum once they are physically present in the United

States [259]. In the EOIR immigration court, an asylum application most often occurs after an individual has

already begun their proceeding and is a particular type of asylum known as defensive asylum. Defensive asylum

applications can occur at any point in time within the first year of an individual entering the country. Policy states

that asylum seekers are entitled to an expedited process [253,299]. While not all eligible cases exercise this right,

the expedition of asylum cases takes priority over other cases. Therefore in our context if a case has submitted an

asylum application 1 at any point in time during their proceeding, we classify the case priority as “Asylum”, and

“Non-asylum” otherwise.

A case’s priority status impacts how a case progresses through the court system, and also affects how quickly

a case is heard. For example, in 2018 expedited asylum cases were expected to be adjudicated within 180 days

and in 2020 detained cases were given priority and expected to be adjudicated within 60 days [261]. Given the

limited resources of the immigration court, case prioritization can cause additional delays to nonpriority cases,

contributing to the complexity of scheduling cases.

4.2.6. Case Scheduling

One of the most intricate modeling elements of the immigration court process is the scheduling of cases. While

some aspects of the scheduling process are publicly documented [263], the guidelines have evolved over time and

are often left to the discretion of judges and court staff. Upon arrival to the immigration court system, three main

elements dictate how cases are scheduled: service demand, service capacity, and scheduling rules. The service

demand is the number of new cases each day requesting service from the immigration court, which we consider to

be the arrival rate. The service capacity is the number of cases each court can process on a given day, which we

consider to be the service rate. The scheduling rules, or queueing discipline, determine the order in which cases

should be served – the relative priority of cases. To understand and represent these complexities, we use historical

data from the EOIR immigration court to inform the arrival rates, service rates, and queue discipline.

1We consider applications for “ASYL”, “ASYW” and “WCAT” under the wider classification of asylum. We refer the reader to [300].
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4.2.7. Immigration Court Data

Starting in 2016, anonymized data containing all immigration cases handled by the EOIR have been made publicly

available through the Freedom of Information Act (FOIA) [276]. This data is the EOIR case dataset (CASE) and

contains enriched information on varying aspects of each case across all court locations from 1950 to the present

(see 3.6). While CASE data through February 2023 are available at the time of this writing, COVID-19 caused

severe court closures and temporary changes to processes resulting in abnormal system behaviors. In addition,

while all cases progress through the EOIR system as a whole, there exists variation in processes and behaviors

across locations. These variations can be due to a number of reasons, such as the the Assistant Chief Immigration

Judges (ACIJs) who oversee each court [259,301], the court’s staff and available resources.

Considering the variation across courts and the impacts of COVID-19, we focus the present analysis on modeling

New York City (NYC) immigration court from 2010-2019. The rationale of selecting a single site are (i) to first

establish a model which is stable, (ii) capable of handling the large complexity of the system, and (iii) to capture

the magnitude of the backlog. By establishing a foundational model that is well-calibrated to empirical values, we

can later expand our model to include additional cities. For this reason, we selected to model the NYC immigration

court, which has one of the largest backlogs for any single location 2 and well established (stable).

Section 4.3

Model Overview

Our model has two types of entities: i) Asylum cases and ii) Non-asylum cases. Figure 4.3 depicts the process

flow in the immigration court for these entities. There are two processes (queues): Master calendar hearing and

Individual calendar hearing. Entities arrive in the system and are assigned three attributes: entity type, sequence,

and judge. The assignment of these attributes follows the assumption that the empirical data are representative and

are assigned using the empirical probability mass function (PMF). Next, each entity is assigned to the appropriate

queue depending on their sequence and judge. An entity’s position in the queue is determined using a “ticketing

system”, which we describe below. Each entity continues through the system until they reach the end of its

sequence, at which point the case exits the system. We next describe the system parameters and inputs.

Preloads and Warm-up. To model the system state between 2010-2019, cases that were already in the system

prior to 2010 need to be accounted for. We define cases that start in the immigration court system prior to our

simulated period as pre-loaded entities, and those entering during our simulation period are defined as simulated

2Note there are three immigration court locations within New York City, we are modeling the main court location denoted in the
data by the code “NYC”.
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Figure 4.3: United States Immigration Court Process Flow.

entities. Modeling pre-loaded entities at the start of our simulation ensures that the existing system demand is

captured. Because pre-loaded cases have already begun their proceeding, including pre-loaded cases adds bias

when evaluating sojourn time. A warm-up period can minimize this bias by clearing out pre-loaded entities,

leaving only simulated entities for evaluation. Considering the years 2000 through 2009, a warm-up period of five

years (starting in 2004) minimized the total number of pre-loaded entities in the system at the start of 2010.

4.3.1. Sequence and Judge Assignment

Upon entry to the simulated system, each entity is assigned three attributes: i) priority status (Asylum or Non-

asylum), ii) sequence, and iii) judge. Additionally, for each hearing (step) in a sequence, a binary attribute

associated with court-caused delays is assigned. For example, a case may have a hearing scheduled; however,

for reasons beyond the entity’s control, the case is delayed and rescheduled. The hearing is then considered to

be delayed – the delay time is the time between the day of notice for the delay and the rescheduled day. The

assignment of each of these attributes follows the assumption that the sequences of cases and the associated

characteristics (priority status and judge) are representative of the empirical data. For each new entity arriving

in the system, the arrival year is used to generate a set of observed sequences from the empirical data, and from

the selected subset, using the PMF a sequence is assigned. Subsequently, the set of all observed case profiles

(priority status and judge) associated with the given sequence is uniformly selected from and designated to the

entity. We consider sequences to be i) complete or ii) partial. A complete sequence refers to instances where an

entity’s complete sequence is known prior to exiting the system. In other words, complete sequences are attributed

to cases that exited the system by the end of 2019. Partial sequences represent instances where an entity has not

yet exited the system, and their sequence is not (yet) fully known. Sequences are assigned based on the arrival

year of each entity, and therefore, cases with completed sequences decrease as the year increases (see Appendix B,

Figure 17). This method of entity attribute assignment effectively preserves the behaviors and characteristics of
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the empirical data.

Arrival Rates. Arrival rates reflect the rate of new cases entering the immigration court system. We use

empirical data to calculate the number of new cases arriving daily for the entire NYC court system. For each

year, we generate a PMF from daily arrivals in the empirical data and probabilistically assign the arrival rates for

each simulated day. Figure 4.4 shows the average number of arrivals for 2004-2019 (red horizontal line depicts the

average across all years).

Figure 4.4: Average Arrival Rates in New York City from 2004-2019.

Judge Modeling and Service Rates. Due to the complexity and instability of judge availability and tenure over

time, modeling individual judges is prohibitive and therefore, two methods of generalizing judges are considered

(Figure 4.5). Although 139 unique judges are observed from 2004-2019, on average, only 23 judges are available

on any given day. What we term as Model A represents this average availability through the uniform assignment

of judges into 23 classes. What we term as Model B groups judges by average service rates into four classes

(quartiles). Daily service rates are probabilistically assigned using a PMF stratified by year and hearing type.

Figure 4.7 shows the average service rates for each queue for the years 2004-2019.

4.3.2. Scheduling Rules

Queue discipline, also known as a scheduling policy, refers to the order in which cases are served. In the immigration

court context, the queue discipline is best characterized by a variation of the Earliest Due Date (EDD) scheme;
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Figure 4.5: Two Approaches for Modeling Judges.

Figure 4.6: Ticketing Approach to Assigning Cases
to Queues.

Figure 4.7: Average Service Rates in New York City from 2004-2019.

where cases with an earlier hearing date are served first. Each hearing date is scheduled in advance and determined

by i) a set of scheduling rules and ii) on a first-come, first-served basis. Traditionally the queue discipline is clearly

defined and stays constant throughout the simulated time. However, the scheduling rules of the immigration court

are not well documented and frequently change – a situation difficult to represent as a static rule. To overcome

this difficulty, we propose a “ticketing” approach to infer the order of each case. Utilizing the empirical wait times

of cases, we assign a “ticket” to each entity as they arrive at a queue. The value of the assigned “ticket” is then

used to reorder the queue in ascending order. It is important to note that the assigned “ticket” value does not
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represent how long a case will wait before being served; rather, it represents the relative priority of cases in the

queue. Judges then serve cases with the lowest ticket number first. Figure 4.6 depicts this implementation. The

“ticket” values are assigned using the PMF of empirical wait times, stratified on the entity type (Asylum or Non-

asylum), hearing type, and if the current hearing will experience a court delay (as determined by the pre-assigned

sequence).

Section 4.4

Baseline Model and Validation

Due to long run times, we ran 10 replications for each model with a five-year warm-up period, followed by an

additional 10 years for analysis, simulating nearly one million hearings over 15 years. All experiments were run

using SimPy 3.0.11 [302] and Python 3.7.3, under Linux Ubuntu 20.04.4 on Worcester Polytechnic Institute’s

high-performance computing research cluster. The runtime (wall clock time) for each replication ranged from 1 to

2 days for the warmup period and 4 to 6 days for the simulated time.

We consider three key performance indicators (KPIs) to validate our baseline model: (1) the average time a

case waits from entering the Master hearing queue to being served (Master hearing wait time), (2) the average

time a case waits from entering the Individual hearing queue to being served (Individual hearing wait time), and

(3) the total time a case spends in the system before their case is completed (sojourn time). During the simulated

period of 2010-2019, Model A served on average 688,751 hearings, and 150,439 cases exited the system. Model B

served on average 735,846 hearings and 160,356 cases exited the system. Figure 4.8 depicts the empirical number

of cases that enter and exit between 2004-2019 (black line) with our simulated Models A (blue line) and B (orange

line) across 10 replications. Visually, both models follow the same general increasing trend as the empirical data

with a notably higher rate of growth for Model A. Model A served fewer hearings and had fewer cases exiting the

system than Model B, leading to a faster-growing backlog. The more extensive backlog associated with Model

A likely results from how capacity is assigned to each of the 23 judge classes. Considering judges are randomly

assigned to one of the 23 classes, the variability of values in the PMF used to assign capacity (as noted in Section

4.3.1) is larger and led to an increased chance of either over or under-assigning capacity for each of the judge

classes. Therefore, assigning judges using quartiles as done in Model B resulted in a tighter bound for the total

number of hearings and cases served.

Tables 4.1 and 4.2 provide the absolute mean percentage error (AMPE) of each simulated model for case

wait time and sojourn time, respectively. Each table reports the mean and maximum AMPE and 95% confidence

interval across 10 replications for each case type. The mean wait time represents the average time each case waited
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at the Master and Individual hearings during their time in the system and is bounded by 11.5% and 7.2 % for

Model A and B, respectively. Model A reports a higher bound for the Individual hearing with a value of 18.6%

for Non-asylum cases and 21.8% for Asylum. Model B has a relatively low AMPE for most of the KPIs, however,

has a high value reported for Asylum cases at the Individual hearing (29.4%).

While the responsibilities for cases during the Master calendar hearing tend to be more homogeneous such

as filing paperwork, accepting pleas, and scheduling future hearings, the Individual hearing addresses the unique

circumstances of each case in depth, such as providing testimony and producing evidence to support the defendants

claims (see Section 3.2). Further, Asylum cases involving different groups may require different preparation times

and hearing lengths, such as those involving family units or unaccompanied minors, and lead to larger variations in

Asylum wait times at the Individual hearing. The empirical wait times for Asylum cases at the Individual hearing

substantiate this observation with having the largest interquartile range (Appendix B, Figure 18). Assigning wait

times for each case based on their individual case characteristics would improve the assignment of wait times for

Asylum cases at the Individual hearing and is discussed further in Section 4.6.

The maximum wait time for all hearings is bounded by 36.3%. The larger AMPE for maximum wait times

can be attributed to the maximum wait time in the empirical data being only six months less (14.5 years) than

the total 15-year simulation period (including warm-up) as well as the previously mentioned unique circumstances

experienced by Asylum cases at Individual hearings. Considering our simulation total run length is only 15 years,

we simply may not have observed this large wait time yet. Finally, both the mean and maximum sojourn times

(Table 4.2) are bounded by 14.1%. Overall, Model B performs better on both wait time and sojourn time when

compared to Model A, and therefore, Model B is preferred in our context.

Table 4.1: Absolute Mean Percentage Error for Case Mean and Maximum Wait Times across 10 Replications.

Model A Model B

Hearing
Type

Case
Type Mean Maximum Mean Maximum

Master

All 10.14% ±5.22% 4.11% ±3.01% 6.89% ±5.36% 4.74 % ±4.41%

Non-
asylum

11.5% ±5.83% 5.10% ±3.73% 6.50 % ±5.30% 4.26% ±3.95%

Asylum 9.23% ±4.96% 3.91% ±3.14% 7.15% ±5.43% 5.165% ±4.71%

Individual

All 15.94% ±2.31% 23.63% ±2.01% 24.08% ±2.33% 31.35% ±1.94%

Non-
asylum

18.63% ±3.13% 7.33% ±2.67% 7.16% ±3.21% 3.48% ±2.45%

Asylum 21.79% ±2.18% 29.13% ±1.91% 29.37% ±2.21% 36.30 ±1.84%
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Figure 4.8: Model A and B Simulation Output across 10 Replications.

Table 4.2: Absolute Mean Percentage Error across Models for Case Mean and Maximum Sojourn Times for
10 Replications.

Model A Model B

Case
Type Mean Maximum Mean Maximum

All 4.73% ±2.54% 7.37% ±0.96% 3.11% ±2.98% 4.32% ±1.52%

Non-asylum 6.58% ±2.93% 2.33% ±2.31% 10.58% ±5.08% 1.46% ±1.13%

Asylum 10.22% ±1.82% 14.11% ±1.02% 9.41% ±2.72% 10.87% ±1.61%

Section 4.5

Sensitivity Analysis

In our baseline models, we now explore the sensitivity and impact of varying two model inputs: arrival rates (AR)

and service rates (SR). We consider eight experiments depicted in Table 4.3. The variation for ARs and SRs was

determined using the average yearly change observed in the empirical data. The average change for ARs was

determined to be approximately ± 4%. The average rate of change for SRs for the Master and Individual hearings

was determined to be ± 8% and ± 4%, respectively. The baseline rates are the same AR, and SRs generated for
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the baseline models as described in Section 4.3. We ran 10 replications of each sensitivity experiment for our two

models, totaling 160 experiments.

Table 4.3: Arrival Rates and Service Rates for the Eight Sensitivity Experiments.

Experiment
Description

Experiment
Number

AR
AR

Direction
SR M SR I

SR
Direction

1 +
Vary Arrival Rates (AR) Only

2
4%

-
Baseline

Rates

3 +
Vary Service Rates (SR) Only

4
Baseline

Rates
8% 4%

-

5 + +
Same Direction

6
4%

-
8% 4%

-

AR +, SR - 7 4% + 8% 4% -
AR -, SR + 8 4% - 8% 4% +

4.5.1. Results

Figures 4.9 - 4.12 compare the baseline total number of cases in the system from 2004-2019 for each of the eight

experiments. The left column of plots shows the results for Model A, and the right column shows the results for

Model B. Figure 4.9 depicts the experiments for varying arrival rates, where the green (dotted) line represents

increasing the arrival rates by 4% and the red (dashed) line shows decreasing by 4%. As one may expect, when

arrival rates increase (keeping service rates constant) the total number of cases in the system also increases.

Conversely, when the arrivals decrease the total cases in the system also decrease. Considering the varying service

rates experiments (Figure 4.10), the opposite expected behavior is observed; an increase in service rates reduces the

number of cases in the system, and a decrease in service rates increases the total cases in the system. Examining

the impacts of Experiments 5 and 6 (Figure 4.11), we observe that by increasing (or decreasing) the arrival and

service rates in the same direction, the changes to ARs and SRs effectively cancel one another. Figure 4.12 shows

how moving the rates in the opposite direction generates large deviations from the baseline models.

Figures 4.13 and 4.14 show the impact these variations in ARs and SRs have on average case wait times

(shown across all hearing types) and case sojourn times. Comparing these two figures reveals that variations in

service rates have a larger magnitude of impact on both average wait and sojourn times of cases. For example, the

difference in sojourn time between the baseline model and Experiments 2 and 3 shows a smaller reduction in mean

sojourn times when decreasing arrival rates than when increasing service rates. This suggests extra capacity in the

system has a larger impact on KPIs, in comparison to additional demand coming into the system. Experiment 8

produces the largest reduction in both wait and sojourn times, whereas Experiment 7 produces the largest increase

in wait and sojourn times.
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Figure 4.9: The Total Number in System across 10 Replications for Varying Arrival Rates (Experiments 1
and 2).

Figure 4.10: The Total Number in System across 10 Replications for Varying Service Rates (Experiments 3
and 4).

Although our results are intuitive, these experiments demonstrate two important aspects of our model: i)

our model behaves in the expected manner (that is, when arrivals increase, the total number in the system also

increases) and ii) our model can be used to assess real-life changes to arrival and service rates. For example, if

there is an expected increase in arrivals, decision makers can use the present model to determine at what rate

would the immigration court need to operate to reduce or keep constant the size of the backlog. Alternatively,

decision makers could evaluate the level of additional resources (such as increasing service rates) required to clear

the entire backlog while considering the impact on wait and sojourn times.
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Figure 4.11: The Total Number in System across 10 Replications for Varying Arrival and Service Rates in the
Same Direction (Experiments 5 and 6).

Figure 4.12: The Total Number in System across 10 Replications for Varying Arrival and Service Rates in the
Opposite Direction (Experiments 7 and 8).

Section 4.6

Conclusion and Future Work

This chapter presents a discrete event simulation model of the United States Immigration court system. Using 15

years of historical data (a five-year warm-up period, followed by an additional 10 years), we simulate daily arrival

rates, service capacities, and case sequences, capturing the variation of this complex system. Simulating nearly

one million hearings within the New York City court, we establish and validate a baseline model. Building off the

baseline model we examine the system sensitivity to changes in arrival rates and service capacities, demonstrating
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Figure 4.13: Average Wait Time across 10 Replications and 8 Sensitivity Experiments.

Figure 4.14: Average Sojourn Time across 10 Replications and 8 Sensitivity Experiments.

the effectiveness of our model in evaluating system KPIs.

Through the development of our model, we provide an analytical representation of the United States immi-

gration court system, examining the current system throughput and evaluating the impact the growing backlog

has on different case types. Modeling a large and complex system such as an immigration court system is not

without limitations. Our current model generalizes Asylum and Non-asylum cases, assuming homogeneity within

case type. As shown in Table 4.1, this assumption contributed to a large mean percentage error for Asylum wait

times at the Individual hearing. In addition, while our model represents the general state of the system well, the

present analysis is limited to examining only the impacts that variations in arrival and service rates have on the

behavior of the system.

Future work can address these limitations. For example, through the use of a machine learning model, our
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“ticketing” system can be improved to consider case characteristics and improve the representation of heterogeneity

within Asylum and Non-asylum case types. Additionally, future work can expand our model to handle more

complex changes to the system that can evaluate, inform and improve immigration court policies. Our model is

unique, as we can examine the impact policy has on reducing the immigration court backlog, as well as assess

the equity of such a policy by examining the effect each policy has on individual cases. For example, while a

policy prioritizing Asylum cases may effectively reduce the immigration court backlog if the same policy triples

the maximum wait time for Non-asylum cases, decision makers would benefit from knowing this. Chapter 5

expands the presented model, incorporating three policies informed by our analysis in this chapter and supported

by domain experts, seeking to demonstrate the impact of this model further.
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Chapter 5: Assessing Policies to Improve

the United States Immigration Court

Operations Using Discrete Event Simulation

Section 5.1

Introduction

The work presented in Chapter 4 highlights the complexity, interdependency, and sensitivity to changes in arrival

and service rates in the New York City (NYC) immigration court from 2010-2019. Informed by these insights, in

this chapter we extend the current simulation model to enable an in-depth and robust exploration of how policy

changes can impact and improve outcomes. We investigate three policies informed by our analysis and supported

by domain experts and evaluate the impact of each on improving three key performance indicators (KPIs)– sojourn

times, wait times, and queue lengths. In particular, we examine the policies of: i) vary the number of new judges,

ii) dedicated dockets for asylum cases and iii) make-up capacity for delayed cases. The first policy evaluates the

“value-added” of hiring or adding new judges to serve cases in the NYC immigration court system. The second

policy implements two new dockets (one for each hearing type) designed to serve asylum cases more expeditiously.

We assess the impact these dedicated dockets (queues) have on the equity of service times within and between

case types. The final policy deploys a novel make-up capacity scheme designed to reduce the time added for cases

that experience court-caused delays.

The implementation and evaluation of these three policies provide case-level insights for decision makers and

illustrate the power of the data-driven Discrete Event Simulation modeling. This analysis lays the foundations for
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an adaptable and interactive decision-making tool. The deployment of such a tool can provide stakeholders with

a tangible way to seek more efficient and equitable solutions to the growing backlog and better serve those in the

immigration court system.

The chapter proceeds as follows. Section 5.2 introduces, provides context, and motivates the three proposed

policies. Sections 5.3, 5.4, and 5.5 provide the details on the implementation of each policy and the ensuing results

and evaluation. Finally, Section 5.6 concludes the work with a discussion and directions for future work.

Section 5.2

Background and Policy Context

5.2.1. Policy 1: Varying the Number of New Judges

To expedite the reduction of the growing immigration court backlog, the Executive Office of Immigration Review

(EOIR) has sought to hire an increasing number of judges over the last several years. While in 2010 the EOIR had

approximately 235 immigration judges across 59 locations [296], by 2019 there were 442 immigration judges with

92 new judges hired in that fiscal year (FY) alone1 [297], [303]. A closer look at the data presented in Chapter 4

shows how the increased hiring of EOIR judges is reflected within the NYC court context. Figure 5.1 shows the

average unique number of active judges for FY 2004 to 2019. Figure 5.2 depicts the total count of new judges

observed each FY from 2004 to 2019. These figures illustrate an increase in both the hiring of new judges and the

active number of judges across the 15-year time horizon.

Figure 5.1: Average Number of Daily Active Judges
in the New York City Court System for Fiscal Years
2004-2019. The red line depicts the average across the
time horizon.

Figure 5.2: Number of New Active Judges in the
New York City Court System for Fiscal Years
2004-2019. The red line depicts the average
across the time horizon.

As shown in Chapter 4, one can intuitively see that by increasing the number of judges, the total number

of cases served would also increase, producing similar outcomes to those presented in section 4.5 (Figures 4.10,

1A Fiscal Year (FY) in the United States Federal Government lasts from October 1st - September 30th.
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4.12). A 2018 study by the Bipartisan Policy Center confirms this conjuncture and evaluates three proposed

hiring schemes and their association backlog reductions [304]. While these projections demonstrate the potential

benefits of hiring more judges, the modeling effort failed to incorporate the vast complexity of the court process

and idiosyncrasies of case trajectories limiting subsequent results (Chapter 3, Figure 3.9). The aforementioned

model considers the aggregate values of cases served per year, per judge, and the number of arrivals per year,

examining only the impacts of overall queue lengths. Importantly our model presented in Chapter 4 considers

the variation in case types and sequences across judges and years. Thus modeling a policy of increasing judges

using the present model in Chapter 4 enables a more comprehensive look at the effects on the backlog, as well as

impacts on case wait and sojourn times.

The operational and ethical impacts of hiring more judges warrant careful consideration. Operationally, a

limited number of courtrooms, staff, and finances are available to support hiring new judges. While increasing the

number of judges can theoretically serve to reduce the backlog, in practice, the court must consider the resources

required to support expansion. Ethically, concerns exist that hiring large quantities of judges to expedite reductions

to the backlog may process cases too quickly and impede an individual’s right to due process [305]. Processing cases

too quickly may reduce an individual’s ability to obtain legal counsel and adequately prepare for their hearing [306].

Additional concerns arise from the fact that requirements for becoming an immigration court judge are relatively

few, which can result in hiring judges without prior immigration law experience [305]. While the EOIR currently

provides six weeks of training [307], there are concerns that given the complexity of immigration law, such brevity

can not fully train judges to understand and implement to the level of adequacy for due process [305]. Considering

these concerns, it is essential for policy and decision makers to have a deeper understanding of not only how

increasing the number of judges can expedite reductions to the backlog (queue lengths) but also how hiring more

judges impacts the cases that process through the system and is explored in Section 5.3.

5.2.2. Policy 2: Dedicated Dockets

Dedicated dockets act as new, restricted queues serving only certain case types. Over the past several years,

dedicated dockets (informally known as “Rocket Dockets”) have been proposed and implemented within the

EOIR as a method to expeditiously and fairly process cases [308]. Dedicated dockets have been deployed to serve

a variety of case characteristics such as unaccompanied minors [309], adults with children (AWC) [310], and most

recently, asylum seekers; specifically, families arriving along the Southwest border of the United States [306].

Concerns exist regarding the effectiveness of expediting cases through dedicated dockets and the immigration

courts’ ability to adhere to the guidelines and objectives of such. For example, at the end of May 2021, the Biden

administration announced the deployment of the dedicated dockets program meant to serve families arriving at the
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Southwest border of the United States. The associated guidelines and objectives were to reduce the total sojourn

time of cases to less than 300 days (from the time of the case’s initial master calendar hearing to the verdict) while

maintaining fairness. Analysis conducted by Transactional Records Access Clearinghouse (TRAC) [280] found

that as of December 2022, of the over 110,000 cases assigned to the docket, nearly 40,000 reached completion. The

analysis found that while 83% of cases were closed in less than 300 days, the fairness and impact on case outcomes

due to the expedited process remain a concern [306]. For example, the analysis found that only 7% of the cases on

the dedicated docket were granted asylum, and only 34% of the cases found legal representation. TRAC further

postulates that a reduction in the immigration court backlog (in particular asylum cases) can be fast or fair, but

not both. Many other immigration advocates share the same concerns regarding fairness in the use of dedicated

dockets to serve cases expeditiously [309], [311], [312]. Thus, evaluating dedicated dockets in terms of fairness is

a critical dimension to consider. While the due process and fairness of a case in terms of case outcomes (whether

relief was granted) are challenging to measure and assess, the trade-off of cases expedited through a dedicated

docket compared to the general docket can proffer insights into the equity of such a policy. For these reasons, we

deploy dedicated dockets for asylum cases 2 and explore the impact that shifting capacity resources has on system

KPIs in Section 5.4.

5.2.3. Policy 3: Make-up Capacity

The extreme backlog and prolonged wait times in the immigration court are a function of many factors, including

a large influx of immigrants coming from the Southwest border of the United States, an increase in interior

deportations (resulting in large quantities of cases entering the system), the deployment of the Migration Protection

Protocol (more informally known as “Remain in Mexico”) and more recently the COVID-19 shutdown [313], [314].

In addition to these factors, hearing delays further impede the court’s ability to adjudicate cases in a timely

manner. Approximately 30% of all hearings in the NYC immigration court from 2004-2019 experienced some type

of delay 3, and nearly 20% of all hearings experienced a delay due to the Department of Justice (DOJ) or the

Department of Homeland Security (DHS). These court delays can occur for various reasons, such as prioritization

for other cases and over-scheduling. Figure 5.3 shows the percentage of cases delayed due to the applicant, DOJ,

and DHS out of all case delays. More than half of the delays that occurred were associated with non-applicant

delays. Table 5.1 provided the mean and maximum wait time “added” to cases due to each delay type.

2While the policy as of May 2021 surrounding dedicated dockets prioritizes family units seeking asylum at the Southwest border of
the United States, we broaden the use of these dockets to all cases who have submitted an asylum application at some point in time
during their proceeding

3We assign delays using the adjudication codes associated with each hearing
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Figure 5.3: Percentage of Case Delays by Type
in the NYC Court System for FY 2004-2019.

Table 5.1: Mean and Maximum Wait Times Added (in
Days) per Delay Type.

Delay Type
Wait Time Added

Mean Maximum

Applicant 194.5 4,598.0

Department of Justice 253.0 2,037.0

Department of Human Services 223.7 3,856.0

Seeking to reduce the additional wait time resulting from DOJ or DHS-initiated hearing delays, we implement

a novel scheduling scheme that reserves “make-up” capacity semi-regularly for hearings impacted by court-caused

delays. This policy investigates the influence of reserving capacity for delayed hearings on wait and sojourn

times for all cases. While the two previously introduced policies can offer insights into avenues for reducing

the size of the court backlog, these policies may serve cases too quickly and impact an individual’s right to due

process. What constitutes due process varies from case to case, particularly for cases involving persecuted and

vulnerable persons. For example, extended time between hearings to secure legal counsel and prepare a case may

be beneficial. In contrast, additional time may only prolong the immigration court process for another case. Court-

caused delays represent added wait time to cases for reasons outside of the applicant’s control and, in general,

represent operational interruptions such as an absent judge or the prioritization of other cases. These factors

often do not change the fairness of a case. Therefore, while measuring a case’s due process is complex, deploying

make-up capacity can reduce extra wait time without altering due process and is assessed in Section 5.5.

5.2.4. Baseline Model Modifications

Each policy implementation is a modified version of the baseline model presented in Chapter 4, Section 4.4. We

adapt Model B, where judges are modeled using quartiles, which we henceforth refer to as the baseline model. The

baseline model may be modified in two ways: i) input changes reflecting changes in the pre-defined data read into

the model, such as service or arrival rates, or ii) function changes reflecting changes to the rules of the simulated

environment, which are adjusted in the code functions. Table 5.2 depicts the modifications required for each policy

implementation.

All experiments were run using SimPy 3.0.11 [302] and Python 3.7.3, with up to 128 GB of memory, under

Linux Ubuntu 20.04.4 on Worcester Polytechnic Institute’s high-performance computing research cluster. Each
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Table 5.2: Baseline Modification for Each Policy.

Input changes Function changes

Policy 1: Varying the Number of New Judges ✓
Policy 2: Dedicated dockets ✓ ✓
Policy 3: Make-up Capacity ✓

policy was deployed starting in 2010 and was replicated 10 times. The runtime (wall clock time) for each replication

ranged from 2 to 6 days. The methodology and results of each policy are presented in the subsequent sections.

Section 5.3

Policy 1 Implementation

We consider variations of Policy 1 as outlined in 7 scenarios in table 5.3.

Table 5.3: Policy 1 Variation Descriptions.

Policy 1 Variation Description

Empirical Data 139 Judges
A 1 Judge Added
B 5 Judges Added
C 10 Judges Added
D 15 Judges Added
E 25 Judges Added
F 50 Judges Added
G 100 Judges Added

Each variation adds a total number of new judges to the system at varying levels (denoted as x in Table 5.5).

Immigration judges have different behaviors in how frequently they serve cases and at what rates. Therefore to

examine the impact of adding new judges to the system, it is necessary to assign the behaviors of the new judges

in a way that is representative of the real-world setting.

Considering the baseline model groups similar judges together in quartiles based on average service rate (Chap-

ter 4, Section 4.4), we leverage the observed frequency of each quartile and assign new judges proportionally. For

each variation of Policy 1, the total number of new judges (ni) assigned to each quartile is determined using the

percentages shown in Table 5.4 and Equation 5.1a. The corresponding capacity of new judges is proportionally

increased (pi, Equation 5.1b). The total new capacity for each quartile on a given day is determined by adding the

increased capacity to the existing capacity, as shown in Equation 5.1c. For example, suppose the original capacity

assigned to a quartile on a given day is 100, and two new judges are added to the quartile. In that case, the

proportional increase in capacity is 2%, and the new total capacity is 102. Additional daily capacity is rounded
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Table 5.4: The Number of Judges Added to Each Quartile across Policy 1 Variations.

Number of Judges Added (ni)Model Variation
Q1 Q2 Q3 Q4

Empirical Number of Judges (Ni)
21 Judges
(15%)

8 Judges
(6%)

47 Judges
(34%)

63 Judges
(45%)

A: 1 Judge Added 0 0 0 1
B: 5 Judges Added 1 0 2 2
C: 10 Judges Added 2 1 3 4
D: 15 Judges Added 2 1 5 7
E: 25 Judges Added 4 2 8 11
F: 50 Judges Added 8 3 17 22
G: 100 Judges Added 15 6 34 45

Table 5.5: Policy 1 New Judge Capacity Assignment Variables.

Symbol Definition

x The number of new judges to be added to the court
Pi Percent of original judges in quartile i
pi Percent increase factor for judge quartile i
Ni The original number of judges in quartile i
ni The number of new judges to be added to each quartile i as shown in Table 5.4
Ci,j The original capacity of judge quartile i at day j
Cnew
i,j New capacity assigned to judge quartile i at day j

to the nearest integer.

Assigning new judges in a manner proportional to the observed quartiles maintains the variability of the

baseline model by ensuring that new judges serve cases in quartiles with the highest demand while preserving the

presence of less common judge behavior (quartiles with smaller percentages).

The deployment of adding new judges in the presented simulation model holds three assumptions: i) all

physical resources and the associated costs of hiring new judges are trivial, ii) behaviors and the number of judges

are constant for the duration of the simulated period and iii) a reduction in the interarrival times between hearings

does not impact the due process of a case. While these assumptions are a limitation in the practicality of Policy 1,

the described method, nevertheless, provides a robust simulation with inputs and outputs that are representative

of the real-world setting to evaluate the impact of adding new judges to the immigration court system as described

below.

ni = ⌊(Pi ∗ x) + 0.5⌋ (5.1a) pi =
ni

Ni
(5.1b) Cnew

i,j = ⌊(Ci,j ∗ pi) + 0.5⌋ + Ci,j (5.1c)
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5.3.1. Policy 1 Results and Discussion

Figure 5.4 depicts the number of cases remaining in the system for all cases that are completed prior to the cutoff

of the data time window (see Chapter 4, Section 4.3.1).

Figure 5.4: Comparison of Cases Remaining in the System across Policy 1 Variations.

It is clear that as the number of judges increases, the service rate also increases. The increased service rate

means the number of cases remaining in the system has a faster convergence toward zero. While variations E, F,

and G may propose a disproportional number of new judges for a single court (regarding resources and fairness,

Section 5.2.1), these extreme instances help illustrate important aspects of the court backlog.

For example, under the hypothetical assumption that 100 new judges (variation G) are hired, the backlog of

the NYC immigration court could be reduced by 50,000 cases (compared to the baseline model) in approximately

five years, whereas hiring 50 (variation F) would take closer to seven years, and hiring 25 (variation E) over ten

years. For each variation depicted in Figure 5.4, a peak “stress” value exists, depicting the maximum number of
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cases remaining in the system 4 during the simulated time. Figure 5.5 shows each variation’s peak stress point

value across the 10 replications. As the number of judges increases, the peak stress value and variance across

replications decrease. The observed decrease reflects cases being served faster than cases are arriving. In the

baseline model, the number of cases arriving exceeds those being served, causing the system to be unstable and

the backlog unbounded. However, as shown in Figure 5.4, variations F and G both have decreasing trends and

lower peak stress point values (Figure 5.5). Such observations indicate that the rate of cases exiting the system is

greater than those arriving, and the system can stabilize to a steady state. While these instances demonstrate a

rapid decrease in the size of the backlog, the utilization of judges also decreases, indicating a diminishing return

on investment for hiring a larger number of new judges.

Figure 5.5: Peak Stress Value Identified across Policy 1 Variations.

While the previous Figures 5.4 and 5.5 highlight the impact judge hiring has on the size and rate of backlog

reduction, they are limited to assessing the entire system rather than considering individual cases. Complementary

Figures 5.6 and 5.7 examine the average reduction in mean wait and sojourn time for cases across each variation.

Additional figures depicting the average reduction for other KPIs across each variation can be found in Appendix

C.

The average reduction for the mean sojourn time (Figure 5.6 ranges from 18 days for variation A and close to

390 days for variation G. Figure 5.7 shows the average reduction for the mean wait time that each case experiences

across hearing types. Overall, a proportional increase in the average reduction is observed as more judges are added

4The number of cases remaining in the system where the next hearing is known
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Figure 5.6: Average Reduction in Mean
Sojourn Time across Policy 1 Varia-
tions.

Figure 5.7: Average Reduction in Mean Wait Time across Policy 1
Variations.

across both hearing types, with the notable exception of variations F and G. For Master calendar hearings, these

two variations produce a similar reduction, despite variation G adding double the number of judges. Variations F

and G have much larger average reduction rates for Individual hearings than the other variations. Together these

observations indicate that the benefit of hiring more judges has a larger impact on Individual hearing wait times

compared to Master hearing wait times. This observation aligns with the real-world setting as Individual hearings

tend to have less capacity each day, causing a bottleneck in the system. Therefore when more judges are available,

the bottleneck is reduced, and cases are served faster. In contrast, Master hearings are shorter in nature and have

much quicker service rates; therefore, additional judges appear to have a diminishing return on investment, as seen

between variations F and G. While the largest total gain in reduction across all KPIs is for variation G, the rate

of reduction has a decreasing trend as more judges are added5.

The presented analytical assessment of Policy 1 depicts general trends and insights into the impact and “value-

added” of hiring more judges to serve the growing backlog of cases in the NYC immigration court. Given the limited

resources of the immigration court system, understanding the value and trade-offs related to hiring additional

judges provides relevant planning information for decision makers. As expected, hiring 100 (variation G) new

judges provides the largest reduction in wait and sojourn times. However, the additional reduction in time when

the number of judges is only half that, that is, 50 (variation F), was minimal. The observed decreasing return on

investment suggests a continual increase in judges may not have the intended impact. Furthermore, the practicality

of hiring such large quantities of judges must be considered in terms of both operations and ethics, although these

aspects were not captured in the presented model. The temporary hiring of additional judges may be an avenue

for future exploration as immigration judges do not hold life appointments [295]; however, the physical resources

(and associated costs) to support a rapid addition of judges may limit the practicality. It should be noted that the

proposed Policy 1 only measures the rate of service when hiring more judges and does not examine the potential

5This effect may partially be due to the variability of judge assignments to the different quartiles and requires further investigation.

91



PhD Dissertation: Geri Louise Dimas, Worcester Polytechnic Institute Chapter 5

loss in the due process associated with serving cases at a faster rate (a shorter interarrival time between hearings).

When considering policy implications, future work should explore the various trade-offs between efficiency, fairness

and equity, and costs and seek to balance these in a data-informed manner. The presented representation of hiring

more immigration judges forms a rich foundation for future variations of Policy 1.

Section 5.4

Policy 2: Dedicated Dockets

We implement the policy of dedicated dockets by creating new queues and reserving varying amounts of capacity

for asylum cases. It is assumed that for each judge and hearing type, a dedicated docket is created and that judges

regularly serve from both the dedicated and non-dedicated dockets. The service rate for each respective docket

must be determined. Policy 2 seeks to shift capacity between asylum and non-asylum cases rather than adding

new capacity as in Policy 1. In light of this, each docket type is assigned a proportion of the current capacity.

Dedicated dockets are strictly used for asylum cases, and non-dedicated dockets are strictly used for non-asylum

cases. Therefore, if all of the cases waiting in a particular docket are served, and extra capacity exists, it goes

unused, even when cases remain in the other docket. We test the sensitivity of different capacity assignment

schemes (variations) as outlined in Table 5.6.

Table 5.6: Policy 2 Variation Descriptions.

Policy 2 Variation Description

Empirical Average Splits Master Hearings: Asylum: 50%, Non-Asylum: 50%
Individual Hearings: Asylum: 77%, Non-Asylum: 23%

A Average Splits by Year
B Average Splits by Judge
C Average Splits by Judge, Year
D 25% Asylum, 75% Non-Asylum
E 75% Asylum, 25% Non-Asylum
F 50% Asylum, 50% Non-Asylum
G Average Splits by Presidential Administration
H Increase Asylum over Empirical Splits by 5%; Decrease Non-Asylum by 5%
I Decrease Asylum under Empirical Splits by 5%; Increase Non-Asylum by 5%
J Increase Asylum over Empirical Splits by 5%; Decrease Non-Asylum by 2.5%
K Decrease Asylum under Empirical Splits by 5%; Increase Non-Asylum by 2.5%

The observed splits for asylum versus non-Asylum cases, averaged in the empirical data across 2010-2019

for all judges in NYC, are 50%, 50% for the Master calendar hearing, and 77% and 23% for the Individual

hearing. Variations A, B, C, and G assign the capacity for dedicated dockets based on four generalized behaviors:

year, judge, judge and year, and presidential administration. The remaining variations apply the same splits to
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both Master and Individual hearings. Variations D, E, and F are more aggressive splits and prescribe the total

percentage of capacity assigned to each docket. Variations H, I, J, and K shift the empirical daily capacity between

dedicated and non-dedicated dockets at rates of 2.5% and 5%. We use dedicated docket and asylum cases and

non-dedicated docket and non-asylum cases interchangeably where unambiguous.

5.4.1. Policy 2 Results and Discussion

The total number of cases remaining in the system from 2010-2019 across the 11 variations are shown in Figure

5.8. Variations D, E, and F show a large growth in the size of the immigration court backlog. Dedicated dockets

represent a shift in how capacity is used rather than an increase or decrease in available capacity. Therefore, the

system’s expected behavior is to follow more closely to the baseline model as observed across the other variations.

The explosive behavior observed in the number of cases under variations D, E, and F results from underutilizing

capacity. In other words, under these variations, too much capacity is allocated to either asylum or non-asylum

cases. Because the capacity cannot be shared between dockets, some excess capacity goes unused, leading to more

cases in the system.

Figure 5.9 shows the average time a case waits at each hearing type for asylum and non-asylum cases, and

Figure 5.10 shows the average sojourn time. The largest changes for both KPIs occur in variations D, E, and F

because, as previously mentioned, these variations have the most extreme deviation in capacity assignments.

Variation G produces results nearly identical to the baseline model across all KPIs, indicating the average

splits observed across administrations capture the overall behavior of the baseline model well. While additional

exploration is required, this indicates that the presidential administration greatly influences how many asylum

and non-asylum cases are processed over time. Often the policies and memoranda put into place by different

administrations impact how cases enter and interact with the system and further support this observation (see

Sections 4.2.5 and 5.2.2). Variations H, I, J, and K propose conservative shifts in capacity between asylum and

non-asylum cases. Variations H (5%) and J (2.5%) both seek to shift more capacity towards serving the dedicated

docket, whereas I (5%) and K (2.5%) seek to shift capacity towards serving the non-dedicated docket. Comparing

average sojourn time, the effects of increasing capacity for asylum cases (variations H and J) are greater than

non-asylum cases (variations I and K). Notably, variation J results in (almost) equal average sojourn times for

asylum and non-asylum cases. However, this equality in sojourn times comes at the cost of, on average, longer

sojourn and wait times for non-asylum cases. If the goal is to have more equal average wait times between asylum

and non-asylum cases at each hearing, then the status quo (baseline model) is preferred. However, the baseline

model has longer sojourn times for asylum cases. It should be noted that longer sojourn times in the empirical

data are sometimes attributed to applicant delays, where the case required more time to prepare for their hearing

93



PhD Dissertation: Geri Louise Dimas, Worcester Polytechnic Institute Chapter 5

Figure 5.8: Comparison of Cases Remaining in the System across Policy 2 Variations.

Figure 5.9: Average Case Wait Time across Policy 2 Variations.
Figure 5.10: Average Sojourn Time
across Policy 2 Variations.

and may be indicative of due process.

Policy 2 examines the impact of using dedicated dockets and shifting resources for asylum cases at varying levels

providing insights regarding case equity and trade-offs in average sojourn and wait times. More aggressive changes
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in serving either dedicated or non-dedicated dockets resulted in increasing the size of the backlog as capacity is

not shared between the dockets and therefore went unused. Non-asylum cases experience a larger increase in wait

times at each hearing type when additional capacity is reserved for asylum cases, suggesting non-asylum cases

are more sensitive to shifts in capacity. However, shifting capacity in relatively small amounts towards serving

more asylum cases (variation J) was found to produce more balanced sojourn times across asylum and non-asylum

cases. Under Variation J the sojourn time for both types of cases is, on average, close to 750 days – a decrease of

about 114 days for asylum cases and an increase of about 140 days for non-asylum cases. Considering due process

is difficult to measure, the fairness of serving cases at expedited speeds remains an area of future work.

Section 5.5

Policy 3: Make-up Days

Policy 3 seeks to prioritize the serving of cases that experience a court-caused delay by reserving “make-up

capacity” for these hearings in semi-regular intervals. It is assumed that each judge and hearing type reserve

make-up capacity in each interval. We consider two variations for deploying make-up capacity on reserved days

as described in Table 5.7.

Table 5.7: Policy 3 Variation Descriptions.

Policy 3 Variation Description

A Capacity Reserved Every 7 Days
B Capacity Reserved Every 14 Days

For each variation, we examine the effects make-up capacity has on the court backlog size and the average wait

and sojourn times for cases with delayed and non-delayed hearings. Using the same service rates as the baseline

model, capacity is reserved to allow for the court-caused delayed hearings to be “made up” every 7 or 14 days.

The objective of Policy 3 is to reduce the wait time added due to court-caused delays by reserving make-up

capacity in semi-regular intervals, called “reserved days”. On reserved days, cases with the shortest anticipated

delay are served first, and for occurrences where multiple entities have the same anticipated delay, cases are

served first-come, first-serve (FCFS). While a hearing may be delayed for a plethora of reasons, it is assumed

that all court-caused delays have equal priority within their class. In some instances, the demand for make-up

capacity in a given interval may exceed (or be less than) the amount available. Unlike dedicated dockets (Policy

2), where capacity goes unused given that two separate queues exist for asylum and non-asylum cases, delayed

and non-delayed hearings are served from the same queue. Therefore, capacity can be shared between delayed and

non-delayed hearings. To ensure the optimal utilization of capacity, a set of service rules are established.
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First, if a case is seeking service on a reserved day but no more capacity remains, the case waits until the next

reserved day. Should a delayed case have an opportunity to be served before the next available reserved day, the

case is seen by a judge. Finally, if make-up capacity remains after all delayed cases are served, non-delayed cases

are served. By creating such rules, we present a policy that reduces the underutilization of capacity, ensuring a

favorable presentation of the proposed policy.

Implementing this policy in the simulated environment requires daily checking of the status of entities with a

delay until service is received. This process is computationally and memory-intensive. For these reasons, Policy

3 is deployed for only five years (2010-2015) across 10 replications. Considering make-up capacity is intended to

improve the short-term reduction in hearing wait times, five years is deemed adequate to capture the intended

impact.

5.5.1. Policy 3 Results and Discussion

Figure 5.11 depicts the total number of cases in the system from 2010 to 2015 for each variation of Policy 3.

Variations A and B follow the same general trend as the baseline model, with, on average, a daily increase of 4.0%

and 2.5% in total cases in the system, respectively. The cause for the backlog increase is a result of fewer cases

exiting and is examined in what follows.

Figure 5.12 shows the average wait time for delayed and non-delayed hearings, and Figure 5.13 compares the

average sojourn time for cases with and without a delay. Figure 5.14 more closely depicts the average reduction

in case wait times for delayed and non-delayed hearings. The x-axis depicts the average reduction in days, where

negative numbers represent an increase in the mean wait time. Variations A and B result in reductions for delayed

cases, with only a relatively small increase (that is, negative reduction) for non-delayed cases at both Master and

Individual hearings. Variation A reserves capacity more frequently (every 7 days), and consequently, a greater

benefit for delayed cases are incurred when compared to variation B (every 14 days). The wait time associated

with delayed cases is reduced by approximately 122 (79) days and 162 (23) days at a Master hearing in variation

A (B) and Individual hearing, respectively.

In contrast to the reduction in wait times for delayed cases, under Policy 3, the implementation of variation B

resulted in an increase in total sojourn time for cases with at least one delay (Figure 5.13). Investigating further

the total number of completed cases (Figure 5.15), we see a decrease for cases with and without at least one

delay. Thus, the decrease in completed cases accounts for the increase in the total cases remaining in the system.

However, the reason for the decrease in completed cases requires additional exploration. Considering sojourn time

represents the total time spent in the system, examining the number of cases served for Master and Individual

hearings may provide additional insights.
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Figure 5.11: Comparison of Cases Remaining in the System across Policy 3 Variations.

Figure 5.12: Average Hearing Wait Time (in Days) across Policy 3
Variations.

Figure 5.13: Average Case Sojourn
Time (in Days) across Policy 3
Variations.

Figure 5.16 shows the average decrease in the number of delayed and non-delayed hearings served at each

hearing type. In variation A, on average, 1,773 additional delayed cases were served at the Master hearing and

over 10,000 at the Individual hearing. The large shift in serving cases with a delay in the Individual hearing is likely
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Figure 5.14: Average Hearing Wait Time (in Days) across Policy 3 Variations.

Figure 5.15: Average Decrease in
Cases Exiting the System across Pol-
icy 3 Variations.

Figure 5.16: Average Decrease in Cases Exiting Each Hearing Type
across Policy 3 Variations.

a significant contributing factor to the decrease in total cases exiting the system. In the empirical data, delays

at an Individual hearing occur approximately 30% of the time (Appendix C, Figure 27). In addition, cases with

delays tend to have longer sequences and experience more than one delay (Appendix C, Figure 30). Therefore,

while make-up capacity reserved for delayed cases helps to reduce their average wait time at the Individual hearing,

the propensity of delayed cases to experience multiple delays and have longer sequences results in a greater number

of cases lingering in the system, with fewer exiting. The treatment of delayed vs. non-delayed hearings is the same

in the simulation model; delayed hearings are considered a step in the sequence rather than strictly time added

(Appendix C, Figure 29). Therefore, delayed hearings are assigned an anticipated delay (place in the queue, see

Section 4.3.2) and must wait until capacity is available and “service” received before moving on to the next hearing
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in their sequence. Accordingly, modeling delays in this way may further contribute to the bottleneck observed at

the Individual hearing.

In an effort to reduce system KPIs, Policy 3 deploys make-up capacity to reallocate capacity for delayed hearings

and prioritize them on reserved days. Reductions in the average wait time for delayed cases were observed and

represent the short-term gains of make-up capacity. However, long-term Policy 3 further aggregated the existing

bottleneck for Individual hearings and resulted in fewer cases exiting the system, leading to an increase in the

number of cases remaining in the system. Nevertheless, the overall decrease in wait times for delayed cases at

little cost to non-delayed cases suggests the deployment of make-up capacity may be a viable option to reduce

extra wait time without altering the due process of cases. In particular, the results of this policy suggest that the

deployment of make-up capacity may best be suited for Master calendar hearings.

Policy 3 was tested within the parameters of our baseline model assumptions. While make-up capacity was

not fully effective in reducing case wait and sojourn times, valuable insights were gleaned. Future work can build

upon the presented foundation to test and evaluate future variations of Policy 3, such as i) larger make-up capacity

intervals (e.g., 21 and 30 days), ii) deployment of make-up capacity only for Master calendar hearings, and iii)

using prioritization between delay types.

Section 5.6

Conclusion

This chapter presents the assessment of three policies, each with several variations. The policies were informed by

our analysis and supported by domain experts.

Policy 1 compared the impact of hiring a varying number of judges. While the variation with the largest

number of judges reduced the backlog at the greatest rate, the results indicated the “value-added” of judges might

have a diminishing return on investment. Furthermore, the practicality of hiring such large quantities of judges

must be considered in terms of operational realities, including costs, as well as ethics, such as due process, because

these aspects were not captured in the presented model.

Policy 2 evaluated the impact that dedicated dockets for asylum cases have on overall system behaviors. The

preferred amount of judge capacity allocated toward serving dedicated dockets differs, depending on the objective.

Allocating large amounts of capacity towards either dedicated or non-dedicated dockets resulted in large increases

in the size of the backlog – unsurprisingly, as capacity is unable to be shared between dedicated dockets, this

results in unused capacity. This suggests that smaller shifts in capacity may produce more equitable results. For

example, shifting 2.5% additional capacity (variation J) toward asylum cases resulted in almost equal sojourn
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times for all cases. However, this resulted, on average, in longer wait times for non-asylum cases at both the

Master and Individual hearings. One limitation of the presented deployment of dedicated dockets is that capacity

is assumed unable to be shared between asylum and non-asylum cases, and therefore, in a number of variations,

results in underutilized capacity. In addition, judges are assumed to serve both asylum and non-asylum cases.

Future work could explore sharing capacity between case types and assigning judges only to serve certain case

types (e.g., asylum and non-asylum).

Policy 3 evaluates the novel deployment of make-up capacity for the purpose of reducing the additional wait

time resulting from court-caused delays. The increased opportunity to serve delayed cases at the Master hearing

resulted in an average wait time reduction of approximately 87%, while delayed cases at the Individual hearing

resulted in a reduction of approximately 51%. While the reduction in wait time at both delays is welcomed, the

prioritization of delayed cases at the Individual hearing contributed to an increase in the total number of cases

in the system, suggesting make-up capacity may be best suited for the Master calendar hearing. While make-up

capacity was not fully effective in reducing case wait and sojourn times, the process revealed valuable insights.

Future work can build upon the presented foundation to test and evaluate the deployment of make-up capacity

for only Master hearings across longer intervals or using prioritization between delay types.

The baseline model is for the NYC immigration court system, and care should be used before generalizing results

to other court contexts. Rather, the specifics of other court systems can be used as input to this model to identify

individual system performance across KPIs. Therefore, the baseline model can be applied to other immigration

court locations to capture variation in behaviors, further enabling the development of a multi-location model.

A multi-location model can provide an expansive representation of the immigration court system, capturing the

interaction between different courts and supporting the evaluation of policy effectiveness for both individual courts

and the system as a whole.

In addition, the baseline models infrastructure can be adapted to model other immigration-related processes,

such as the affirmative asylum process handled by the United States Citizenship and Immigration Services (USCIS)

[259]. While the USCIS affirmative asylum process is handled in a non-courtroom setting, there exist interactions

between the USCIS and the EOIR. For example, if an affirmative asylum application is denied, the individual(s)

are subsequently handled in the EOIR, where some individuals seek asylum through the defensive process [315].

Opportunities exist to explore the redistribution of immigration-related responsibilities between these two agencies

and are avenues for future work.

Changes to processes in the immigration court may impact millions of individuals. Undoubtedly great care

is required with any system adjustments. The presented model demonstrates an analytical approach to evaluate
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policies for possible recommendation and future deployment in real-world contexts. The results presented illustrate

the promising potential of using discrete event simulation as a decision-making mechanism to support the evaluation

of immigration policy. The observed insights both provide foundational work and require further scrutiny in

advance of making final recommendations. The depth of insights gleaned points to the great future promise of

generating data-informed recommendations to improve the immigration court system. Future work should explore

methods to measure the due process of cases under each scheme to provide important insights into their respective

fairness. This analysis lays the foundations for an adaptable and interactive decision-making tool to support

decision makers seeking efficient and more equitable solutions to the growing immigration court backlog and to

improve operations for those interacting with the immigration court system. Collaboration with stakeholders and

those working closely with the immigration court can improve the reliability and practicality of the presented

model and is strongly cautioned prior to the deployment of any of the presented results.
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Conclusion

This dissertation contributes to the Data Science for Social Good movement through the application of analyt-

ics to improve the operations of governmental agencies, non-governmental organizations (NGOs) and nonprofit

organizations serving vulnerable populations in two important domains: anti-human trafficking and immigration.

Notably, I demonstrate the power and value of insights gleaned from data-driven methods for decision makers in

these two contexts.

In Chapter 1 we present an in-depth review of the current research landscape of Operations Research and

Applied Analytics in the anti-human trafficking domain. The review highlights the current work being done and

directions for future research. Chapter 2 contributes to the growing body of literature examined in Chapter 1 and

analyzes data using Data Envelopment Analysis to evaluate the performance of border stations of NGO Love Justice

International (LJI) engaged in anti-trafficking efforts. The results of the work provide an improved understanding

of the current performance of different border stations and provided operational improvement recommendations

for the organization’s decision makers.

Chapters 3 - 5 discuss an analytical approach to model and assess the United States Immigration court system.

Chapter 3 created a framework of the immigration court system and structure through the use of Queueing theory.

Chapter 4 builds upon the previous queueing model framework and deploys a large-scale discrete event simulation

model simulating the New York City immigration court system from 2004-2019. A baseline model is validated over

15 years of empirical data. The applicability of the model is demonstrated through sensitivity analysis and proffers

insight into how changes in arrival and service rates affect key performance indicators, laying the groundwork for

the work presented in the final chapter of this work.

Chapter 5 evaluates three policies, informed by our analysis and supported by domain experts. The influence

of each policy is evaluated using three metrics that evaluate the reduction of sojourn times, wait times, and

queue lengths. The testing of such policies within my model demonstrates the ability to generate data-informed

insights for decision makers, something in critically short supply in this important aspect of our society. The

three examined policies are: i) vary the number of new judges, ii) dedicated dockets for asylum cases and iii)

i



make-up capacity for delayed cases. The first policy varies the total number of judges to illustrate the impact of

the quantity of judges on system throughput. The second policy seeks to serve asylum cases more expeditiously

using dedicated dockets. The third policy seeks to reduce wait time added due to court-cause delays through the

introduction of “make-up” capacity. The implementation and evaluation of these three policies provide case-level

insights for decision makers and illustrate the power of data-driven Discrete Event Simulation modeling. The

framework of the developed baseline model provides abundant opportunities for the modeling and evaluation of

additional policies as discussed in Sections 5.3 - 5.5.

Data Science and Applied Analytics are powerful tools that hold immense promise for governmental agen-

cies, non-governmental organizations (NGOs) and nonprofit organizations. By leveraging data-driven methods,

these organizations can operationalize their data to provide valuable insights for more informed decision-making.

Through informed decision-making, governmental agencies, NGOs, and nonprofit organizations can improve their

operations and utilization of resources and more effectively serve the needs of the most vulnerable in our society.

As demonstrated in this work, in the anti-human trafficking and immigration domains, data-driven methods aid

in the understanding of operations, identification of patterns, and improve resource allocation. Together these

insights can be used to inform and evaluate policies. Beyond these specific domains, the applications of Data

Science and Applied Analytics are vast and promising.
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[129] Thöni A, Taudes A, Tjoa AM. An information system for assessing the likelihood of child labor in supplier

locations leveraging Bayesian networks and text mining. Information Systems and e-Business Management.

2018;16(2):443–476. doi:https://doi.org/10.1007/s10257-018-0368-0.

[130] Tong E, Zadeh A, Jones C, Morency LP. Combating human trafficking with multimodal deep models. In:

Proceedings of the 55th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long

Papers). Vancouver, Canada: Association for Computational Linguistics; 2017. p. 1547–1556.

[131] Upadhayay B, Lodhia ZAM, Behzadan V. Combating human trafficking via automatic OSINT collection,

validation and fusion. In: Workshop Proceedings of the 15th International AAAI Conference on Web and

Social Media; 2020.

[132] Vogt AA. Combating human trafficking using mathematics. In: Undergraduate Research and Scholarship

Symposium. Duquesne University; 2016.Available from: mhttps://dsc.duq.edu/urss/2016/proceedings/

3.

[133] Wang L, Laber E, Saanchi Y, Caltagirone S. Sex trafficking detection with ordinal regression neural networks.

arXiv preprint arXiv:190805434. 2019;.

[134] Wang H, Cai C, Philpot A, Latonero M, Hovy EH, Metzler D. Data integration from open internet sources

to combat sex trafficking of minors. In: Proceedings of the 13th Annual International Conference on Digital

Government Research; 2012. p. 246–252.

[135] Whitney JC. KM vs human trafficking: An exploratory study on using emojis for a knowledge driven

approach to identifying online human sex trafficking. San Diego State University; 2017. Available from:

https://digitallibrary.sdsu.edu/islandora/object/sdsu%3A21609.

xv

https://doi.org/10.1007/s10257-018-0368-0
m https://dsc.duq.edu/urss/ 2016/proceedings/3
m https://dsc.duq.edu/urss/ 2016/proceedings/3
https://digitallibrary.sdsu.edu/islandora/object/sdsu%3A21609


BIBLIOGRAPHY

[136] White A, Guikema S, Carr B. Why are you here? Modeling illicit massage business location characteristics

with machine learning. Journal of Human Trafficking. 2021; p. 1–21. doi:https://doi.org/10.1080/

23322705.2021.1982238.

[137] Wiriyakun C, Kurutach W. Extracting co-occurrences of emojis and words as important features for human

trafficking detection models. Journal of Intelligent Informatics and Smart Technology. 2021;7.

[138] Wiriyakun C, Kurutach W. Feature selection for human trafficking detection models. In: 2021 IEEE/ACIS

20th International Fall Conference on Computer and Information Science (ICIS Fall). IEEE; 2021. p. 131–135.

[139] Yang Y, Hu X, Liu H, Zhang J, Li Z, Yu PS. Understanding and monitoring human trafficking via social

sensors: A sociological approach. arXiv preprint arXiv:180510617. 2018;.

[140] Yao Y, Liu Y, Guan Q, Hong Y, Wang R, Wang R, et al. Spatiotemporal distribution of human trafficking

in China and predicting the locations of missing persons. Computers, Environment and Urban Systems.

2021;85:101567. doi:https://doi.org/10.1016/j.compenvurbsys.2020.101567.

[141] Zhou AJ, Luo J, McGibbney LJ. Multimedia metadata-based forensics in human trafficking web data. In:

2016 Workshop on Search and Exploration of X-rated Information. WSDM; 2016. p. 10–14.

[142] Zhu J, Li L, Jones C. Identification and detection of human trafficking using language models. In: 2019

European Intelligence and Security Informatics Conference (EISIC). IEEE; 2019. p. 24–31.

[143] Bhaumik A, Roy SK, Weber GW. Hesitant interval-valued intuitionistic fuzzy-linguistic term set approach

in prisoners’ dilemma game theory using TOPSIS: A case study on Human-trafficking. Central European

Journal of Operations Research. 2020;28(2):797–816. doi:https://doi.org/10.1007/s10100-019-00638-9.

[144] Brelsford J, Parakh S. A systems modeling approach to analyzing human trafficking. In: 2018 Winter

Simulation Conference (WSC). IEEE; 2018. p. 12–21.

[145] Dimas GL, Khalkhali ME, Bender A, Maass KL, Konrad R, Blom JS, et al. Estimating effectiveness of

identifying human trafficking via data envelopment analysis. INFORMS Journal on Applied Analytics.

2023;doi:https://doi.org/10.1287/inte.2023.1162.

[146] Gerry QC F, Vallabhaneni S, Shaw P. Game theory and the human trafficking dilemma. Journal of Human

Trafficking. 2021;7(2):168–186. doi:https://doi.org/10.1080/23322705.2019.1688086.

[147] Grimes J, Dillon RL, Tinsley CH. Systems dynamics as a method for analyzing human trafficking. 2011

Systems Dynamics Society. 2011;.

xvi

https://doi.org/10.1080/23322705.2021.1982238
https://doi.org/10.1080/23322705.2021.1982238
https://doi.org/10.1016/j.compenvurbsys.2020.101567
https://doi.org/10.1007/s10100-019-00638-9
https://doi.org/10.1287/inte.2023.1162
https://doi.org/10.1080/23322705.2019.1688086


BIBLIOGRAPHY

[148] Kapoor R, Kejriwal M, Szekely P. Using contexts and constraints for improved geotagging of human traf-

ficking webpages. In: Proceedings of the Fourth International ACM Workshop on Managing and Mining

Enriched Geo-Spatial Data; 2017. p. 1–6.

[149] Keskin BB, Bott GJ, Freeman NK. Cracking sex trafficking: Data analysis, pattern recognition, and path pre-

diction. Production and Operations Management. 2021;30(4):1110–1135. doi:https://doi.org/10.1111/

poms.13294.

[150] Konrad RA. Designing awareness campaigns to counter human trafficking: An analytic approach. Socio-

Economic Planning Sciences. 2019;67:86–93. doi:https://doi.org/10.1016/j.seps.2018.10.005.

[151] Kosmas D, Sharkey TC, Mitchell JE, Maass KL, Martin L. Interdicting restructuring networks with appli-

cations in illicit trafficking. arXiv preprint arXiv:201107093. 2020;.

[152] Kosmas D, Melander C, Singerhouse E, Sharkey TC, Maass KL, Barrick K, et al. Generating synthetic but

realistic human trafficking networks for modeling disruptions through transdisciplinary and community-based

action research. arXiv preprint arXiv:220301893. 2022;.

[153] Kougkoulos I, Cakir MS, Kunz N, Boyd DS, Trautrims A, Hatzinikolaou K, et al. A multi-method approach

to prioritize locations of labor exploitation for ground-based interventions. Production and Operations

Management. 2021;doi:https://doi.org/10.1111/poms.13496.
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Appendix A. Chapter 2 Estimating Effectiveness of Identifying Human

Trafficking via Data Envelopment Analysis

Section A.1

Data Envelopment Analysis

Data envelopment analysis (DEA) dates to a seminal paper by [241] and provides a mechanism to compare similar

entities, known in DEA as decision-making units (DMUs), to identify those that are exhibiting (in)efficiency

relative to other DMUs. All DMUs are evaluated on their efficiency by their consumption of the same inputs to

produce the same outputs in various quantities. The purpose of DEA is to allow for each DMU to express itself

as efficient (with respect to comparable DMUs) through some combination of using its inputs to form outputs.

Understanding the relative (in)efficiency of various DMUs enables best-practice recommendations to be developed

for improving the operations of inefficient DMUs.

DEA models may consider returns to scale as constant (CRS) or variable (VRS). The former assumes that a

change in the inputs results in a change of outputs in the same scale. The latter allows for nonconstant (that is,

increasing or decreasing) returns to scale. In the current study, because there is no clear indication that a change

in the inputs would result in the output change in the same scale, we consider the VRS model.

Suppose there are |J | DMUs that consume |M | inputs to produce |N | outputs. Specifically, DMU j ∈ J

consumes xmj units of input m ∈ M to produce ynj units of output n ∈ N . The output-oriented VRS DEA

model maximizes the efficiency of DMU j0 ∈ J [243] by determining the optimal values of the input and output

weights—vm and un, respectively—in the following linear program (LP):
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Appendix A. Chapter 2 Estimating Effectiveness of Identifying Human
Trafficking via Data Envelopment Analysis

Sets

J Set of decision-making units

M Set of inputs

N Set of outputs

Parameters

xmj Amount of input m ∈ M from unit j ∈ J

ynj Amount of output n ∈ N from unit j ∈ J

Decision Variables

wm Weight given to input m ∈ M

un Weight given to output n ∈ N

v Scale factor

Output-Oriented Formulation

Minimize
∑
m∈M

wmxmj0 − v

Subject to:
∑
n∈N

unynj0 = 1,

∑
m∈M

wmxmj −
∑
n∈N

unynj − v ≥ 0, ∀ j ∈ J

v free,

un, wm ≥ 0, ∀ n ∈ N, ∀ m ∈ M.

For each DMU j ∈ J , denoted as the reference DMU j0, the aforementioned LP is solved with respect to j0. The

goal is to determine weights, or price multipliers, that optimize the efficiency objective while ensuring that the

total weighted input contributions for DMUs must be at least as large as the total weighted output contributions

(so that DMUs cannot receive more in outputs than is put in).

If weights exist such that the weighted input contribution is equal to the weighted output contribution for

the reference DMU (obtained through optimizing the LP), then this DMU is considered efficient. If this is not

possible—that is, if weights that enable the DMU to get the value out that it puts in do not exist—then it is

inefficient. For every inefficient DMU, there exists some combination of efficient DMUs that outperforms the

inefficient DMU.
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Section A.2

Sensitivity Analysis of Input and Output Features

We ran additional experiments across varying inputs and outputs to check the robustness of our final selected

model. Table BB.1 details the three inputs and five outputs considered throughout our modeling process. We

considered multiple combinations before settling on our final model, which is Model A in Table BB.2. The most

salient experiments and results are presented in Tables BB.2 and BB.3, respectively.

Table BB.1: Three Inputs and Five Outputs Were Considered in the DEA Model.

Feature Description

Inputs
Number of staff The average number of staff working at a station per quarter
Staff test scores The average test scores of staff working at a station per quarter
Hours worked by staff The average weekly hours worked per staff in a quarter

Outputs

Count of IRFs The number of IRF forms collected per quarter
Count of VIFs The number of VIF forms collected per quarter
IRF completeness The average completeness of IRF required questions per quarter
VIF completeness The average completeness of VIF required questions per quarter

Percent of “correct”
instances of trafficking

The percent of total VIF forms that are estimated to be a
positive instance of trafficking
It is important to note this feature is limited by the data available
and likely an overestimate.

The first set of experiments, which we call varying input experiments, are those in which we varied only the

inputs, holding constant the four outputs used in our final model. We note that transit monitoring (application

of the IRF and VIF forms) has two objectives: (1) to interact with a multitude of individuals (the count of forms)

and (2) to sufficiently complete the forms (completeness measure) to help determine those who are at higher risk of

being trafficked. Even so, we carried out experiments to exclude both VIF and IRF form counts and only include

the form completeness measures. These results did have an effect on the cross-efficiency rankings of stations (see

Table BB.3). Moreover, five DMUs that are “efficient” under our final proposed model were not “efficient” in this

experiment. LJI’s operations are currently designed around the assumption that the more effective an interaction

with individuals is (measuring in both counts and completeness), the better the chances of identifying a potential

instance of trafficking and therefore aiding in the fight against human trafficking. Therefore, because we are only

comparing stations with a similar amount of flow (people crossing the station), the count of forms is an important

output measure for LJI’s transit-monitoring efforts and is included in our final model. It should also be noted

that although both Model A and E produce the same rankings, staff hours were deemed an important feature to

include in this context, and therefore, the set of inputs considered hereafter are number of staff, staff test scores,

and staff hours.
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To test the sensitivity of this Model A with respect to the outputs, we ran varying output experiments that

varied only the outputs, holding the inputs constant. One such output considered was an approximate estimate

of the proportion of “correct instances” of trafficking. Given the limitations of available data that was collected,

this value better represents an instance of an individual most likely to have been trafficked. This approximation

was calculated using two features in the data, and although our estimate is far from perfect, this combined feature

provides more information on those who are more likely to be a “correct instance” of trafficking. Using these data,

we created an output feature that was the proportion of “correct instances” out of the total number of VIF forms

filled out. The average percentage across all DMUs was just under 60%. After using this feature for robustness

checking, we determined that the cross-efficiency rankings were consistent whether this feature was included or

excluded. Because the results did not change and this feature was an approximation, we retained the simpler

Model A (excluding this new output feature).

Table BB.2 describes each model considered. We compared these different models on the cross-efficiency scores

of our final output-oriented VRS model (base model). The results are presented in Table BB.3; the parenthetical

number is the ranking for the highest cross-efficiency, with 1 indicating the highest (most) station efficiency, and 7

indicating the lowest (least). Bolded values indicate instances in which a station’s ranking was impacted by model

variation. These experiments resulted in Model A being the best-suited model for LJI and thus the final model

presented in our study.
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Table BB.2: Twelve Experiments Were Considered by Varying the Input and Outputs.

Input values Output values

Model
Number
of staff

Staff test
scores

Staff
hours

IRF
forms

VIF
forms

IRF
completion

VIF
completion

“Correct”
instance of
trafficking

A • • • • • • •

B • • • • •

C • • • • •

D • • • • •

E • • • • • •

F • • • • • •

V
ar

y
in

g
in

p
u

ts

G • • • • • •

H • • • • •

I • • • • • •

J • • • • • • • •

V
ar

y
in

g
ou

tp
u

ts

K • • • • • •

L • • • • •
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Table BB.3: The Cross-Efficiency of the 12 Experiments, Revealing which Stations Have the Highest and
Lowest Cross-Efficiency.

Station

Model Nepalgunj Mahendranagar Karkarvitta Birgunj Biratnagar Bhairawa Bhadrapur

A
0.885
(6)

0.929
(2)

0.943
(1)

0.916
(5)

0.922
(4)

0.925
(3)

0.856
(7)

B
0.927
(5)

0.922
(6)

0.949
(3)

0.949
(2)

0.950
(1)

0.944
(4)

0.901
(7)

C
0.891
(6)

0.932
(4)

0.953
(1)

0.924
(5)

0.935
(2)

0.934
(3)

0.868
(7)

D
0.913
(6)

0.914
(5)

0.954
(1)

0.919
(4)

0.949
(2)

0.939
(3)

0.883
(7)

E
0.893
(6)

0.933
(2)

0.945
(1)

0.929
(5)

0.929
(4)

0.931
(3)

0.867
(7)

V
ar

y
in

g
in

p
u

ts

F
0.920
(6)

0.924
(5)

0.948
(1)

0.938
(4)

0.946
(2)

0.939
(3)

0.891
(7)

G
0.881
(6)

0.926
(4)

0.949
(1)

0.908
(5)

0.927
(3)

0.928
(2)

0.854
(7)

H
0.917
(6)

0.947
(3)

0.956
(1)

0.947
(4)

0.952
(2)

0.944
(5)

0.891
(7)

I
0.891
(6)

0.936
(2)

0.937
(1)

0.923
(4)

0.927
(3)

0.921
(5)

0.861
(7)

J
0.853
(6)

0.916
(2)

0.922
(1)

0.889
(5)

0.892
(4)

0.900
(3)

0.823
(7)

V
a
ry

in
g

ou
tp

u
ts

K
0.240
(6)

0.433
(2)

0.528
(1)

0.301
(5)

0.304
(4)

0.431
(3)

0.823
(7)

L
0.240
(6)

0.418
(3)

0.516
(1)

0.271
(5)

0.313
(4)

0.442
(2)

0.218
(7)
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Appendix B. Chapter 4: Modeling the United States Immigration Court

Using Discrete Event Simulation

Section B.1

Additional Figures

Figure 17: Percentage of Cases with Completed Verses Partial Sequences by Arrival Year 2010-2019.

Figure 18: Empirical Wait times for Asylum and Non-asylum cases by Hearing Type.
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Appendix C. Chapter 5: Assessing Policies to Improve the United States

Immigration Court Operations Using Discrete Event Simulation

Section C.1

Policy 1: Varying the Number of Judges

Figure 19: Total Increase in Cases
Exiting System across Policy 1 Vari-
ations.

Figure 20: Total Increase in Cases Each Hearing Type across Policy 1
Variations.

Figure 21: Average Reduction in
Maximum Sojourn Time across Pol-
icy 1 Variations.

Figure 22: Average Reduction in Maximum Case Wait Time for Each
Hearing Type across Policy 1 Variations.
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Appendix C. Chapter 5: Assessing Policies to Improve the United States
Immigration Court Operations Using Discrete Event Simulation

Section C.2

Policy 2: Dedicated Dockets

Figure 23: Average Number of Cases Exiting each Hearing Type across
Policy 2 Variations.

Figure 24: Average Number of Cases
Exiting the System across Policy 2
Variations.

Figure 25: Average Maximum Case Wait Time for Each Hearing Type
across Policy 2 Variations.

Figure 26: Average Maximum Case
Sojourn Time across Policy 2 Vari-
ations.
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Appendix C. Chapter 5: Assessing Policies to Improve the United States
Immigration Court Operations Using Discrete Event Simulation

Section C.3

Policy 3: Make-up Capacity

Figure 27: Percentage of Hearings with a Delay
for Each Hearing Type.

Figure 28: Empirical Wait times by Court Caused
Delays and Hearing Types.

Figure 29: Modeling Delayed Cases as Steps in a Sequence Verses as Time Added.
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Appendix C. Chapter 5: Assessing Policies to Improve the United States
Immigration Court Operations Using Discrete Event Simulation

Figure 30: Percentage of Cases with Varying Sequence Lengths by Delay Type (Top 10 Sequence Lengths).

Figure 31: Average Number of Cases Exiting Each Hearing across Policy
3 Variations.

Figure 32: Average Number of Cases
Exiting System across Policy 3 Vari-
ations.

Figure 33: Average Maximum Case Wait Time by Hearing Type across
Policy 3 Variations.

Figure 34: Average Maximum Case
Sojourn Time by Hearing Type
across Policy 3 Variations.
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