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Abstract

Mel-Frequency Cepstral Coefficients (MFCCs) are a critical feature in audio signal
processing and have wide applications in systems that require audio classification, including
the field of health monitoring and human activity recognition. The importance of MFCCs
lies in their ability to mimic the human auditory system’s response, making them particu-
larly useful for analyzing audio signals in ways that are meaningful for classification tasks.
The paper introduces a method for enhancing audio classification by developing custom
Mel-Frequency Cepstral Coefficients (MFCC) for health monitoring and classification of hu-
man activities. A diverse audio dataset, focusing on a balanced subset to examine their
periodograms, which involves calculating the magnitude squared of the frequency response.
Identifying the predominant frequency in each audio file—defined as the frequency with the
highest power—leads to the creation of an ordered array of these frequencies. This array, de-
void of redundancies, is utilized to establish frequency bins for the MFCC algorithm, laying
the groundwork for a customized filter bank automatically tailored to the dataset’s specific
characteristics.

The limitation of current MFCCs in handling extremely high or low frequencies
becomes evident. This limitation is due to the logarithmic scale distribution of frequency
bins, which results in a denser concentration of bins at lower frequencies, starting from
20Hz, and becoming progressively sparser towards the higher frequency limit of 20kHz. This
characteristic of MFCCs underscores the need for careful consideration when employing this
tool in sound analysis, particularly for health monitoring purposes.

To address the issue, a custom MFCCs approach is proposed. This customized
approach significantly enhances audio classification system performance, as proven through
extensive testing on various human-related audio datasets. These datasets include gender
identification, environmental sounds, health-related sounds (like breath and vocal sounds
for disease detection), and emotional speech analysis. The comparison between the tradi-
tional MFCC and the custom version shows a notable increase in classification accuracy,
particularly with pitch-shifted audio samples. In order to test the results of Custom MFCC,
we divided the dataset into train and test dataset in a form of 80% of train and 20% test
randomly. Across 4 dataset, the average improvement of custom MFCC is 7.2% and with
pitch-shifting is 6.7%. This indicates the custom MFCC’s superior ability to handle human
sound variations, highlighting its potential to improve audio classification tasks and its ap-
plication in complex audio scenarios. Such advancements benefit a range of technologies that
rely on sound analysis, marking a significant step forward in the field.
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1 Introduction

Breath monitoring utilizes microphones to capture the distinct sound signatures

produced by different breathing patterns. These patterns can indicate various respiratory

conditions such as asthma, chronic obstructive pulmonary disease (COPD), or sleep apnea.

Sophisticated signal processing algorithms like MFCC analyze these sounds to extract crucial

features that help in diagnosing and monitoring respiratory issues. In heart rate monitoring,

sensitive microphones equipped in wearable devices pick up the subtle sounds of the heart’s

mechanical movements, such as the valves opening and closing. Noise-reduction technologies

are essential to isolate these heart sounds effectively. Once captured, MFCCs transform

these sounds into a format where critical components are emphasized, allowing algorithms

to analyze heart rate and variability.

Incorporating the analysis of both inhalation and exhalation sounds from adults

and the crying sounds of babies into health assessments can provide invaluable insights into

their respiratory health and emotional well-being. This method presents a non-invasive way

to monitor and evaluate health indicators through sound, making it especially crucial for

individuals lacking access to medical resources in remote or underserved areas. Moreover,

sound signal analysis can extend to the detection of mental health conditions, where vari-

ations in vocal patterns, speech rate, and tone can indicate psychological states or stress

levels. By leveraging sound analysis, early detection and intervention strategies for mental

health conditions become more feasible, facilitating a broader approach to healthcare.

In addition to these applications, a critical application of microphones lies in audio

processing for health monitoring, an area that has become increasingly relevant in emerging

technologies. Specifically, concentrating on human sound classification and identification can

significantly enhance capabilities in several key areas, including emotion recognition from

vocal patterns, distinguishing between different speakers for security purposes, and refining
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user interactions with voice-controlled devices. For health monitoring, one study discovered

that MFCCs are the most commonly used feature[25]. However, while traditional Mel-

Frequency Cepstral Coefficients (MFCC) work well for conventional applications, they may

not be ideally suited for the unique environmental challenges of health applications. In health

monitoring, the audio signals of interest, such as those generated by heartbeats or breathing,

often occur in noisier and more complex acoustic environments. These environments demand

more tailored audio processing techniques that can accurately isolate and analyze medically

relevant sounds from background noise. Therefore, there is a growing need to develop custom

MFCCs and other audio processing methods specifically designed for the nuanced demands

of health monitoring to enhance accuracy and reliability in these applications.

Mel-Frequency Cepstral Coefficients (MFCCs) is one of the mostly common acoustic

features used to analyze audio data, which are instrumental in analyzing the frequencies

within the human audible spectrum, ranging from 20Hz to 20kHz. However, it’s important to

recognize the limitations of MFCCs in handling extremely high or low frequencies for health

applications, since the breathing sound and heart beat sound are extremely low frequencies.

This limitation is due to the logarithmic scale distribution of frequency bins, which results

in a denser concentration of bins at lower frequencies, starting from 20Hz, and becoming

progressively sparser towards the higher frequency limit of 20kHz. This characteristic of

MFCCs underscores the need for careful consideration when employing this tool in sound

analysis, particularly for health monitoring purposes.

To address this limitation, we introduces an innovative technique that transcends

the traditional 20Hz to 20kHz frequency constraints by implementing a custom configuration

of the Mel filter bank. This tailored approach aims to extend the effective range and reso-

lution of MFCC analysis, ensuring a more equitable representation across the entire audible

spectrum. By strategically positioning the Mel filter bank, our method enhances the capture

of essential audio signal information, particularly in regions that are critical for the intended

application but were previously marginalized by conventional MFCC processing.
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1.1 Innovative Techniques in MFCC Processing

This method in MFCC processing becomes particularly significant when analyzing

diverse human voice and activity datasets. The adaptation of our method showcases the

adaptability and potential of this feature extraction technique in various applications such

as, health monitoring and emotional detection. Specifically, the datasets such as the Respi-

ratory Sound Database, RAVDESS (Ryerson Audio-Visual Database of Emotional Speech

and Song), and the DonateACry dataset.
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We start by selecting a balanced subset from a dataset containing various classes of

audio files. The periodogram for each file is calculated by determining the magnitude squared

of the frequency response. We identify the predominant frequency in each file—the frequency

with the highest power. These frequencies are then compiled into an ordered array, carefully

refined to remove redundancies. This array forms the basis of the frequency bins, serving

as the central frequencies in custom MFCC filter bank. This structured process efficiently

transforms raw audio into a format crucial for custom MFCC computation, providing a

systematic approach to audio data analysis. We utilize 4 distinct dataset, Respiratory Sound

Database, RAVDESS (Ryerson Audio-Visual Database of Emotional Speech and Song), and

the DonateACry dataset, to evaluate the performance of our proposed custom MFCC. The

results demonstrate that, across four distinct datasets, the accuracy of the test utilizing our

custom MFCC algorithm showed a significant improvement of 13% when compared to the

conventional MFCC approach.

The literature review section examines existing studies on voice disease detection

and human activity classification, setting the stage for our contribution. Within the method-

ology section, we detail the Python packages utilized, and provide an in-depth exploration

of the Mel Frequency Cepstral Coefficients (MFCC) process, explaining the conventional

methodology for calculating MFCCs. Additionally, we analyzed alternative methods that

fell short of expectations, discussing both their underlying rationale and their limitations.

Subsequently, we introduce our custom MFCC approach, detailing both the theoretical foun-

dation behind this method and the mathematical equations employed for frequency calcu-

lation. The custom MFCC function was detailed, including an explanation of its operation

and the incorporation of pitch shifting to shift the acoustical signal frequency of the original

dataset. Subsequently, a machine learning model was deployed to assess the performance of

the custom MFCC method.
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2 Literature Review and Background Study

This section describes the existing works on different meethod used for human

activity, disease detection and sound detection.

2.1 Theoretical Background

The Mel-Frequency Cepstral Coefficients (MFCCs) are a feature that widely used

in human speech and audio processing. The theoretical background of MFCCs is rooted in

the principles of human sound perception and signal processing.

The design of MFCCs is deeply inspired by the intricacies of the human auditory

system from 2 aspects. The first aspects, known as the Critical Band Theory, it shows that

the human ear’s ability to resolve frequencies varies along the frequency spectrum, which

divides the spectrum into numerous critical bands. These bands are observed to be narrower

at lower frequencies and wider at higher frequencies. The second aspect is the Mel Scale,

which posits that human perception of frequency does not adhere to a linear scale, but rather

follows a logarithmic one. This scale is instrumental in quantifying how pitches are perceived

by listeners, specifically how pitches are judged to be equidistant from one another despite

the actual logarithmic frequency spacing.

2.2 Understanding conventional MFCC

A Voice Disease Detection Method based on conventional MFCCs and Shal-

low CNN. This paper focuses on using software for remote diagnosis of voice diseases. It

employs conventional MFCC parameters and a convolutional neural network (CNN) for ana-

lyzing voice samples from 352 patients, achieving up to 92% accuracy. This approach shows

significant improvements in detecting voice diseases with increased accuracy and computa-
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tional efficiency[16].

Voice in Parkinson’s Disease: A Machine Learning Study. The paper focues on

machine learning algorithms to analyze voice changes in Parkinson’s disease (PD) patients

at different disease stages and under different therapy conditions[17]. The extraction method

they used called Opensmile., which supports an extensive array of audio low-level descrip-

tors like CHROMA, CENS features, loudness, conventional MFCCs, and various others,

alongside the application of delta regression and statistical functionals to these descriptors

for enhanced analysis[18].

Voice disorder classification using convolutional neural network based on deep

transfer learning. Such paper focuses on real-time embedded system designed to enhance

base calling in third-generation sequencing technologies. The paper used Mel spectrogram as

input of OpenL3. The process involves resampling audio signals to 48 kHz, segmenting them

into frames with a Hamming window, and transforming these into the frequency domain

using the short-time Fourier transform (STFT). These frequency domain frames are then

filtered through a Mel filter bank—composed of triangular filters that smooth the spectrum

and condense data volume—to calculate Mel bands[22].

Voice Disorder Identification by Using Machine Learning Techniques. This re-

search focuses on enhancing m-health systems for diagnosing and monitoring voice disor-

ders, particularly dysphonia, through machine learning techniques. It cooperates the use of

conventional MFCC among other acoustic parameters for distinguishing pathological voices

from healthy ones[20].

Infant Cry Signal Diagnostic System Using Deep Learning and Fused Features.

The paper introduce an approach to early disease detection using the only communication

method available to infants: crying. Leveraging machine learning (ML) models for analyzing

cry signals presents a noninvasive, efficient alternative to traditional diagnostic methods.

This research aims to develop an automated diagnostic model that utilizes feature extraction
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from cry signals to identify diseases like sepsis and RDS at their onset[21].

Artificial intelligence framework for heart disease classification from audio sig-

nals. This paper presents an approach for detecting heart disease using audio signals to

optimize the detection technique. The approach invovles several steps: data acquisition, aug-

mentation, pre-processing, feature extraction (including conventional MFCCs) among eight

methods), feature normalization, model selection, implementation, and result prediction[24].

Lung disease recognition methods using audio-based analysis with machine learn-

ing. The paper under review delves into the advancements in lung sound-based diagnos-

tics facilitated by computer-based automated approaches and enhancements in lung sound

recording techniques. The method implemented using conventional MFCC, spectrogram

properties, Short-time Fourier Transform (STFT), Mel-STFT, Empirical Mode Decomposi-

tion (EMD), and data de-noising. These extracted features are then analyzed using deep

learning algorithms, which are particularly adept at handling unstructured data, allowing for

the direct use of raw audio signals or their spectrograms. From their research, it was found

that among the papers examined, 9.4% utilized the Short-Time Fourier Transform (STFT)

approach for feature extraction. Other prevalent techniques included Mel spectrograms at

16.4%, log-mel spectrograms at 18.5%, and (conventional MFCCs) at 25.5%. The remaining

30% of the studies investigated various other methods, such as Zero-Crossing Rate (ZCR)

energy, Constant Q Transform (CQT), and a bag of words approach, as referenced in Figure

2. This comprehensive review underscored the significance of feature extraction methods in

sound classification, particularly in diagnosing lung and respiratory diseases. Specifically,

the analysis revealed that STFT was employed in 9.4% of the analyzed papers, followed by

Mel spectrograms, log-mel spectrograms, and conventional MFCCs, with the aforementioned

percentages. The rest of the studies explored alternative techniques, including ZCR energy,

CQT, and a bag of words, as detailed in Figure 1[25].
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Figure 1: Statistics of feature extraction techniques in sound-based classification[25]

2.3 Human activity classification

Human activity classification based on sound recognition and residual convolu-

tional neural network. This study highlights the significance of utilizing data on human

activities to understand interactions between people and their environments, emphasizing

the challenges of traditional data collection methods due to high costs and labor-intensive

processes. it shows limitations of IMU and Computer Vision method, in environments with

physical obstacles, insufficient lighting, or where wearing sensors is impractical. The study

proposes a sound recognition-based model for classifying human activities, detailing the

research methodology encompassing literature review, dataset construction, model develop-

ment, and performance analysis[19].

Lightweight Audio-Based Human Activity Classification Using Transfer Learn-

ing. The paper outlines an approach to Human Activity Recognition (HAR) using audio
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signals, with a focus on the application of audio-based recognition models for real-time clas-

sification on smartphones. They emploed YAMNet, a neural network architecture for audio

classification, which processes log-Mel spectrograms to classify audio into one of 521 classes

from the AudioSet-Youtube corpus. Based on MobileNet-v1, YAMNet is optimized for com-

putational efficiency with 27 convolutional layers and a fully connected layer, of which only

28 layers have learnable weights[23].

3 Methodology

Data 
Processing

Repersentative 
Solution

Periodogram 
Computations

Classification

Pitch Shifting

Section 3.3.2
Section 3.4

Section 3.3.3

Figure 2: Block Diagram of Custom MFCC Calculation

This flowchart outlines the overall workflow of our proposed system. In section

3.3.2, we detail the customized computation of Mel Frequency Cepstral Coefficients (MFCC),

starting from audio file preprocessing to the application within a machine learning model,

as depicted in Figure 2. Our approach emphasizes representative selection of center frequen-

cies, computation of the periodogram for each audio file, and identification of predominant

frequencies essential for our custom MFCC function. In section 3.3.3, we introduced the con-
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cept of pitch shifting, a technique that alters the pitch of audio data to higher frequencies.

This method is instrumental in evaluating the performance differences between the conven-

tional MFCC and our custom MFCC, allowing us to validate the enhanced capability of our

system to handle broader frequency spectra. In section 3.4, we discussed the integration of

CNN and LSTM networks is explored, demonstrating the model’s effectiveness in capturing

complex patterns and dependencies within audio signals. This hybrid model underscores the

advanced capabilities of our system, setting a new standard for audio signal processing in

research and practical applications.

3.1 General Approach

We begin by selecting a dataset consisting of audio files in different classes. We

take an evenly distributed subset of these classes and find their periodogram. This is done

by finding the magnitude squared of the frequency response. For each audio file, the pre-

dominant frequency is found by locating the frequency corresponding to the highest power

present in the signal. Subsequently, these predominant frequencies are consolidated into an

array. The formation of this array is carried out with meticulous attention, ensuring it is

structured in ascending order and meticulously sorted to excise redundant information. This

refined array metamorphoses into the list of frequency bins, which are essentially the center

frequencies in the filter bank, pivotal for the MFCC algorithm. The overarching process for

computing MFCC unfolds as outlined, embodying a methodical approach to transforming

raw audio data into a structured and insightful representation.

• Window the data with a hamming window,

• Shift it into FFT order,

• Convert the FFT data into filter bank outputs,

• Find the log base 10,
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• Find the cosine transform to reduce dimensionality [12].

The default MFCC filter bank involves placing triangular filters spaced out based on

the Mel scale (logarithmic scale). Instead of following the default Mel scale, we implement a

customized center frequencies found from the predominant frequency algorithm. The default

MFCC filter bank is designed to perform well within the human hearing range, from 20Hz

to 20kHz. The custom filter bank allows us to perform better within and beyond this range,

making it more robust.

3.2 Alternative Methods Explored

In the quest to solve the limitation of current MFCC, A alternative methods were

explored to identify the most effective solution.

3.2.1 Introduction to Alternative Method

Using K-means Clustering method to determine the dominant frequencies of the

selected dataset. We extract the spectrogram by calculating Short time Fast Fourier Trans-

form of each audio files within in the dataset to have a good representation of the power of

the signal in each category. The goal of K-means Clustering is to find a way to partition n

observations, in this case the spectrogram, into K clusters, in which each observation belongs

to the cluster with the nearest mean, serving as a prototype of the cluster. This results in a

partitioning of the data space into Voronoi cells.

3.2.2 Rationale Behind Alternative Method

Audio datasets consist of diverse categories, each characterized by unique features

and distinctions. After we calculate the spectrogram of each category, By analyzing the

spectrogram, we can gain insights into which category exhibits the most dominant frequency

11



components. As we input the spectrogram into K mean clustering with number categories in

the dataset as number of K, it supposes to give us good clustered frequencies as the output

into Voronoi cells (see Figure 3).

Figure 3: Ideal Situation In K-means Clustering

Once we implemented those ideal frequencies output from K-means Clustering.

Next, we input those frequencies into a customized filter bank, the ideal triangle filter bank

should look like Figure 4
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Figure 4: Ideal Situation In K-means Clustering of Triangular Filter Placement

3.2.3 Issue with Alternative Method

The limitation with the alternative approach lies in its divergence from real-world

data. In real-world signals, significant overlap occurs between the frequencies of different

categories within the dataset. For example, noise in each category may share the same

frequency and carry significant weight. This overlap can lead K-means clustering algorithms

to mistakenly perceive these shared frequencies as centroids for each dataset, resulting in

misclassification of categories.
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Figure 5: Empirical Data In K-means Clustering

In Figure 5, the clusters exhibit significant overlap, potentially causing the K-means

Clustering algorithm to aggregate the majority of audio signal files into a single cluster.

Figures ?? and ?? highlight this tendency, revealing that the bulk of audio files are assigned

to cluster 3, which consequently holds the majority of the dataset. Moreover, after scaling,

all triangular filters are constrained within the narrow frequency range of 0.2Hz to 2541Hz,

effectively disregarding other frequencies
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Frequency ranges Number of Files in each Cluster

Figure 6: Empirical Data in K-means Clustering

As a result, the K-means clustering method may not accurately capture the nuanced

distinctions present in real-world data. The tendency for significant overlap among frequency

categories, as illustrated in Figure 5, challenges the algorithm’s ability to discern distinct

clusters. This limitation is further emphasized by Figures 6, which reveal a disproportionate

allocation of audio files into cluster 3, indicative of potential misclassification issues.

Moreover, the confinement of triangular filters to a narrow frequency range, as

observed post-scaling, shown in Figure 6, disregards other relevant frequencies. These con-

straints limit the algorithm’s ability to accurately characterize the diverse frequency spec-

trum present in real-world audio signals. Therefore, while the K-means clustering method

offers computational efficiency and simplicity, its performance may be compromised in sce-

narios where data exhibits complex overlapping patterns, as often encountered in audio signal

processing tasks.
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3.3 Proposed Methodology

Figure 2 presents the comprehensive workflow of the proposed method, detailing

the sequence from preprocessing WAV files through to the application of a custom MFCC

function within a machine learning model. This diagram illustrates the methodological

approach, emphasizing the key stages of representative data selection, periodogram compu-

tation, predominant frequency identification, and pitch shifting, which collectively underpin

the functionality and innovative aspects of the proposed system.

3.3.1 Rationale Behind Proposed Method

This method emphasize precision in center frequencies’ selection by calculating the

periodogram of each audio file and identifying the predominant frequencies. This ensures

that these frequencies are more likely to carry important information about the sound.

3.3.2 Custom Center Frequency Calculation

The Mel filter bank center frequencies are found from a subset of a dataset. We

initiate the process by calculating the periodogram of each audio file in the subset (Equation

1).

P (f) =
1

N

∣∣∣∣∣
N−1∑
n=0

x[n]e−j2πfn

∣∣∣∣∣
2

(1)

After calculating the periodogram for each audio file in the subset, we identify the index of

the highest peak within each periodogram to determine the predominant frequencies. These

frequencies are then processed through an interval filter to eliminate redundancies, limit the

number of bins, and reorder them. This process yields a list of bins tailored to the dataset,

effectively capturing essential information across any frequency range.
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STFT{x(t)}(f, τ) =
∫ ∞

−∞
x(t)w(t− τ)e−j2πftdt (2)

|STFT{x(t)}(f, τ)|2 =
∣∣∣∣∫ ∞

−∞
x(t)w(t− τ)e−j2πftdt

∣∣∣∣2 (3)

F (u, v) =
2√
MN

C(u)C(v)
M−1∑
m=0

N−1∑
n=0

f(m,n) cos

[
πu(2m+ 1)

2M

]
cos

[
πv(2n+ 1)

2N

]
(4)

f(i) =



i−bin_prev
bin_center−bin_prev for bin_prev ≤ i < bin_center

bin_next−i

bin_next−bin_center for bin_center ≤ i < bin_next

0 otherwise

(5)

To utilize these custom center frequencies, we devise a bespoke Mel Frequency

Cepstral Coefficients (MFCC) function. This function allows users to specify their desired

bins, adhering to the overall MFCC methodology. Initially, the librosa library’s short-time

Fourier transform (STFT) function applies windowing to the signal and calculates its fre-

quency response (as per Equation 2). Subsequently, we square the absolute value of the

STFT output (Equation 3), aligning with the third step of the standard MFCC procedure.

Next, we generate triangular filters (Equation 5), placing them according to our custom list

of center frequencies determined earlier. The application of a logarithm base ten brings us

to the process’s final stage. We then perform a cosine transform (Equation 4) to extract the

13 commonly used MFCC coefficients, forming a matrix that concludes the preprocessing

steps. The resultant matrix, uniquely tailored to the dataset’s frequency range, epitomizes

our custom approach.
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5039Hz}

Figure 7: Visualization of Proposed Method

From figure 7, we initially compute the periodogram for each waveform to ascertain

the spectrum’s power density over various frequencies. After this computation, we under-

take the task of identifying the predominant frequencies within each periodogram. This is

accomplished by first locating the peaks within the power spectral density data, where we

select a subset of the highest peaks by sorting the power density values and retaining the top

500 for further analysis. These peaks are then mapped back to their corresponding frequen-

cies. Following the identification of peak frequencies, our methodology involves sorting these

frequencies based on their power density values, ensuring that we prioritize frequencies with

higher power densities for subsequent filtering. This prioritization is crucial for isolating the

most significant frequencies from the spectrum.

To further refine our frequency selection, we use a filtering method that ensures

there’s a minimum gap of 100 Hz between any two frequencies in our final list. This is crucial

for avoiding frequency overlap and for capturing a wide range of significant frequencies across

the spectrum. However, if we struggle to find enough frequencies that are 100 Hz apart, we

gradually reduce this gap by 10 Hz at a time and try again. This flexible strategy helps us

find the right balance between having a sufficient number of frequencies and keeping them

adequately spaced.

We repeat this adjustment process until we have a list of 20 distinct frequencies that

adhere to our spacing criteria. Once identified, these frequencies are organized to simplify

further examination or comparison. The result is a carefully chosen list of 20 key frequencies,

18



each selected from the wider spectrum and spaced according to an adjusted gap that ensures

a thorough and diverse frequency representation. This method guarantees that we capture

an array of frequencies that accurately reflects the waveform’s spectral properties.

3.3.3 Pitch Shifting

The pitch shifting process is a sophisticated audio processing technique designed

to modify the pitch of an audio signal while maintaining its original duration. This section

delves into both the implementation and the conceptual foundation of pitch shifting. Al-

though this step is not mandatory for the overall process, it demonstrates the effectiveness

of a custom filter bank at higher frequencies compared to the traditional MFCC approach,

highlighting its superiority in accommodating a broader frequency spectrum.

The core concept of pitch shifting involves transposing the audio signal to a higher

frequency, ensuring it remains below fs/2 to adhere to the Nyquist Theorem. This adherence

guarantees that there will be no loss of information or occurrence of aliasing. This process is

crucial for facilitating the application of custom filters across various frequencies, particularly

at higher frequencies. It effectively circumvents the conventional challenges faced when

implementing MFCC, which typically exhibit a denser distribution at lower frequencies and

become sparser at higher frequencies. This strategic approach enables a more balanced and

versatile frequency analysis by allowing for the optimized placement of a custom filter bank.

Specifically, it facilitates the concentration of filters at higher frequencies, ensuring a denser

and more effective analysis in these regions.

3.3.4 Custom MFCC function

The implementation of our Custom MFCCs Function parallels the traditional ap-

proach to computing MFCCs, but with a significant adaptation: rather than employing a

standard Mel Filter Bank, it incorporates a custom filter bank tailored specifically to our

19



predefined center frequencies. This modification allows for a more flexible and targeted anal-

ysis of audio signals, aligning the extraction process closely with our unique requirements

and objectives.

Windowing 
Data FFT

Custom 
Center 

Frequencies 
Computation

log base 10 DCT

Figure 8: Process of Custom MFCC Computation

In the initial phase of our custom MFCC computation, we apply a Hamming win-

dow to the signal, adhering to standard practices in terms of window and overlap sizes.

Subsequently, the windowed signal is transformed into the frequency domain via the Fast

Fourier Transform (FFT). Following this, a custom MFCC filter bank is employed to further

process the data.

Our custom MFCC function, designed for specialized audio processing, accepts an

audio signal and various parameters to compute the MFCC features. The function takes

in a custom array of center frequencies. This approach allows for the use of custom filter

banks that deviate from the standard Mel scale, providing flexibility in capturing frequency

characteristics important for specific applications.

For a custom filter bank, it maps the provided center frequencies to FFT bins,

constructs triangular filters around these bins, and applies these filters to the power spec-

trum of the audio signal. This results in a filtered spectrogram tailored to the provided

center frequencies. Finally, the function applies the Discrete Cosine Transform (DCT) to

the logarithm of the power at each filter, extracting the desired number of MFCC features.
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3.4 Machine Learning Model

Input Layer
Convolutional 

Layers(Conv1,Conv 2)
Batch Normalization 

Layers(bn1,bn2) Pooling Layer LTSM Layers(5) Fully Connected Layer

Figure 9: Model Layers illustration

In this paper, we present the integration of Convolutional Neural Networks (CNNs)

and Long Short-Term Memory (LSTM) networks, demonstrating a powerful methodology

for efficiently capturing both spectral and temporal features. This section introduces the

hybrid CNN-LSTM network, illustrating its effectiveness in audio signal processing.

The network comprises a total of six layers, including a CNN architecture with

two convolutional layers (conv1 and conv2), each accompanied by a corresponding batch

normalization layer (bn1 and bn2). Additionally, it features a single pooling layer (pool)

that is strategically applied twice, following each convolutional layer sequence. In LTSM

layers, we have 5 numlayers, there are few reasons that we choose 5 layers. A higher number

of LSTM layers enhances the model’s capacity for learning complex patterns in sequential

data. With 5 layers, the network is designed to capture deep temporal relationships within

the input.

Handling Long-term Dependencies: LSTM networks excel at learning long-term

dependencies. However, the complexity and span of these dependencies in the data may

necessitate multiple layers for effective capture. Utilizing 5 LSTM layers aims to improve the

network’s capacity to remember and utilize information from much earlier in the sequence,

which is crucial for high performance in many sequential modeling tasks.

Enhanced Feature Extraction: Within a hybrid model comprising both CNN and

LSTM components, the CNN layers initially extract spatial or spectral features from the
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input data. The subsequent LSTM layers, particularly when numerous, are positioned to

refine and interpret these features within a temporal context, potentially leading to a more

nuanced understanding of the data.

During the forward pass, the input data first traverse the convolutional layers,

undergoing a series of transformations that extract relevant spectral features. These features

are then temporally analyzed by the LSTM layers, capturing the dynamic characteristics of

the audio signal over time. The output of the last LSTM layer is then passed to a fully

connected layer, which outputs the final classification results.
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4 Experimental Setup and Implementation

4.1 Dataset

This section elaborates on the datasets utilized in our research, including the Res-

piratory Sound Database, the RAVDESS (Ryerson Audio-Visual Database of Emotional

Speech and Song), and the DonateACry dataset. Each dataset features multiple sound

classes. For example, the RAVDESS dataset[26] comprises 14 categories, encompassing a

diverse range of human emotional states such as neutral, calm, happy, sad, among others,

and contains a total of 7,356 files. This database is enriched by the contributions of 24 pro-

fessional actors (12 female and 12 male), who perform two lexically-matched statements in a

neutral North American accent, providing a rich variety of vocal expressions for analysis.The

DonateACry Corpus dataset[28] comprises recordings of baby crying sounds, categorized un-

der various conditions, including belly pain, burping, discomfort, hunger, and tiredness. In

respiratory sound database[27], it encompasses 920 annotated recordings, with durations

ranging from 10 seconds to 90 seconds. These recordings were collected from 126 patients,

culminating in a total of 5.5 hours of audio. This dataset includes 6,898 respiratory cycles,

among which 1,864 contain crackles, 886 feature wheezes, and 506 present both crackles and

wheezes. The dataset offers a diverse range of audio, from clean respiratory sounds to noisy

recordings that mirror real-world conditions. The demographic of patients covered is broad,

including children, adults, and the elderly, providing a comprehensive overview of respira-

tory sounds across different age groups. Additionally, we introduced the "Patient Health

Detection using Vocal Audio" dataset[29], which comprises vocal audio files of both healthy

individuals and patients diagnosed with specific vocal diseases. The collected audio files

encompass two distinct vocal disorders: Laryngocele and Presbylaryngis (formerly referred

to as Vox senilis), as well as recordings from individuals without any vocal ailments. This

database serves as a crucial resource for distinguishing between normal and pathological
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vocal patterns.

4.2 Package Descriptions of Python

In this project, we utilized a selected suite of Python libraries, each chosen for its

specific capabilities in facilitating various aspects of our computational experiments, from

data handling and preprocessing to model development and optimization.

• os: This library is utilized for navigating and manipulating the file system, facilitating

efficient data storage and retrieval processes critical to our experimental workflow.

• numpy (NumPy): A cornerstone for scientific computing in Python, NumPy sup-

ports high-performance operations on multi-dimensional arrays and matrices, serving

as the backbone for numerical computations across our data preprocessing and analysis

tasks.

• torch and its submodules (nn, nn.functional, optim, utils.data): PyTorch pro-

vides a comprehensive ecosystem for designing, training, and validating deep learning

models. Its dynamic computation graph, alongside a rich collection of neural network

layers, activation functions, and optimization algorithms, underpins the development of

our advanced neural network architectures. The DataLoader and TensorDataset util-

ities facilitate efficient data management and batching, essential for processing large

datasets during model training.

• librosa: Specialized for audio processing, librosa enables the extraction of sophisti-

cated features from audio signals, including time-frequency representations, crucial for

analyzing the spectral properties of our datasets.

• scikit-learn: Offers a wide array of machine learning tools. We employ algorithms like

KMeans for clustering, PCA for dimensionality reduction, and utilities for computing
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cosine similarity, enhancing our capability to explore and categorize high-dimensional

data effectively.

• matplotlib, seaborn: These libraries are employed for generating a variety of visu-

alizations to illustrate our findings, from simple line plots to complex, multi-faceted

statistical charts, enriching the interpretability of our results.

• umap: Facilitates dimensionality reduction for high-dimensional data visualization,

enabling us to uncover and interpret complex data structures through simplified, com-

prehensible representations.

• scipy: A broad collection of tools for scientific computing; specific functionalities such

as the Discrete Cosine Transform, optimization routines, and statistical models are

leveraged to process signals and fit models to our data rigorously.

• multiprocessing: Enhances computational efficiency by enabling parallel process-

ing capabilities, significantly accelerating the execution of computationally intensive

operations.

5 Results

This section presents the performing of our proposed custom MFCC compared to

the standard method. The custom MFCC method is designed with the premise that specific

center frequencies can yield a more accurate representation of audio signals for tiny machine

learning applications, where model performance and computational efficiency are crucial. In

order to test the results of Custom MFCC, we divided the dataset into train and test dataset

in a form of 80% of train and 20% test randomly. The research methodology involves design-

ing the custom MFCC function, selecting center frequencies based on signal characteristics,

and exploring the theoretical basis for these choices. This is aimed at improving the feature’s

ability to distinguish between different audio signals.
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It also presents how pitch shifting impacts the extraction of features using both the

custom and standard MFCC techniques. This aspect is crucial for applications requiring the

model to be resilient to variations in signal pitch.

The four datasets chosen for this study vary in audio characteristics to ensure

a comprehensive evaluation of the custom MFCC method’s effectiveness and robustness

compared to the standard approach.

5.1 Performance of Custom MFCC

In the examination of custom and conventional MFCC computation, pitch shifting

introduced as an important factor. Since, it helps us to understand altering the pitch of

input signal impacts the accuracy and reliability of feature extraction across both methods.

Pitch shifting, a common phenomenon in audio processing, can significantly impact the

performance of machine learning models, especially in applications where the audio input is

subject to variations in tone or frequency.

The Friedman test was conducted to compare the performance of custom Mel-

Frequency Cepstral Coefficients (MFCC) and conventional MFCC across datasets. The

Friedman test statistic was found to be 18.37, with a corresponding p-value of 0.0104. This

result indicates a statistically significant difference in MFCC performance between custom

MFCC and conventional MFCC across the datasets at a significance level of α = 0.05. To

systematically analyze the effect of pitch shifting on both methods, we applied pitch shifting

to all datasets.
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Figure 10: Custom MFCCs with Shift Comparing with conventional MFCC with Shift

From the figure 10, we analyze the performance of two different MFCC methods

applied across four datasets: Respiratory, DonateACry, VoiceHealth, and RAVDESS.

The figure compares Custom MFCC with Shift against a Normal shift method. The

y-axis is accuracy and x-axis is dataset. Respiratory (6 classes): The Custom MFCC with

pitch shifting achieves 75.4%, which basically maintains the same as conventional MFCC

of 74%. DonateACry (5 classes): Here, the Custom MFCC method scores 70.8%, whereas

the conventional approach has a much lower score of around 62%. VoiceHealth (3 classes):

The performance of the Custom MFCC method is 65.4%, outperforming the conventional

method’s score of around 63.4% by 2%. RAVDESS (14 classes): The Custom MFCC

method’s score is 85.2%, whereas the conventional method scores around 69.8%. Across

all datasets, the Custom MFCC with Shift method slightly outperforms the Normal MFCC

with Shift method. This indicates that the custom approach to implementing MFCC with

pitch shifting offers a slight advantage over the conventional approach, at least within the

context of these datasets. Pitch shifting as a data augmentation technique can help in cap-

turing a wider variety of features by simulating different pitch levels, which might not be

present in the original data and cannot be capture by conventional MFCC method. This

could explain the improved performance, as the model trained with the custom MFCC with

pitch shifting method is likely more robust and generalizes better across varied audio samples.
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5.1.1 Respiratory Dataset

Respiratory Dataset DonateACry Dataset

Figure 11: Performance of Custom MFCCs conventional MFCC

From figure 11 Respiratory Dataset, the diagram is computed using 5 run results

from both method. The Custom MFCC pitch shift has a slightly higher median score

than the conventional MFCC pitch shift, indicating that it generally scores higher. The

interquartile range (IQR), which is the range of the middle 50% of the data, is similar for

both methods, suggesting similar variability in scores across the runs. There are no outliers

for either method, which implies that all runs are within an expected range without extreme

variations. The plot suggests that while both methods perform similarly, the Custom MFCC

method with pitch shift has a slight edge in terms of median performance on the Respiratory

dataset.

5.1.2 DonateACry Dataset

Figure 11 DonateACry Dataset demonstrates that the Custom MFCC pitch shift

method exhibits a broader variability and an extended range of values, highlighted by a no-

table escalation towards higher values within the dataset. This suggests that while Custom
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pitch shifts vary more extensively, they align with a superior accuracy score. Conversely,

the conventional MFCC pitch shift dataset is characterized by a more constrained distribu-

tion, indicating a more uniform collection of pitch shift values, albeit associated with lower

accuracy scores.

5.1.3 VoiceHealth Dataset

VoiceHealth Dataset RAVDESS Dataset

Figure 12: Performance of Custom MFCCs conventional MFCC

From figure 12 VoiceHealth, it suggests that the Custom MFCC pitch shift dataset,

although showing a slightly wider range of values compared to the conventional MFCC pitch

shift, indicates a balanced spread around the median, reflecting a moderate level of variability.

Conversely, the conventional MFCC pitch shift presents a highly concentrated distribution,

pointing towards a consistent performance with minimal deviation among its values. It

means that the Custom MFCC score a higher accuracy, although it’s wider comparing to

conventional MFCC, which is denser but score a lower accuracy.
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5.1.4 RAVDESS Dataset

From figure 12 RAVDESS Dataset, it suggests that Custom MFCC pitch shift

method propensity towards higher values with a modest range, indicating a focused yet

slightly varied performance. Conversely, the conventional MFCC pitch shift presents a more

uniform distribution, characterized by its narrow spread and lower pitch shift values, sug-

gesting a consistent performance with less variability.

5.2 Effects of pitch shifting

In this subsection, we focus on the comparison between custom MFCC computation

and the conventional approach, specifically excluding pitch shifting. Pitch shifting, while

significant in audio processing for its effects on model performance due to tone or frequency

variations, is not considered in this analysis. Here, the examination centers on understanding

the impact of excluding pitch shifting on the accuracy and reliability of feature extraction

within both custom and conventional MFCC methodologies. This approach allows us to

isolate and evaluate the core differences and efficiencies of each method in processing audio

signals without the influence of pitch variations. By understanding these aspects, the section

aims to shed light on the fundamental characteristics of custom MFCC versus conventional

MFCC computation and their implications for machine learning algorithms in audio data

analysis, directing towards the advancement of audio processing techniques that do not rely

on pitch adjustment.
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Figure 13: Custom MFCCs Comparing with conventionalMFCC

Figure 13 presents a comparison between Custom MFCC and conventional MFCC

calculations across four distinct datasets. In the Respiratory dataset, accuracy levels are

nearly identical, with conventional MFCC at 72% and Custom MFCC slightly lower at

71.4%. The DonateACry dataset demonstrates a 3% improvement in accuracy with Cus-

tom MFCC over the conventional method. The VoiceHealth dataset reveals a significant

enhancement in performance with Custom MFCC, attributable to two main factors: firstly,

the dataset’s complex vocal sounds, crucial for health diagnostics, contain subtle variations

more effectively captured by the Custom MFCC, which is likely optimized to extract nu-

anced health-related features. Secondly, the dataset’s limited number of classes (three)

necessitates high precision to accurately differentiate between closely related health sound

categories. Lastly, the RAVDESS dataset shows a 6.8% increase in accuracy with Custom

MFCC compared to conventional MFCC, highlighting the effectiveness of the custom method

across diverse audio analysis tasks."
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5.2.1 Respiratory Dataset

Respiratory Dataset DonateACry Dataset

Figure 14: Performance of Custom MFCCs conventional MFCC without pitch shift

From figure 14 Respiratory Dataset, the Custom MFCC method demonstrates a

wider spread in its performance outcomes, suggesting a potential for both higher and lower

results but with a tendency towards the median being at the lower end of the range. On

the other hand, the conventional MFCC method shows a more consistent set of outcomes,

with a narrower range of variability, indicating a steady performance across different metrics.

This consistency could imply a more predictable and reliable performance, albeit with less

potential for reaching the higher outcomes observed in the Custom MFCC method.

5.2.2 DonateACry Dataset

From figure 12 DonateACry Dataset, these results indicate that the Custom MFCC

non pitch shift method has a tighter quartile spread and a smaller range of values considered

non-outliers, suggesting a more concentrated set of values around the median. The conven-

tional MFCC non pitch shift method shows a wider quartile spread and a broader range of

non-outlier values, indicating more variability in the data. The presence of the same value
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for the median and Q3 in the conventional dataset suggests a skewed distribution with a

cluster of high values.

5.2.3 VocieHealth Dataset

VocieHealth Dataset RAVDESS Dataset

Figure 15: Performance of Custom MFCCs conventional MFCC without pitch shift

From figure 14 VocieHealth Dataset, these results for the reduced datasets indicate

a narrower range of values for both datasets compared to the original ones, with a more

concentrated set of values around the median for the Custom MFCC non pitch shift. The

conventional MFCC non pitch shift dataset shows a significant range between the whiskers,

indicating variability but with a more consistent spread around the median than in the

original dataset. The reduced Custom MFCC pitch shift dataset shows a very tight quartile

spread, suggesting very little variation among most of its values.

5.2.4 RAVDESS Dataset

From 15 RAVDESS Dataset, it shows that the Custom MFCC method displays

a greater potential for high performance but with a risk of more significant variability. In
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contrast, the conventional MFCC method offers a more consistent set of outcomes, with less

extreme highs and lows. This analysis is crucial for decision-making in applications where

the choice between potential high performance and consistency needs to be balanced based

on the specific requirements and tolerances of the task at hand.

5.3 Analysis between both methods including pitch shift variants

Comparing the Custom MFCC and conventional MFCC methods, including their

pitch shift variants, reveals distinct patterns in terms of performance variability, consistency,

and potential accuracy.

Performance Variability: The Custom MFCC method, across the datasets an-

alyzed, typically shows a wider range of performance metrics, as indicated by broader in-

terquartile ranges (IQR) and whisker spans. This suggests that the Custom MFCC method

can achieve higher performance peaks but also exhibits a greater variability. In contrast, the

conventional MFCC method demonstrates a narrower range of performance, suggesting more

consistent outcomes across different scenarios but with a potential limitation in reaching the

high scores observed in the Custom MFCC method.

Potential Accuracy and Performance Peaks: When examining the potential

for achieving higher performance metrics, the Custom MFCC method often displays the

capacity for superior accuracy, as seen in the datasets where higher maximum values were

recorded. This suggests that under the right conditions or with the appropriate tuning, the

Custom MFCC method could be optimized to achieve exceptional results, outperforming the

conventional method.
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6 limitation

The limitations of this method can adversely affect its performance, accuracy, and

cost. By computing the predominant frequencies of each audio wave and applying them

as templates across the entire dataset, the method may become computationally expensive.

This is particularly evident as the balance between accuracy and cost shifts; achieving higher

accuracy results demands significantly more computational resources. Additionally, a par-

tial dataset may not adequately represent certain sound files, compromising effectiveness.

Moreover, the approach of computing representative frequencies for each audio file carries

the risk of including noisy files. This could result in a low Signal-to-Noise Ratio (SNR),

thereby negatively impacting the accuracy of the predominant frequencies identified.

7 Conclusion

In this paper, we explore an innovative approach to enhancing audio classifica-

tion by customizing MFCC processing, particularly for applications in health monitoring

and technology. Our methodology emphasize the computation of custom MFCCs that bet-

ter represents specific characteristics of the datasets in question, compared to conventional

MFCC computation methods. This customization is based on calculating periodograms to

identify predominant frequencies and creating a tailored filter bank, thereby overcoming the

limitations of the logarithmic scale distribution in conventional MFCCs.

The results of our experiments across various human-related audio datasets demon-

strated a significant improvement in classification accuracy when utilizing pitch-shifted audio

samples. This underscores the custom MFCC’s superior capability in handling human sound

variations, thereby enhancing the performance of audio classification systems.

However, our methodology is not without limitations. The computation of custom
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MFCCs can be more computationally expensive than conventional methods. Additionally,

our approach’s effectiveness is partially dependent on the selection of representative frequen-

cies, which may not always perfectly capture the nuances of certain audio files, especially in

the presence of noise.

In conclusion, this thesis introduces a method that improves audio classification

systems using custom MFCC processing. This method shows promise for enhancing sound

analysis technologies, including health monitoring and environmental sound classification.

Future research may focus on making custom MFCC computation more efficient and appli-

cable to more audio analysis areas.
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