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ABSTRACT 

The characterization of the WELL3 detector, a well-type detector, at Pacific Northwest National 

Laboratory (PNNL) is an important and necessary capability for performing high-precision, low-

intensity radio-isotope measurements. The characterization of the WELL3 detector provided the 

Advanced Radio-Emission Spectroscopy (ARES) team with another detector to analyze and obtain 

data for weak radioactive isotopes. A benchmarked calibrated and characterized model of the 

WELL3 detector was created using the CERN C++ particle simulation framework GEANT41 with 

a PNNL developed utility, the Geant4-Cascade Summing Correction tool2. This benchmark was 

constructed by conducting quantitative intercomparison of the modeled and measured detector 

response to a National Institute of Standards & Technology (NIST) traceable mixed gamma 

standard mix 7503 from Eckert & Zeigler and a medical isotope standard of Molybdenum-99 (Mo-

99) from the National Physical Laboratory. The mixed gamma standard, NIST traceable measured 

detection efficiency, was used to optimize the model parameters before conducting an independent 

validation using the Mo-99 standard. A comparison of peak ratios was performed between the 

measured and simulated spectra of Mo-99 to analyze the accuracy of the decay cascade summing 

probabilities predicted by the model. From the counted Mo-99 sample the half-life (T1/2) was 

obtained for each relevant gamma ray energy lines and compared against the Evaluated Nuclear 

Structure Data Files (ENSDF) available from the National Nuclear Data Center. The analysis of 

the true-coincidence summing (TCS) corrections of the Mo-99 response from the benchmarked 

model show large corrections were made to simulate the spectrum from Mo-99 on WELL3. The 

future work will encompass further optimization of the calibrated detector model on GEANT4 

with G4CSC. The current characterization of the WELL3 detector shows promise for the counting 

of Tb-161, an important nuclide in medical physics. Overall, the characterization of the WELL3 

detector at PNNL now provides the ARES team a new capability for the high-efficiency detection 

of weak samples. 

  

 
1 S. Agostinelli et al., “Geant4—a simulation toolkit,” Nuclear Instruments and Methods in Physics Research 

Section A: Accelerators, Spectrometers, Detectors and Associated Equipment, vol. 506, no. 3, pp. 250–303, Jul. 

2003, doi: 10.1016/S0168-9002(03)01368-8. 

2 B. Pierson, B. Archambault, A. Hagen, and C. Soren, “G4CSC.” Accessed: Nov. 30, 2022. [Online]. Available: 

https://gitlab.pnnl.gov/ares/g4csc 
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SUMMARY 

Introduction 

 A well-type high purity germanium (HPGe) detector has the capability to place samples 

inside the detector. This distinct characteristic results in a high detection efficiency for the activity 

measurement of gamma ray emissions from the decay scheme of a radioactive sample. This 

detector is the most sensitive form of the HPGe detector since provides the maximum feasible 

sensitivity for weak samples of radioactive isotopes. The characterization of the WELL3 detector, 

a well-type detector, at Pacific Northwest National Laboratory (PNNL) is important to provide the 

capability of a well-type detector for sample analysis. Overall, the characterization of the WELL3 

detector at PNNL provides the Advanced Radio-Emission Spectroscopy (ARES) team with 

another detector to analyze and obtain data for a wide range of radioactive isotopes. 

Experimental Description 

A calibration sample was obtained to start the process of the characterization of the WELL3 

detector. The calibration sample was then counted on the WELL3 detector. A benchmarked 

calibrated and characterized model of the WELL3 detector was created using GEANT4[1, p. 4] 

software. The process was based on creating an optimized detector model using the instrument 

specifications sheet from the manufacturer and physical measurements taken in the laboratory. 

With the benchmarked model of the WELL3 detector, Molybdenum-99 (Mo-99) was simulated to 

produce a spectrum of the detector model response. A single-isotope nuclide gamma standard of 

Mo-99 was counted on the WELL3 detector over ~40 days to produce 26 resulting spectra. Over 

10 half-life (T1/2) occurred over the counting period. The T1/2 was obtained for each relevant 

gamma ray energy line and compared against the National Nuclear Data Center’s Evaluated 

Nuclear Structured Data File (ENSDF) value available. A comparison of relevant nuclear data was 

performed between the measured and simulated spectra of Mo-99. The peak area of the measured 

spectrum and bin counts of the simulated spectrum were compared as peak ratios to analyze the 

accuracy of the benchmarked detector model. An analysis of the true-coincidence summing (TCS) 

corrections was performed, based upon measuring geometry, detector dimensions and the decay 

scheme of the radioactive isotope. 
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Initial WELL3 Detector Model 

Once the input script to the detector modeling software was complete with detector 

measurements and required nuclear data of the calibration isotopes, it was then modeled to produce 

a representation of the measured spectrum. Iterative comparisons between the overall detection 

efficiency of the measurement and simulated detector models were performed to find an optimized 

representation of the detection system. Model estimates derived from the manufacturer 

specification sheet, detailed in Appendix B, indicated the detector model was inadequate since the 

overall detection efficiency did not match between the simulated and the measured data. The 

calibration and characterization of the detector model was not complete, therefore multiple 

iterations with adjustments to detector dimensions were performed using GEANT4 with G4CSC. 

Benchmarked WELL3 Detector Model 

The creation of a benchmarked detector model required adjustments to the can gap, dead 

layer thickness and sample placement from educated predictions for the detector response. The 

process method described previously to produce the detector model response of the calibration 

sample was performed. A comparison between the overall detection efficiency of the measured 

and simulated detector model was performed. The analysis indicated the initial detector model 

under-estimated the inner dead-layer thickness and sample positioning. After making several 

adjustments the model was effectively benchmarked by demonstrating good agreement between 

the measured detector efficiency and simulation. The WELL3 detector was deemed effectively 

characterized through this comparison and was then used in the analysis of the Mo-99 radioactive 

isotope. 

Mo-99 Comparison Analysis 

A single-isotope gamma standard of Mo-99 was obtained from the National Physical 

Laboratory and counted on the WELL3 detector at PNNL. The sample was counted for 

approximately 40 days, where over 10 T1/2 occurred during that period. The sample counting 

resulted in 26 spectra which were analyzed using the Mirion Genie2000 software. The measured 

spectrum of Mo-99 was also generated using the benchmarked detector model for comparison to 

the measured results. The peak area of the measured spectrum and bin counts of the simulated 

spectrum were compared as peak ratios to analyze the accuracy of the benchmarked detector 

model. The inter-comparison of the peak ratios showed adequate agreement. The predicted true-
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coincidence summing corrections for Mo-99 counting derived from the benchmarked model show 

large corrections were necessary to accurately quantify Mo-99 using a well-type HPGe detector as 

expected.  

T1/2 Analysis of Mo-99 

An analysis of T1/2 was performed for the mixed gamma sample of Mo-99 using the 

WELL3 detector at PNNL. The sample was counted for ~40 days, where over 10 T1/2 occurred 

during that period. The sample counting resulted in 26 spectra which were analyzed using the 

Mirion Genie2000 software, with regions of interest from ~40keV to ~1200keV. The Genie200 

software was used for peak analysis of all single and complex spectral features. After the peak 

fitting was complete, the T1/2 at each significant gamma ray energy line was calculated. Overall, 

the disadvantages of peak summing in the WELL3 detector make it less than ideal for the 

measurement of Mo-99, nevertheless, the T1/2 isotope was accurately measured and agreed well 

with the known published value while also serving as an excellent test reference for the consistency 

performance of the WELL3 detector at PNNL. 

Conclusion 

The characterization of the WELL3 detector was performed with a mixed gamma standard 

and a single-isotope standard of Mo-99. To calibrate the WELL3 detector, a benchmarked model 

was created using GEANT4 and G4CSC. Future work will encompass further optimization of the 

calibrated detector model on GEANT4 with G4CSC. The current characterization of the WELL3 

detector shows promise for the counting of Tb-161 an important nuclide for emerging medical 

physics studies. Overall, the characterization of the WELL3 detector at PNNL now provides the 

ARES team a new capability for the high efficiency counting of weak radioisotopes. 
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NOMENCLATURE  

ARES – Advanced Radio-Emission Spectroscopy  

CERN C++ - Analyzing petabytes of data, scientifically for high energy physics   

ENSDF – Evaluated Nuclear Structured Data File 

GEANT4 with G4CSC - Toolkit for the simulation of the passage of particles through matter 

HPGe – High Purity Germanium  

keV – kiloelectronvolts 

Mo-99 – Molybdenum-99 

NIST - National Institute of Standards and Technology 

PNNL – Pacific Northwest National Laboratory  

ROI – Region of Interest 

sec – seconds 

TCS – True Coincidence Summing 
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1.0 INTRODUCTION 
 A high purity germanium (HPGe) detector provides a researcher with reliable information 

to accurately identify radioactive isotopes based on passive gamma ray emissions from the decay 

scheme. A HPGe detector requires the sample to be placed on top, while a well-type HPGe detector 

has the capability to place samples inside the detector. This distinct characteristic results in high 

detection efficiency for the activity measurement of gamma ray emissions from the decay scheme 

of a radioactive isotope sample. A well-type detector can be considered one of the more sensitive 

forms of an HPGe detector since it is capable of achieving very high counting efficiency. 

 

Figure 1. General model of a HPGe Well-type detector3 

The characterization of the WELL3 detector, a well-type detector, at PNNL is important to 

provide the capability and usability of a well-type detector for samples. The Advanced Radio-

Emission Spectroscopy (ARES) team at Pacific Northwest National Laboratory (PNNL) wants to 

maintain a broad range of detectors to measure relevant radioactive isotopes. The ability to detect 

low- and high-activity samples is needed by the Advanced Radio-Emission Spectroscopy (ARES) 

team to support research & development at PNNL. However, a disadvantage to the WELL3 

detector is that it is most difficult to use for quantitative analysis due to complex detector physics 

effects induced by nested nuclear decay chains. This type of analysis is a technique that uses 

 
3 Carvalho Conti, C. (n.d.). Schematic figure of HPGE well detector cross section. Research Gate. Retrieved July 18, 

2022, from https://researchgate.net/figure/Schematic-figure-of-HPGe-well-detector-cross-section_fig1_265109579  
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mathematical and statistical modeling, measurement, and research to understand the behavior of 

the samples. Overall, the characterization of the WELL3 detector at PNNL provides the ARES 

team with another detector to analyze and obtain data for weak samples. 

2.0 EXPERIMENTAL DESCRIPTION 

A calibration sample was obtained to start the characterization process of the WELL3 

detector. A National Institute of Standards and Technology (NIST) traceable standard was 

obtained. The ARES team created a secondary standard derived from the primary standard mixture 

received from the Eckert & Zeigler. Production of internal secondary standards at PNNL is 

facilitated by the Analytical Support Operations service center which maintains a HASQARD 

compliant quality assurance program. The calibration sample was then counted on the WELL3 

detector.

  A benchmarked calibrated and characterized model of the WELL3 detector was created 

using GEANT4 modeling software. The process was based on creating an optimized detector 

model starting from the detector vendor specification sheet from the manufacturer, detailed in 

Appendix B, and physical measurements taken in the lab. Once all required measurements were 

obtained, it was applied to the model. The detector and calibration source model were created to 

predict the spectral response of the instrument for comparison to measurements. The detector 

spectral response was predicted for each isotope in the standard and combined using the data 

analysis framework CERN C++. The combined simulated spectrum and efficiency were used to 

evaluate the accuracy of the model. 

 A single nuclide gamma standard of Molybdenum-99 (Mo-99) was counted on the WELL3 

detector over approximately 40 days to produce 26 spectra. Over 10 half-lives (T1/2) occurred 

during the counting period. Each spectrum was analyzed using Mirion’s Genie2000 software for 

peak fitting of the relevant gamma ray energy lines produced by the sample. The T1/2 was obtained 

for each relevant gamma ray energy lines and compared against the Evaluated Nuclear Structured 

Data File (ENSDF) value.  

 A comparison of relevant nuclear data was performed between the measured and simulated 

spectra of Mo-99. The peak area of the measured spectrum and bin counts of the simulated 

spectrum were compared as peak ratios to analyze the accuracy of the benchmarked detector 
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model. An analysis of the true-coincidence summing (TCS) corrections was also performed based 

upon measuring geometry, detector dimensions, and the decay scheme of the radioactive isotope. 

TCS occurs when two or more photons are emitted from the decay scheme from the same decay 

of the radioactive isotope and subsequently detected simultaneously within the resolving time of 

the detector. This phenomenon occurs prolifically within well-type HPGe detectors and required 

to correct measurement data from such instruments.  

3.0 INITIAL WELL3 DETECTOR MODEL 

3.1 GEANT4 Modeling with G4CSC Response 

The data required for the GEANT4 script input included the detector type, detector name, 

position in space (x, y, and z coordinates), rotation in space (ϕ and θ), hole depth, hole diameter, 

inner dead layer, outer dead layer, detector diameter, detector length, detector bevel radius, 

detector can gap, can thickness, can diameter, can material, and manufacturer. The script required 

the measurements and characteristics of the sample as well – sample name, position in space, 

rotation in space, source diameter, container diameter, container base thickness, source height, 

source material, and container material. Once the input script was complete, it was then run with 

the GEANT4 software to produce the initial detector model.  

 

Figure 2. Initial WELL3 detector model with GEANT4 

 An input script that contained the relevant nuclear data of the 12 radioactive isotopes in the 

calibration sample was used to estimate the detector response. The contents of this standard 
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included Co-60, Pb-210, Am-241, Te-123m, Cd-109, Co57, Sn-113, Sr-85, Mn-54, Y-88, Zn-65, 

and Cs-137. After the script was run through the appropriate software, individual spectra of each 

calibration isotope were produced. For each spectrum, the gamma ray energy line with the largest 

bin count was extracted and scaled appropriately into a resulting spectrum of the calibration sample 

utilizing CERN C++. The scaling was based upon the ratio of the bin count in the simulated 

spectrum to the peak area in the measured calibration sample spectrum. The process was done for 

each of the 12 radioactive isotopes of the calibration sample. 

 

 

Figure 3. Initial simulated gamma-ray energy line spectrum of calibration sample from CERN C++ 

3.2 Comparison of Measured vs. Simulated Response 

A comparison between the overall detection efficiency of the measured model and 

simulated detector model was performed. The appropriate files which provided the overall 

detection efficiency at the relevant gamma ray energy lines were obtained for analysis. A scatter 

plot was created in Excel® to show the overlapping of the measured and simulated response.  
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Figure 4. Overall Detection Efficiency vs. Energy (keV) 

 

Figure 5. ln ln(Overall Detection Efficiency) vs. Energy (keV) 

The scatter plots indicate the detector model was inadequate since the overall detection efficiency 

did not match between the simulated and the measured data. The two data sets show minimal 

overlapping further verifying the previous statement. The calibration and characterization of the 
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detector model required multiple iterations with adjustments to multiple detector dimensions to 

obtain good agreement between the modeled and measured efficiency. 

4.0 BENCHMARKED WELL3 DETECTOR MODEL 

4.1 GEANT4 Modeling with G4CSC Response 

The creation of a benchmarked detector model required adjustments to the can gap, dead 

layer thickness and sample placement using expert judgement and additional measurements. A 

thicker dead layer and an increased sample placement height was the result to create the 

benchmarked detector model. The dead layer thickness and can gap were unknown since they were 

measurements not initially recorded when the WELL3 detector was made. The sample placement 

needed educated predictions since the sample is placed in a plastic bag when inserted into the 

detector hole. The plastic bag creates uncertainty to where the sample is placed inside the hole. 

The benchmarked dimensions of the detector model were inputted into the script and run using 

GEANT4 with G4CSC to produce the calibration sample response. 

 

Figure 6. Benchmarked WELL3 detector modeled with GEANT4 

The process method described above in Section 3.1 to create the resulting spectrum of the 

calibration sample from the benchmarked model utilizing CERN C++ was repeated.  
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Figure 7. Benchmarked simulated gamma-ray energy line spectrum of calibration sample from CERN 

C++ 

4.2 Comparison of Measured vs. Simulated Response 

A comparison between the overall detection efficiency of the measured model and 

simulated detector model was performed. The appropriate files which provided the overall 

detection efficiency at the relevant gamma ray energy lines were obtained for analysis. A scatter 

plot was created in Excel© to show the overlapping of the measured and simulated response. 

 



Alonzo 8 

 

 

Figure 8. Overall Detection Efficiency vs. Energy (keV) 

 

Figure 9. ln ln(Overall Detection Efficiency) vs. Energy (keV) 

The scatter plots indicate the detector model was effectively benchmarked based on the good 

comparison between the overall detector efficiency of the measured and simulated data. The 

WELL3 detector was deemed effectively characterized through this comparison and validation 

was performed using as separate set of metrics and a different source. 
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5.0 MO-99 COMPARISON ANALYSIS 

5.1 Mo-99 Counted on WELL3 

A single nuclide gamma standard of Mo-99 was obtained to be counted on the WELL3 

detector at PNNL. The sample was counted for approximately 40 days, where over 10 T1/2 occurred 

during that period. The sample counting resulted in 26 spectra which were analyzed using the 

Mirion Genie2000 software, with regions of interest (ROI) spanning ~40keV to ~1200keV. 

 

Figure 10. A spectrum the first count of Mo-99 from WELL3, displayed by the Mirion Genie2000 

 A simulated response of Mo-99 on the benchmarked detector was obtained using the input 

script described in Section 4.1, including the required nuclear data of Mo-99. A simulated response 

with TCS corrections was produced using GEANT4 with G4CSC.  

5.2 Mo-99 Simulated Response on Benchmarked Model 

A simulated response of Mo-99 on the benchmarked detector was obtained using the input 

script described in Section 4.1, including the required nuclear data of Mo-99. A simulated response 

with TCS corrections was produced using GEANT4 with G4CSC. 
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Figure 11. A simulated spectrum of Mo-99 produced with the benchmarked model, displayed by CERN 

C++ 

5.3 Comparison of Mo-99 Measured vs. Simulated Response 

The comparison required obtaining data from measured counts of Mo-99 on WELL3 and 

the simulated response of Mo-99 on the benchmarked model. For an in-depth analysis, measured 

counts of Mo-99 had to meet the following requirements – contained all the significant gamma ray 

energy lines and was chosen at different times of counting. The spectrum of counts 1, 2, 3 and 12 

were compared against the simulated Mo-99 response, using a peak ratio comparison.  

 The peak area of the measured spectrum and bin counts of the simulated spectrum were 

compared as peak ratios to analyze the accuracy of the benchmarked detector model. To compare 

the peak ratios, the peak areas/bin counts of interest corresponded to the following gamma ray 

energy lines: 40.52, 181.1, 366.5, 528.6, 739.5, 778.1, 880.0, and 920.6 keV. The 739.5 keV 

gamma ray energy line was used for reference during the calculation of the peak ratios for each 

spectrum of interest, referenced in the equation below. 

𝑝𝑒𝑎𝑘 𝑟𝑎𝑡𝑖𝑜 =  
𝑐𝑜𝑢𝑛𝑡𝑛

𝑐𝑜𝑢𝑛𝑡739.5𝑘𝑒𝑉
  [1] 
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Table 1. Comparison of measured and simulated peak ratio to the main gamma ray energy line at 739.5 

keV 

 Gamma 

Ray 

Energy 

Line 

(keV) 

40.52 181.1 366.5 528.6 739.5 778.1 880.0 920.6 1004.0 

1 - 0.2450 0.4105 0.5723 0.01928 1* 1.036 0.4760 0.7280 0.00796 

2 - 0.2280 0.3950 0.5750 0.01870 1* 0.9770 0.4400 0.6720 0.00793 

3 - 0.2250 0.3840 0.5570 0.01940 1* 0.9810 0.4500 0.6990 0.00737 

12 - 0.2240 0.3830 0.5640 0.02020 1 0.9940 0.4570 0.6990 0.00710 

Sim. - 0.1370 0.3949 0.5941 0.01803 1* 1.034 0.6341 0.8604 0.00830 

An analysis of the calculated peak ratios showed adequate agreement for the most intense 

gamma-ray emissions, but some discrepancy was observed for the more uncertain gamma-lines 

(880, 920.6, and 1004 keV). A clear discrepancy at 40.52 keV is likely the by-product of errors in 

the model dead-layer but could possibly point to issues in the decay feeding of this gamma-line.  

 The final analysis between the simulated response of Mo-99 was based on the TSC 

corrections obtained from the data file produced from GEANT4 with G4CSC. 
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Table 2. Measured activity from Mo-99 detector model response with TCS corrections 

Gamma Ray Energy Line (keV) TCS Corrections 

40.47 0.1137 

140.4 0.3664 

158.8 0.1765 

181.1 0.3669 

366.4 0.9862 

528.6 1.074 

739.6 0.2339 

778.0 1.002 

The analysis of the TCS corrections of the Mo-99 response from the benchmarked model 

show large corrections were made to simulate the spectrum from Mo-99 on WELL3. If the TCS 

corrections were small, the numbers would be closer to 1, indicating less corrections were done. 

However, most gamma ray energy lines show a large TCS correction factor. For low energy 

samples in combination with another photon, the TCS corrections are more pronounced for a 

detector that has a high efficiency for low energy photons, like a well-type detector. If TCS 

corrections were not corrected for, the activity of the sample could be over- or underestimated.  

6.0 T1/2 Analysis of Mo-99 

An analysis of T1/2 was performed for the mixed gamma sample of Mo-99 using the 

WELL3 detector at PNNL. The sample was counted for approximately 40 days, where over 10 

T1/2 occurred during that period. Peak fitting required careful analysis of the spectral features in 

the Mo-99 spectra. The insignificant peaks that did not match criteria were had to be removed as 

well. To further improve peak fitting, some ROIs of the peaks were adjusted to the correct region 

for the peak. The technique was used to clean up the inconsistency of the peaks in the spectrum 

due to the complexity and overlap in the spectrum from TCS effects. Another factor that 

contributed to complex peaks was peak summing, a phenomenon that occurs when only one 

detector is used; the detector will sum together two peaks to create random “sum peaks.”  
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 After the peak fitting was complete, the T1/2 at each significant gamma ray energy line was 

calculated. The following data was needed from each count to perform the T1/2 calculation: energy 

(keV), net peak area, realtime (sec), livetime (sec), and the time difference based on the initial 

count. The data needed to be analyzed for each count to ensure the proper net peak area was chosen 

for the corresponding gamma line. 

 

Figure 12. T1/2 comparisons with the corresponding gamma ray energy lines 

The ENDF value, 65.924 hours, is shown on the graph which compares well to the T1/2 

calculated at 142 keV. The T1/2 obtained at 142 keV, 65.990 +/- 0.0733 hours, shows comparability 

to the ENDF value, verified by the smallest standard deviation, which is within 1σ of the ENDF 

value. The average T1/2 calculated for the significant gamma ray energy lines compares relatively 

well to the ENDF value at 65.888 +/- 0.246 hours. Overall, given the disadvantages of peak 

summing in the WELL3 detector it is not ideally suited for measuring the Mo-99 but the 

performance of the instrument over this protracted count period served as a test of the consistent 

reliable operation of this instrument. 
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7.0 CONCLUSION 

 The characterization of the WELL3 detector was performed with a mixed gamma standard of 

Mo-99. To calibrate the WELL3 detector, a benchmarked model was created using GEANT4 with 

G4CSC. The benchmarked model required adjustments of the can gap, increased dead layer 

thickness, and higher sample placement through educated predictions of the detector model 

response. A relevant piece of nuclear data for Mo-99 obtained by WELL3 was the T1/2 analysis. It 

was an adequate detector for the analysis however the variation can be attributed to the counting 

statistics and the peak fitting uncertainty.  

 The future work will encompass further optimization of the calibrated detector model on 

GEANT4 with G4CSC. This will require more iterations of educated predictions of the sample 

placement and crystal size. The current characterization of the WELL3 detector shows promise for 

the counting of Tb-161 which is a relevant nuclide to nuclear forensics and medical physics. The 

nuclide is also an important fission product for estimating the total fissions in experimental 

samples. Overall, the characterization of the WELL3 detector at PNNL now provides the ARES 

team a new capability for the high efficiency counting of weak samples, a capability not initially 

available.
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APPENDICIES 

Appendix A – Counted Samples 

 

                            Mo-99 Sample                                              Calibration Sample  
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Appendix B – Canberra Specification Sheet 
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Appendix C – WELL3 Detector 

  

                            WELL detector                                            Standard in WELL detector 
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Appendix D – GEANT4 with G4CSC Script File 
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Appendix E - T1/2 Raw Data Calculations 

Note – All rows with cells highlighted in RED are omitted from calculations 

 

Gamma ray energy line 42 keV 
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Gamma ray energy line 142 keV 
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Gamma ray energy line 160 keV 



Alonzo 23 

 

 

Gamma ray energy line 182 keV 

 

Gamma ray energy line 367 keV 
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Gamma ray energy line 528 keV 

 

Gamma ray energy line 741 keV 
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Gamma ray energy line 778.7 keV 

 

Gamma ray energy line 881 keV 
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Gamma ray energy line 922 keV 
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Gamma ray energy line 1005 keV 

 

Gamma ray energy line 1145 keV 
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Compiled T1/2 calculations 

 


