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Abstract

In this thesis, we explore computer simulation of communication systems, specif-

ically the selection of effective simulation methods for wireless channels. Computer

simulation of receiver behavior in various channels is important for understanding

the performance of a given system, and if it will meet the necessary reliability re-

quirements. However, some channel simulations are more difficult to implement

in software than others. This thesis addresses the methods which can be used to

implement these simulations based on the channel being implemented. We begin

by establishing a useful definition for simulation difficulty and consistent language

with which we can discuss simulation methods and difficulty across different chan-

nels. We then analyze a set of channels and identify correlations between the general

characteristics of channels and their corresponding simulation methods. Based on

this analysis, we obtain a set of complexity characteristics and create a framework

which can be used to guide the selection of simulation methods, identify simulation

challenges early on, and identify what would need to be altered to mitigate these

challenges.
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Chapter 1

Introduction

1.1 Motivation

Computer simulation of communication system receiver behavior in various channels

is important for understanding the performance of a given system, and if it will

meet the necessary reliability requirements. This research will focus on simulations

following a Monte Carlo approach [1]. For some channels, the standard method of

simulation is simple and effective. Take, for example, the estimation of the Bit Error

Rate (BER) curve of a given system in an additive white Gaussian noise (AWGN)

channel [2]. This is a relatively easy simulation to create and run, and does not

typically take a long time. Simply choose a range of noise levels of interest and test

uniformly spaced noise values along that range by generating AWGN samples for

each of those values, adding them to the signal, and checking the bits at the output.

This process can be repeated and averaged as many times as necessary to obtain

the desired curve smoothness and can be completed in a reasonably short amount

of time on a modern processor.

However, there are also channels for which the selection of simulation methods

and the implementation of the simulation are more difficult. One example is a chan-

nel which has multiple performance parameters. Say we want to model a simplified

Doppler rate of change effect, sometimes called Doppler rate or Doppler frequency

rate [3], a basic Doppler shift over time based on velocity and acceleration, between

two vehicles communicating with each other. Since the vehicles are both moving
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across 3D space, the paths which they can take with respect to each other are nearly

infinite. In addition, their speed and acceleration are variable. Despite the fact that

the actual model for a single Doppler shift is relatively simple, this type of channel

simulation presents a potential problem with simulation time constraints due to its

unbounded and multidimensional nature.

Another example of a potentially challenging channel to simulate is one where

there are “holes” in the performance curve, specific regions where the performance

is worse. When the performance of a receiver is still unknown, we generally test a

range of values and infer the “between” points to follow a curve. However, consider

the case of a receiver in a simple uniform phase noise channel [4] which performs

relatively poorly at specific values. If the typical simulation approach is taken by

simulating evenly distributed test points across a phase range of 0 to 2π, it is possible

that these holes will be missed. To detect these holes, the test points would have to

be close enough together, they must possess sufficiently high resolution. Given that

higher resolution testing will increase the simulation time, choosing the appropriate

resolution for the test points in given simulation is a nontrivial task.

Finally, consider the example involving a high-performance channel where the

BER is very low. In this case, it may take a significant number of simulation runs

to get the desired precision, since errors are so rare.

From these examples, we see that different types of channels pose varying levels

of challenge when implementing a simulation. However, while there are specific

examples of difficult channels, it is not immediately clear what exact properties or

characteristics lead to a given channel’s simulation simplicity or difficulty. During

the early research phase of this project, no existing research was found with respect

to generalized classification of simulation complexity, or aspects of channels which

would make them difficult to simulate. Most simulation methods discussed are very

2



specific and must be determined for each individual channel [5–10].

If these channels and simulation methods could be understood in a more general

sense, there exists the potential to apply knowledge of one channel simulation to

other channel simulations with similar characteristics. In addition, with this general

knowledge of characteristics, it may be possible to manipulate and transform difficult

channels to resemble simple channels, thus making them easier to simulate. In sum-

mary, this research asks the following questions: What makes simulations simple?

What makes them difficult? How can we make difficult simulations simpler?

The goals of this project are the following:

• Create a concrete and useful definition of simulation difficulty: This will clarify

the research questions and guide the subsequent steps.

• Establish unifying terminology to discuss simulation methods and complexity

across a range of different channels: This terminology is important because it

will allow consistent evaluation and comparison of channels during the analysis

process.

• Identify correlations between the general characteristics of channels and the

complexity of their simulation methods: The reason for identifying these char-

acteristics is because there may be the potential to leverage simulation meth-

ods across different channels which share these found characteristics. The

idea of manipulating these found characteristics to make channels with diffi-

cult simulation methods closer to channels with simple simulation methods is

also of interest. Additionally, these characteristics will form the basis for the

complexity framework.

• Create a framework to visualize and connect channel simulation characteristics

to their effects on simulation methods: This complexity framework can be used
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to identify simulation challenges early on and what would need to be altered

to mitigate these challenges.

Please note that, without the loss of generality, we will only be considering a few

channels to investigate, and a few existing simulation methods, to keep the scope

of the project reasonable. There are numerous other existing channels and simula-

tion methods than those discussed in this thesis. We will also not discuss channel

modeling or how to select a model but will instead focus solely on how to imple-

ment a simulation in software after a system and channel model have already been

selected. That is, given a system and a well-defined channel, how can we effectively

implement a computer simulation to test the system’s performance in the channel?

1.2 State of the art

The goal of this thesis is not to improve upon a single existing component of com-

munication system simulation, but rather to bridge the gap between multiple com-

ponents. By drawing connections between the various aspects of simulation, it will

be easier to determine how a given system and channel can be simulated and what

steps can be taken to simplify the simulation process. As such, this section will

focus on existing work in multiple aspects of simulation and discussion of existing

connections between these topics.

Simulation techniques:

The general approach for Monte Carlo (MC) simulation of communication sys-

tems has remained largely unchanged in recent years. There are a few accessible

books on the subject. In particular, [11] and [12] provide a thorough treatment of

communication system simulation and were very valuable in this project. There have

been many other publications on the topic of communication system simulation, but
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they often concern very specific approaches for simulation of a particular system or

channel, or selection of the appropriate model to use for a given system [13,14].

There is also content about methods for reducing simulation time. However, it

is seldom specified when these methods can or should be used, but rather how they

have been applied to specific systems.

Channel models:

Although this thesis will not focus on developing or selecting channel models,

some channel models will be discussed throughout, specifically with respect to the

simulation methods which can be used to implement these channels in a computer

simulation.

There is a substantial amount of information available about channel models.

There are channel models available for many different applications, such as AWGN,

multipath, phase offset, Doppler effects, various fading channels, and more. The

models themselves are generally well-defined. There is also an adequate amount of

discussion on how to choose an appropriate model for a given scenario. Despite the

fact that channel models are available and generally well-defined, we were unable to

find any existing publication that classified or discussed channel models with respect

to computer simulation methods specifically.

1.3 Challenges

Although simulation methods and channel models are both well researched inde-

pendently, the bridge between them is not always clear. Channel models exist, and

simulation methods exist, but we could not find any existing work which directly

linked the two in a general sense such that simulation methods could be identified or

selected based on a channel’s characteristics. This means that, when implementing
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a simulation for a given channel, determining what methods to use in implementing

the simulation often requires research into existing work and methods for that exact

channel. Additionally, existing works often do not include the reasoning behind the

simulation methods used, which means any difference in channel or scenario specifics

can lead to uncertainty as to whether the simulation methods in the existing work

are also valid for the proposed scenario.

1.4 Thesis contributions

This work contains the following two primary contributions:

• Terminology to discuss simulation methods and complexity across a range of

different channels: This terminology facilitates the analysis process which is

used to identify complexity characteristics.

• A complexity framework which can be used to guide the selection of simulation

methods, identify simulation challenges early on, and identify what would need

to be altered to mitigate these challenges: This framework provides an under-

standing of the underlying characteristics associated with various simulation

methods.

As previously discussed in Section 1.3, without a general understanding of how

channel characteristics relate to simulation methods, determining simulation meth-

ods often requires research into existing work covering the exact channel of interest,

and any differences between the channel in the existing work and the channel of

interest can lead to uncertainty regarding the validity of applying the same simula-

tion methods. A more general understanding of simulation methods as they relate

to channel characteristics could lessen this problem by allowing the use of existing
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works which have different channels or scenarios but share certain characteristics.

In addition, having an understanding of the underlying characteristics which make

a simulation method possible, as provided by the complexity framework, allows for

increased confidence in the validity of a simulation method for a channel of interest.

1.5 Thesis organization

This thesis is organized as follows: Chapter 2 will provide a background on Monte

Carlo simulation of communication systems and the representation of complex base-

band signals and channels. Chapter 3 will introduce a definition of simulation diffi-

culty and language for discussing simulation methods and complexity across a differ-

ent channels. It will then present an analysis of six channel simulation examples and

summarize the findings on implementation difficulty for these channels. Chapter 4

will propose a new framework for considering simulation complexity with respect

to simulation and channel characteristics. Finally Chapter 5 will cover concluding

thoughts and opportunities for future work.
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Chapter 2

Overview for Implementing Channel

Simulations

2.1 Monte Carlo simulation

Monte Carlo (MC) simulation is a technique where random sampling is used to

predict the probability of an outcome. Rather than repeating a precise physical ex-

periment, MC simulation uses random processes as inputs and estimates the prop-

erties of the output based on repeated experiments. In the field of communication

systems, MC simulation is usually used to estimate the BER of the system.

Figure 2.1 illustrates a top level view of the MC simulation process, where we

generate samples for each input process, run them through the communication sys-

tem blocks (modeled in software) and channel, and observe the output.

Figure 2.1: An overview of the Monte Carlo simulation process.

For example, suppose we define a communication system with input signal A(t),
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a random noise signal N(t), output signal Y (t), and output estimated by the receiver

Ŷ (t). The objective of this simulation is to find the expected value

E(g(Ŷ (t))) =
1

N

N∑
i=1

g(Ŷ (i))

where N is the number of samples used in the simulation, Ŷ (t) is the estimated

output, and g(Ŷ (t)) is a function which determines bit errors [11].

A practical discrete implementation for this simulation is as follows:

1. Generate input bits A(k) for k = 1, 2, . . . , N .

2. Generate noise samples N(j) for j = 1, 2, . . . ,mN , where m is the number of

samples per bit.

3. Process the input bits through the transmit blocks, channel blocks (apply the

generated noise samples), and receive blocks to obtain the estimated output

bits Ŷ (k).

4. Estimate the expected value using the expression:

E(g(Ŷ (k))) = P̂e =
1

N

N∑
k=1

g(Ŷ (k))

where g(Ŷ (k)) = 1 if Ŷ (k) ̸= A(k) and g(Ŷ (k)) = 0 if Ŷ (k) = A(k) [11]. The

expected value, P̂e, is the estimated BER of this system.

MC simulation can be implemented in software in a variety of ways. One conve-

nient option is a software such as MATLAB, which has many resources available on

how to implement communications systems and MC techniques, and has many com-

munications functions already implemented and available [15]. Another potentially
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useful resource in this process is [16], which covers various signal processing algo-

rithms which may be needed for simulating the communication system as a whole.

For more information on MC simulation, please see [1, 11,12].

2.2 Complex baseband channel representation

Communication system simulations are often implemented at baseband since pass-

band simulations require more samples and take much longer to run. Throughout

this thesis, we will assume simulations are being implemented using complex base-

band signals. This section is largely borrowed from [17].

In this thesis, we will be using a Binary Phase Shift Keying (BPSK) modulation

scheme for our communication signal. A BPSK signal can be represented in complex

baseband as:

Sm(t) = Sm1ϕ1(t) + Sm2ϕ2(t)

where

Sm1 = A
√

Eg/2 · cos(π(m− 1))

Sm2 = A
√

Eg/2 · sin(π(m− 1)) = 0, ∀m

ϕ1(t) =
√

2/Eg · cos(2πfct)g(t)

ϕ2(t) = −
√

2/Eg · sin(2πfct)g(t)

for m = 1, 2, signal pulse shape g(t), bit duration T , and pulse shape energy Eg

given by

Eg =

∫ T

0

g2(t) dt
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Thus, we obtain the following:

S11 = A
√

Eg/2

S21 = −A
√
Eg/2

S12 = S22 = 0

We have two possible symbols:

S1(t) = A cos(2πfct)g(t)

S2(t) = −A cos(2πfct)g(t)

For this thesis, we will assume g(t) is a rectangular pulse shape with a duration

of [0, T ]. In this case, evaluating Eg gives Eg = T .

Channels can also be represented in this form. Since both the signal and the

channel are functions of time, channel noise can be included in the equation as an

additional noise term. For example, an additive noise such as AWGN can be added

to the BPSK signal Sm(t) as follows:

r(t) = Sm(t) + n(t), m ∈ 1, 2

where n(t) is the noise and r(t) is the received signal.

2.3 Chapter summary

In this chapter, we gave a brief overview of the MC simulation process and recom-

mended some useful resources for implementing simulations in software. We also

11



discussed the representation of communications signals and channels in complex

baseband form.
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Chapter 3

Proposed Channel Analysis
What makes simulations simple, what makes them difficult, and how can we make

difficult simulations simpler? To answer the first part of this question, we need to

consider two things:

1. What are the aspects of a particular simulation that cause it to be deemed

difficult?

2. What characteristics of channels contribute to this difficulty?

Therefore, to start answering this part of our research question, we will first explore

the MC simulation process and attempt to assemble a useful, concrete definition of

simulation difficulty. Once we have a useful definition for difficulty, we will establish

unifying terminology to discuss simulation methods and complexity across a range

of different channels. We will then analyze various channel simulations and attempt

to identify what characteristics contribute to these simulation difficulty levels.

The second part of the research question concerns making difficult channel sim-

ulations easier. Hopefully, once we identify what characteristics are making simu-

lations difficult to implement, we can leverage that knowledge to identify ways of

simplifying the simulation process.

3.1 Simulation difficulty definition

Some of the primary challenges in making an effective simulation are:

• Choosing the appropriate model for the scenario

13



• Balancing thoroughness with available computing power and time

• Being confident that the chosen amount of testing is sufficient

For this project, we will limit the scope to the last two aspects, which are closely

related, and assume an appropriate model has already been chosen. There is a

significant amount of existing content available on how to choose an appropriate

model, so we will not concern ourselves with that aspect of simulation here. In

practice, these two aspects can be broken down into more concrete choices which

must be made during the simulation implementation process.

The first challenge, choosing how thorough to be in testing, comes down to

choosing which possibilities to test. For example, if we want to evaluate the per-

formance of a given system in an AWGN channel, we must choose which range of

signal-to-noise ratio (SNR) values to test, and how to space them out. We could

test a broad range of values, say [-30dB, -15dB, 0dB, 15dB, 30dB], or perhaps we

want to look at performance in more detail in a much more narrow and targeted

range, such as [-13dB, -12.5dB, -12dB, -11.5dB, -11dB]. In choosing these param-

eter values, we must consider both the bounds and the spacing of the values. In

the AWGN case, using a higher resolution may not be particularly useful outside

of creating a smoother performance curve. However, consider the case of a channel

where the performance is low for certain values. In this case, it is vital to have

sufficient resolution, otherwise important performance information may be missed.

The second challenge, determining if the amount of testing is sufficient, is closely

tied to the first challenge, and concerns how many test points are needed to test a

given parameter value. Because of the random nature of many channels we usually

have to test a given value on the performance curve many times and average the

result to get a better understanding of the performance. We then must ask ourselves,

14



“how do we know how many test points are needed for a given parameter value?”

This question is much simpler to answer for some channels than others, as we will

discuss below.

It seems, then, that the difficulty of simulating a system in a given channel is

largely related to parameter bounds, spacing, and test points. There are certainly

other complicating factors as well, but for the sake of limiting scope we will mainly

be considering these three factors in our analysis during this project. Based on

this, we will construct a definition of simulation difficulty for use in this project.

Definition: Simulation Difficulty—The level of complexity involved in choosing

parameter bounds, spacing, and test points.

This definition is focused on difficulty caused to the user implementing the simu-

lation. In addition to this difficulty, we will also consider effects on simulation time

and available simulation methods as part of this analysis.

3.2 Analysis terms

In this section we will introduce seven terms which will be used throughout this

thesis to discuss various parts of a simulation. We will use a simple AWGN channel

simulation example to demonstrate their use.

Definition: Performance Curve—A graph which describes the performance of a

system under some set of condition(s), such as a BER curve.
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Definition: Simulation Parameter—A parameter which will be varied in order

to produce a performance curve, and acts as an x-axis, such as the

SNR.

Definition: Parameter Values—The set of possible values a parameter will be

set to throughout the simulation.

Definition: Performance Metric—The measure by which we will describe the

performance of a system, for example BER or symbol error rate (SER).

Definition: Distribution—The probability distribution used to model the channel

being simulated.

Definition: Test Points—The set of actual values which the system will be tested

against. For example, in an AWGN channel these would be the noise

values which get added to the signal.

Definition: Test Point Outcome—The outcome of simulating the receiver under

a specific test point. For example, in a BPSK system the outcome will

be either a correctly decoded bit or an incorrectly decoded bit.

Suppose we want to visualize the BER of a BPSK modulated system in an AWGN
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channel. To do that, we will use MC simulation to generate a performance curve

such as the one shown in Figure 3.1 [18].

Figure 3.1: Performance curve for BPSK in an AWGN channel.

For this simulation, there is one simulation parameter, SNR per bit, which is

marked on the x-axis. The parameter is bounded, with a lower bound of -4dB and

an upper bound of 12dB. The parameter values are in the interval [-4dB, 12dB]. The

BER is the chosen performance metric in this example case since it is commonly

used.

For each parameter value (e.g. 10dB), we will generate a set of test points from

the AWGN distribution and simulate the outcome at each of those points. This

process is demonstrated in Figure 3.2.

As shown in Figure 3.2a, for each parameter value there will be an associated set
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(a) Test point generation [19]. (b) Test point outcomes.

Figure 3.2: AWGN simulation process for BPSK

of test points. The receiver performance under that set of test points will be used to

characterize the receiver performance under the parameter value. Figure 3.2b shows

an example graph of the test point outcomes for the 10dB SNR value. Since the

system is using BPSK, the test point outcomes are binary. Either the symbol is

correctly recovered or not.

For a typical AWGN simulation, we then take the test point outcomes and

average them to get the BER for that parameter value. Note that in Figure 3.2b

the results are exaggerated to show the shape of the test point outcome graph. A

real BPSK system would have better performance at 10dB and would only fail for

test points at the edge of the graph (having an expected BER of around 3.9×10−6).
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3.3 Channel simulation analysis

In this section, we will analyze various channel simulations with respect to the diffi-

culty definition above. For each channel, we will consider the complexity level of each

aspect (bounds, spacing, and test points) and try to identify what characteristics

contribute to these simulation complexity levels. We will look at both characteris-

tics of the channel itself, as well as the expected characteristics of the performance

curve and test point outcomes. We will also consider effects on simulation time and

available methods as part of this analysis.

In order to focus on the simulation differences between channels as much as

possible, we will assume a mostly “black box” receiver and make a few assumptions:

• The system being simulated is a binary communication system, specifically

BPSK

• The receiver behavior is time invariant

3.3.1 Simulation of an additive white Gaussian noise channel

The first channel we will consider is the AWGN channel. The AWGN channel is

likely the most widely used channel in the communication systems field. It is very

well-defined and has been simulated frequently for many different systems, so it

will serve as a good point of reference for the other channels we will discuss in this

section.

A simulation of this channel will generate a performance curve that has one

parameter (SNR). In the case of a BPSK system, this is energy per bit to noise ratio

(Eb/N0). The performance metric is BER. For each SNR value, we will generate a

set of test points or noise values which we will test the system against. These test
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points will be randomly generated according to the probability distribution of the

noise, which is a case of the Gaussian distribution.

The Gaussian distribution occurs when many independent noise sources are

added together to create one overall noise source [20]. AWGN is a specific type

of Gaussian noise, often used to model electrical or thermal noise, which is a sta-

tionary, zero mean, white, Gaussian process, typically the result of many individual

random noise sources [20, 21]. The Gaussian probability density function (PDF) is

uniquely specified by its first two moments [20]. The PDF is defined as:

f(x) =
1√
2πσ

e−
(x−µ)2

2σ2

where µ is the mean and σ2 is the variance [22].

Generating AWGN noise values in software is relatively simple, either using

existing software functionality or implementing from scratch. For an overview of

the AWGN generation process, see [2]. AWGN can be added either at passband as

real noise or at complex baseband. Since passband simulations are not generally

practical in software, we will focus on complex baseband simulations here. Since

the real and complex components of the AWGN are independent and identically

distributed (i.i.d.), we can consider this as adding two separate AWGN channels to

the signal, one added to the real part of the signal, and one added to the complex

part of the signal [23]. Using the complex baseband representation described in

Chapter 2, we can represent the received signal when AWGN is added as follows:

r(t) = Sm(t) + n(t), m ∈ 1, 2

When it comes to implementing the simulation described above, some decisions

must be made regarding the simulation methods.
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First, the parameter bounds must be chosen. There are no inherent bounds for

this simulation, but reasonable bounds can be put into place based on the range of

SNR values that can be expected given the application, and what values are useful.

For example, we might choose not to simulate SNR values below -2dB since any

BER below that point will be very high. Conversely, we might choose an upper

SNR bound based on empirical channel measurements, or because the performance

at the upper boundary value will meet performance requirements. We also have

the advantage of being able to generate a theoretical BER curve for this channel

(shown in Figure 3.3) which can be used as a tool to estimate where bounds should

be. It is best to choose the smallest upper bound possible that still accomplishes

the simulation goals and provides the necessary performance information. This is

because high SNR regions will have lower error rates, which means that the simu-

lation at those SNR values will take significantly more run time to obtain reliable

results. In a BPSK AWGN simulation run until 10, 000 bit errors for each SNR

value, we found that the required simulation time and test points increased faster

than exponentially, inversely proportional to the BER. See Appendix B for the full

results of this test.

Second, the parameter spacing must be chosen. The expected shape of the

performance curve is smooth, without “performance holes”, and monotonically de-

creasing. Because of this, the only concern with spacing of the parameter values is

creating a good visual representation. Any spacing that conveys the performance

curve overall is sufficient, so this is mainly based on preference. Ideally, the spacing

will be such that the performance at any SNR value can be estimated visually from

the curve, but there are not more values than necessary, since that would increase

simulation time. A simulation with parameter values [0, 1, 2, 3, 4, 5] would require

about twice as many total test points as one with parameter values [0, 2, 4], which

21



Figure 3.3: Theoretical BER curve for BPSK in an AWGN channel.

is roughly twice as much simulation time.

Finally, the test points themselves must be considered. During the simulation

process, a set of test points will be generated for each parameter value. The number

of test points in each set must be decided when the simulation is implemented. In the

case of AWGN, although the distribution is not strictly bounded, it is light tailed,

meaning there is little concern with the variance or missing low probability behavior

with too few runs. A common approach in this case is to generate additional test

points until a certain number of errors are reached, for example 100 errors. Running

until a higher number of errors occur will result in a more reliable error rate, while

running until a lower number of errors will be faster but less reliable.

One important factor of the test point selection for this channel is the expected

test point outcomes. No specific test point values are expected to have significantly
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worse performance than the surrounding region. In other words, there are no “holes”

in the test point outcome graph. Rather, the test point outcomes follow a predictable

pattern with one “pass” zone—a section of test points where the test point outcomes

will be 1, indicating a correctly decoded bit—and the remaining regions being “fail”

zones—a section of test points where the test point outcomes will be 0, indicating

an incorrectly decoded bit. Because of this, we can randomly generate test points

without any concern of missing important performance information.

Based on the above analysis, we will summarize the user difficulty of implement-

ing this channel in Table 3.1.

Table 3.1: Implementation difficulty of the AWGN channel.

3.3.2 Simulation of a uniform phase noise channel

The next channel we will consider is the uniform phase noise channel. This channel

may be used to model effects such as oscillator phase offset. For a typical commu-

nication system, the uniform phase noise channel would be a non-issue and would

not need to be simulated because the phase would be tracked and thus would not

cause errors. However, it is provided here as a straightforward example for analysis

purposes. Therefore, for this example, assume the performance of the receiver in

the presence of a phase offset is binary, and there is either no phase recovery or the

phase recovery only works up until a fixed point.

We can consider the phase θ(t) of a periodic signal s(t) as a periodic function

with the same period as s(t), so we do not have to consider phase values beyond a
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single period, −π to π. Thus, this channel follows a uniform distribution between

−π to π, which can be described by its probability density function (PDF) f(x) or

its cumulative distribution function (CDF) F (x):

f(x) =


1

b−a
for x ∈ [a, b]

0 otherwise

F (x) =


0 for x < a

x−a
b−a

for x ∈ [a, b]

1 for x > b

where a = −π and b = π [24].

We can represent a BPSK signal Sm(t) as

Sm(t) = A cos(2πft+ θm)g(t), m ∈ 1, 2, θ1 = 0, θ2 = π

where each symbol has phase θm. The phase noise from the channel, θn, would be

added to the signal as follows:

Sm(t) = A cos(2πft+ θm + θn)g(t)

Intuitively and from experience, testing a receiver’s response in a uniform phase

noise channel is relatively straightforward. In this section, we will attempt to quan-

tify why the simulation process is straightforward and what properties of the channel

make this simple simulation process possible. Overall, we will see that the simple

simulation process is primarily due to the three difficulty aspects defined previously

(parameter bounds, spacing, and test points) having low complexity, and that the
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low complexity of these three difficulty aspects is due to certain properties of the

uniform phase noise channel and the shape of the expected performance curve.

Unlike other channels which have input parameters (such as the AWGN channel,

which has the parameter SNR), phase noise is just one set of uniformly distributed

noise. This channel has no variable parameter; that is, there is no aspect of this

channel which must be adjusted to various levels in order to get a complete under-

standing of the performance. The only part that varies is the phase offset value itself

and that range of values is already built into the distribution, just as noise values

are built into the AWGN distribution. Because of this, the performance curve is

just a single point: the probability of error due to phase offset.

To implement this simulation, we still need to consider parameter bounds, spac-

ing, and test points. This is a rather unique case where there is no variable param-

eter, making this the simplest case of parameter bounds possible. The parameter,

probability of error, is bounded to a single point and it has no quantitative value

because there is no x-axis. This means that the parameter bounds are effectively

built into the channel itself and do not have to be selected. The parameter spac-

ing follows suit—this is the simplest possible case because with only one parameter

point, there is no spacing.

The only aspect of the simulation we then actually need to make decisions about

is the set of test points used for the single parameter value. First, consider some

characteristics of the distribution itself which is where the test points are drawn

from:

• The distribution is strictly bounded from −π to π

• The distribution is uniform, so there are no tails or low probability areas of

concern
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• The test point outcomes (shown in Figure 3.4) follow a predictable pattern

with one “success” zone.

Figure 3.4: Test point outcomes of BPSK in a uniform phase noise channel.

Given these characteristics, we can confidently generate test points using the

standard MC method. The only concern is testing enough points to get a reliable

BER when we average across all test points. Because the test points follow a uniform

distribution, there are no tails, which would normally increase the number of test

points required, so even a reasonably small number of test points can represent the

performance.

Although this method is perfectly viable, there are even more aspects of this

channel which can be taken advantage of to reduce the required number of test

points. Because the distribution is uniform and strictly bounded from −π to π, we

can simplify the simulation process further by skipping the random generation alto-

gether and directly testing evenly spaced points. This way we can ensure we cover

the full range evenly with a minimal number of test points (unlike random genera-

tion, which could take a larger number of points to fully represent the distribution).

This drastically decreases the number of required test points. For example, in a

software implementation of this simulation, testing with only 100 manually spaced

test points consistently achieved a more accurate BER estimation than 100, 000
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randomly generated test points. See Appendix A for this comparison.

Alternatively, we could simplify the problem even further by taking advantage

of the binary test point outcomes and the easily tractable CDF of the uniform

distribution. First, we can use manual test points in order to identify the threshold

where the system fails. Once the threshold has been found, we directly calculate

the probability that the offset will exceed that threshold. This threshold method is

simple to implement for this channel because the test points are well bounded, being

that the distribution itself is well bounded between −π to π. Additionally, because

our system is time invariant, we only need to run a given point once to understand

the performance at that point, and the performance is pass or fail.

In this case, rather than testing uniformly spaced points, we can use a search

method to find the threshold where the test outcomes change. There are many

suitable search algorithms for such a task, such as a linear search, binary search, and

exponential search [25, 26]. There are also search algorithms which take advantage

of interpolation [25, 27], but since we are considering a case with binary test point

outcomes, we will not discuss those here.

Since we want to quickly find a threshold value and are working with what is

effectively a single dimensional array, we can take advantage of faster search algo-

rithms than if we used a linear search. For algorithms such as binary or exponential,

we will need to implement an upper bound on the test point values for the algo-

rithms to work because they begin by breaking up the data into sections. However,

since the algorithms go through large sections relatively quickly at first, picking a

large value for the upper bound should be appropriate. There are also unbounded

search algorithms we could consider using, such as a modified binary search, where

we first establish the bound by doubling each guess and then carry out a standard

bounded binary search [28].

27



Since there will be duplicate test point outcome values, if the search algorithm

finds a point past the threshold, it will then need to go back to find the first of those

values. Because of this, it may make sense to combine multiple search algorithms—

one to get in the right area followed by one to find the precise threshold.

Rather than calculating test point outcomes beforehand and then searching for

the threshold, we can calculate outcomes as we go for each test point we check during

the search process. Searching in this way will significantly decrease computation

versus trying to compute the outcome for the whole range of test points across a

distribution.

Once the threshold has been found, we make use of the CDF of the uniform

distribution. If we can find the threshold(s) where the phase offset results in a

symbol error, we can readily calculate the probability that the noise will be above

that threshold value and calculate the BER directly. For example, if we find that

the system fails when the phase offset exceeds ±π/2, we can calculate the BER as

follows:

P (X < x) = F (x) =
x− a

b− a
=

x+ π

2π
, x ∈ [−π, π]

Pe = P (X < −π

2
) + P (X >

π

2
)

= P (X < −π

2
) + (1− P (X >

π

2
))

=
−π

2
+ π

2π
+

(
1−

π
2
+ π

2π

)
= 0.5

We find a BER of 0.5, as might be expected for a BPSK system with effectively

random phase without any phase correction.

Any of these three options (MC, manual test point selection, or the threshold
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method) is a feasible way to get an understanding of the performance of a BPSK

system in a uniform phase offset channel. There is no concern with relation to

testing enough or requiring a large number of test points to obtain valid results.

The first method is a pure MC simulation and there is a simple method to choose

how many test points to generate. For the second option, we test a set of uniformly

spaced points a single time. For the third, we mathematically calculate an exact

probability based on the determined threshold value(s).

Based on the above analysis, we will summarize the user difficulty of implement-

ing this channel in Table 3.2.

Table 3.2: Implementation difficulty of the uniform phase noise channel.

3.3.3 Simulation of a uniform phase noise channel with per-

formance holes

We will now consider a system identical to the previous uniform phase noise channel

system, but this time there is something internal in the black box receiver that is

causing bit errors at specific phase offset values as shown in Figure 3.5. In other

words, there are performance “holes,” and the locations of these holes are unknown.

As with the uniform phase noise channel, there is no variable parameter in this

system, so it is bounded to a single value by default. Parameter spacing is also

irrelevant because there is only one parameter value. The only decision lies with the

set of test points.

In the previous uniform phase noise case, we had the option of traditional MC
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Figure 3.5: Test point outcomes of BPSK in a uniform phase noise channel with
performance holes.

simulation, manual test point selection, or a performance threshold search method.

In this case, because we have performance holes, the issue of test points becomes

significantly more complicated. The distribution is unchanged, but the expected

performance behavior is different.

For a traditional MC implementation of the uniform phase noise channel, the

test point set only needs to be large enough to represent the distribution. However,

in this case, we could generate a high number of errors and still completely miss

the holes because we did not generate any test points in the exact regions where

the system fails. The problem then becomes a matter of how many test points are

required before we can be confident that any missed holes are so small that they can

be neglected. This problem does not have any obvious solution based on existing

literature. Additionally, because the test points are randomly generated, it may be

more difficult to understand which regions do or do not have holes unless the test

point outcome graph is examined directly. Even if a region appears to be hole free

after some points are tested, if the size of the hole is unknown then there is no

guarantee that any untested point does not have a hole.

Another simulation option would be manually selecting the test points. The goal

with this method would be to have high enough resolution to be certain that if there
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are holes, they are a small enough region that the probability of hitting them (if

they exist) is below a certain level. This is not completely satisfactory, but it offers

a general understanding of what the worst-case performance might be. Running the

simulation with this approach is a tradeoff between resolution and time.

Unlike the case without holes, we cannot use the threshold method for this

channel. The threshold method relies on calculating the probability of a region

based on the failure threshold, but when there are performance holes, we no longer

have a simple “pass” region, but many regions which pass or fail.

Although the parameter bounds and spacing are still simple, the test point se-

lection in this case is very complex. It requires many test points to have a basic

understanding of the performance, and it is unclear exactly how many points should

be tested before the results are sufficiently reliable.

Based on the above analysis, we will summarize the user difficulty of implement-

ing this channel in Table 3.3.

Table 3.3: Implementation difficulty of the uniform phase noise channel with per-
formance holes.

3.3.4 Simulation of a carrier frequency offset channel

The next simulation we will consider is a carrier frequency offset channel. This

channel applies a constant frequency offset between the transmitter and receiver.

For this simulation, we assume there is some black box frequency offset correction

in the receiver, otherwise a frequency offset will gradually increase the phase offset
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of each sample until the system breaks. In this case, we expect that the frequency

offset correction will succeed up to a certain offset value.

This channel shares similarities with the uniform phase noise channel and AWGN

channel, but there are some key differences. Frequency offset is not reflected in a

single sample as is the case with phase offset or AWGN. This channel affects samples

over time. Because of this, the test points in this case are not randomly distributed

but must be manually generated based on the offset value. Then, for each offset

value, we need to observe the performance under that value over time. Additionally,

unlike phase noise which has binary performance, each frequency offset will have a

failure rate. Based on this, we could use the frequency offset value as the parameter

for the performance curve, and BER as the performance metric.

We should note that this channel could be considered in multiple ways, depend-

ing on what behavior was of interest. For example, instead of understanding the

performance for each offset value, one might want to know the performance at a top

level. In that case we would need to know the distribution of the offset values, then

generate a set of test offsets from the distribution and check the bit error rate at

each test offset. The result would be a single average BER due to carrier frequency

offset. However, for this example, we will consider the case where the performance

curve indicates BER based on frequency offset value.

Similar to AWGN, the carrier frequency offset parameter does not have inherent

bounds, but we can apply reasonable bounds based on the application. If we are

simulating a specific system, we can consider how inaccurate the oscillators of the

transmitter and receiver may be. If we are simulating a general system, we can

assume a conservative limit based on the frequency range we are considering.

We expect this performance curve to be monotonically increasing as the fre-

quency offset increases with no performance holes. Because of this, the only concern
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from spacing is to have a visually smooth curve. Even if the exact shape of the curve

is unknown, we can confidently interpolate between points without worry of missing

important system behavior.

The test points generated during this simulation will be increasing phase offsets

over time which will be applied to the samples. The test point values will be fixed

based on the parameter value (e.g., a 1Hz offset will shift each point by an additional

2π/Fs, one full rotation divided by the number of samples per second). Because of

this, although this channel is a frequency offset channel we can model its effects on

a BPSK signal as follows:

Sm(t) = A cos(2πft+ θm + θcfo)g(t))g(t), m ∈ 1, 2, θ1 = 0, θ2 = π

where the phase shift due to carrier frequency offset, θcfo, is a non-random signal

defined as:

θcfo(k) = k
2πf

Fs

for k = 0, 1, ..., N

The only decision is how many test points to generate for each offset value,

essentially how much time to test the performance across for a single value. Since the

effect of this channel is cyclical in nature, it likely will not require a large number of

points to get a reasonable estimate. There is one caveat to simulating this channel—

because the samples must be tested consecutively in order, there is less opportunity

for parallel processing than in a channel where the effects are completely random.

Based on the above analysis, we will summarize the user difficulty of implement-

ing this channel in Table 3.4.
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Table 3.4: Implementation difficulty of the carrier frequency offset channel.

3.3.5 Simulation of a heavy-tailed amplitude noise channel

The next channel we will analyze is an additive noise channel where the noise fol-

lows a heavy-tailed amplitude distribution. The term “heavy-tailed” generally refers

to a probability distribution which is not exponentially bounded [29]. This type

of distribution has been used to model atmospheric noise in the wireless channel,

including distributions such as Student’s t-distribution [30], the alpha-stable dis-

tribution [31, 32], and the lognormal distribution [33, 34], among others. For this

scenario, we will use Student’s t-distribution as an example for this heavy-tailed

distribution.

The Student’s t-distribution has a similar shape to the normal distribution, but

it has heavy tails which means it is more likely to generate values far away from

the mean than the normal distribution. It is a “heavy-tailed distribution that arises

naturally in the construction of hypothesis tests for the expected value of a normally

distributed random sample of observations with unknown variance” [35]. The PDF

of the Student’s t-distribution is defined as:

f(x) =
Γ(ν+1

2
)

√
νπΓ(ν

2
)

(
1 +

t2

ν

)−( ν+1
2

)

where ν is the number of degrees of freedom and Γis the gamma function [36, 37].

The number of degrees of freedom ν affects how heavy-tailed the distribution is, as
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shown in Figure 3.6 [38].

Figure 3.6: Comparison between the PDF of the Student’s t-distribution with vari-
ous degrees of freedom ν and the normal distribution.

There are methods to generate samples from this distribution so it can be used

in MC simulation [39].

Thus, this channel is well-defined, and there are well known methods to generate

noise samples from the distribution. Because of this, the heavy-tailed amplitude

noise channel seems relatively simple to simulate at first glance, but one might

encounter some difficulty when attempting to implement a simulation, as we will

see below. This is because typical pure MC simulation relies on a limited number

of test points (often just enough to get a certain number of errors) to capture the

full behavior of a channel. However, when a distribution has heavy tails, the large

variance in generated noise values can cause the performance results to be unreliable

if the number of test points is insufficient. This can mean that the tradeoff between

time and reliability becomes even more of an issue. Additionally, we will see that

traditional variance reduction techniques might not always be possible nor practical.
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Similar to AWGN, this channel is an additive noise channel. The received signal

in this channel can be represented as

r(t) = Sm(t) + n(t), m ∈ 1, 2

where n(t) follows the Student’s t-distribution. The performance metric is BER,

and the parameter is SNR. There is no strict bound on the parameter values, but

reasonable bounds can be put in place based on empirical data specific to the appli-

cation. We expect the shape of the performance curve to be smooth and monotoni-

cally decreasing as SNR increases, and there are no performance holes expected. In

terms of spacing of the parameter values, the only concern is creating a clear visual

representation.

The difficulty of implementing this simulation lies in the test points. Specifically,

the number of test points required for each parameter value when using standard

MC simulation methods. When generating the performance curve, the BER will be

lower for high SNR values. These low BER regions involve “rare event simulation,”

which majorly increases the number of test points required for those values.

Consider first the Gaussian distribution for comparison, which is a light-tailed

distribution. With an AWGN channel, we do not always need to simulate the low

BER portions of the performance curve because we may not care about performance

past a certain threshold. But, if we do want to simulate those regions, although it

will take many points, the variance is still not as great as the heavy-tailed case, so

the number of points will be less than in the heavy-tailed case. Additionally, there

are tools at our disposal called “variance reduction techniques” [11, 40]. One useful

tool, known as importance sampling, is when the likelihood of error is artificially

increased for the purpose of simulation. Importance sampling via exponential change
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of measure can be used to greatly reduce the number of test points required for these

rare event simulation regions [11,41].

Now consider the heavy-tailed case. For a heavy-tailed distribution, we may

encounter difficulty when trying to simulate low BER portions of the performance

curve. Simulation of heavy-tailed distributions requires a particularly large number

of test points to reflect the effect of the tail [42]. The values in the tail can have

a major impact on the performance of a system despite their low probability of

occurrence, so it is vital to capture that behavior in order to have a reliable un-

derstanding of the system performance as a whole [42]. However, some of the tools

that can be used when the noise is Gaussian distributed are no longer possible when

a distribution is heavy-tailed. When the underlying distribution is heavy-tailed,

the typical method of importance sampling is, “intrinsically impossible because the

required exponential moments do not exist” due to the nature of the distribution

which is not exponentially bounded [43]. Methods of variance reduction appropri-

ate for heavy-tailed distributions do exist, but they are generally more complex and

specific than the methods typically used with light-tailed distributions [1, 42, 44].

We will not go into detail here, but the challenging nature of rare event simulation

in the heavy-tailed case is known and is still a relevant topic of research [42,45,46].

One interesting idea in this scenario is to consider the threshold method we

discussed in Section 3.3.2 with respect to uniform phase noise. If we can assume a

few things about the system, we may be able to apply that same threshold method

here:

• We do not expect the performance curve of this system to have any perfor-

mance holes for specific noise values.

• The test point outcome graph will be monotonically decreasing from 0: In
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this case, since the system is using BPSK and the performance is binary, there

will be success near 0 amplitude, and then the performance will reach some

threshold where the bit is incorrectly decoded.

• The system is time invariant: This has been our assumption throughout this

thesis.

• The system is memoryless: The performance of a sample under a single given

test point is not dependent on any previous test points used.

If we can make these assumptions, then we can find the amplitude threshold

where the noise causes the system to incorrectly decode a sample using the same

search methods discussed in Section 3.3.2. Because the t-distribution has a tractable

PDF, once we know where the system fails, we can directly calculate the probability

that a noise value will be at or above that point, thus we can calculate the probability

of failure of a single sample. Figure 3.7 illustrates this calculation for a t-distribution

with degrees of freedom ν = 4 [47]. This calculated probability then becomes the

BER for the current parameter value. This threshold process can be repeated for

each parameter value until the performance curve is complete.

One thing to note about this threshold concept is that it assumes we can evaluate

the performance of a bit with one test point value. This would not be possible if the

system was being simulated using multiple samples per bit; that is, in a system with

multiple samples per bit, each sample would need its own corresponding test point.

The issue here is that a given noise value may not “make or break” a bit, because

the ability to correctly decode the bit will depend on many samples and test points.

This also leads to the question of whether the selected probability distribution is

reflective of how the noise behaves on a smaller scale—each point is drawn randomly,

but in reality, we may see one impulse of noise spread across multiple samples.

38



Figure 3.7: Probability that the magnitude of a noise sample generated from the
Student’s t-distribution exceeds an amplitude of 2.

For example, a lightning strike may affect a whole contiguous “chunk” of samples,

but drawing each point individually from a distribution likely will not reflect that

behavior. Finding the correct method for expanding this concept to multiple samples

per symbol, then, may be non-trivial. However, this threshold method is still a

potentially useful concept, so we will continue to discuss it in the context of one

sample per bit as we have been assuming throughout this paper. The multi-sample

case may be of interest for future study.

Based on the above analysis, we will summarize the user difficulty of implement-

ing this channel in Table 3.5. Note that in the case where the described threshold

method can be used, the complexity of choosing how many test points to use may

be reduced.
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Table 3.5: Implementation difficulty of the heavy-tailed amplitude noise channel.

3.3.6 Simulation of a multi-parameter channel

Each channel we have analyzed so far has had only one parameter for the perfor-

mance curve. The next channel we will consider is one which has multiple param-

eters. For this example simulation, we will use a simplified Doppler rate of change

effect as the channel. We will begin by introducing standard Doppler effects and

move on to the simplified Doppler rate of change channel from there.

There is a large amount of existing literature on basic Doppler effects [48–51].

That is, direct Doppler shift of a signal as well as the multipath effects of Doppler

spread. The Doppler shift of a single wave is described as:

ωd = βv cos(θ)

where v is the velocity, θ is the angle, ωd = 2πfd, and β = 2π/λ, λ being the

wavelength of the carrier frequency [49].

As we look beyond a single wave to the effects of Doppler in a physical environ-

ment, it is desirable to use probabilistic models for Doppler effects. This is where the

Rayleigh and Rician models come in [23]. It should be noted that the probabilistic

models for Doppler spread are less accurate to reality than channels such as AWGN

because the mechanism that generates Doppler spread channel effects is not proba-

bilistic in the same way [23]. However, we need models even if they are inaccurate,

so that systems can be compared and evaluated at a basic level [23]. There is plenty
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of literature surrounding the subject and these models can be useful, but it is impor-

tant to keep in mind that these channels are not truly characterized by probabilistic

models and the results using these models are not necessarily robust [23].

Now, let us consider the following scenario: There are two aircraft communi-

cating with each other. Either aircraft can follow any path at any time and their

speed and acceleration are variable. The Doppler models discussed so far have been

based on a constant velocity, but how will a system react if the velocity is changing?

And furthermore, if the acceleration, the rate at which the velocity changes, is also

variable over time?

We will consider the classic Doppler effect to be in place, only dependent on the

velocity and not the acceleration or higher order derivatives. In the case of a single

wave, when the velocity is constant, there is a constant frequency shift. When the

velocity is variable and the acceleration is constant, it follows that we would expect

a linear velocity and frequency shift. Finally, when velocity and acceleration are

variable and jerk is constant, we would expect acceleration to be linear and the

frequency shift to follow a second order curve as shown in Figure 3.8. In reality,

acceleration of the transmitter with respect to the receiver will not be linear and

could take any number of complicated curves. This effect would be magnified in the

velocity curve, as shown in Figure 3.9. However, for the sake of creating a tractable

problem space, we will consider acceleration to be a constant value. The code for

generating Figures 3.8 and 3.9 can be found in Appendix C.

Given the already very generalized models we have for basic Doppler effects,

it seems unlikely that an existing probabilistic model such as Rayleigh or Rician

will serve us well for this scenario. However, using a probabilistic model which

accounts for both velocity and acceleration may complicate this example more than

necessary. Since the reason for this simulation example is simply to explore the

41



Figure 3.8: Constant jerk effect on acceleration and velocity.

multi-parameter case, an extremely simplified model is suitable. For this discussion,

we will instead consider a more direct non-probabilistic approach, a basic Doppler

shift over time based on velocity and acceleration, with the goal of determining

the velocity and acceleration limits of our communication system. Depending on

what tools our system has to handle frequency shifts, it may perform differently

depending on the characteristics of the frequency shift. For example, it may be

able to handle a constant frequency shift (the same as the carrier frequency offset

discussed in Section 3.3.4), but will not be able to correct when the frequency shift

is changing over time.

Before we can simulate this system, we must define the performance curve we
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Figure 3.9: Nonlinear acceleration effect on velocity.

want to obtain through simulation. The goal is to determine how our system per-

forms in the presence of a basic Doppler effect, which in this case is a function of

both velocity and acceleration. This is the first case we have explored where the

performance curve has more than one parameter.

At the top level, we need to evaluate the performance under a range of acceler-

ation values, but this is where we encounter some complexity. Say, for example, we

would like to test an acceleration value of 5m/s2. When we generate the test points,

should we generate points from 0m/s to 5m/s over one second, or 5m/s to 10m/s,

or some other set of values? The performance may be different for any of these

sets. Because of this, we need to test a range of velocity values for each acceleration

value. One approach to this would be to test a range of initial velocity values for
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each acceleration value. Thus, our performance curve has two parameters—velocity

and acceleration.

The two parameters for this simulation are not inherently bounded, so we will

need to add bounds based on the physical limitations of the system. The maximum

velocity will occur when the two vehicles, such as aircraft, are travelling either

directly towards or directly away from each other and will peak at the combined

total of maximum velocity of the two planes (and likewise for acceleration). However,

due to the large number of test points required for each parameter value (as we will

discuss later), simply choosing the absolute limit as a bound may not be the ideal

option. We will need to select bounds based on a balancing act between simulation

time and coverage. Since this channel is essentially a time varying frequency shift,

the performance curve will most likely be a smooth shape with no unexpected holes.

Spacing can be selected based on desired smoothness.

Test points for this channel simulation will need to be generated in two dimen-

sions. For each acceleration parameter value on the performance curve, multiple

sets of test points must be generated, one for each initial velocity within the ve-

locity bounds. Then, the performance must be determined for each initial velocity

value.

Once each set of test points have been tested, there are multiple options for

viewing the results. One possibility would be to view the performance curve in

three dimensions to show the performance relationship between acceleration and

velocity, such as Figures 3.10. Alternatively, we could average the velocity results

for each test set to get a view of the average performance at that acceleration value

and plot the performance curve in the usual two-dimensional way.

Having two parameters greatly increases the time needed to evaluate this system

and would only increase more if additional parameters were needed. Each parameter
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(a) Top view (b) Side view

Figure 3.10: Conceptual two-dimensional BER curve as a function of both acceler-
ation and velocity.

will increase the number of test points multiplicatively based on the number of

parameter values. For example, for a one parameter simulation with 10 parameter

values, and approximately 5, 000 test points per value, there would be a total of

10×5, 000 = 50, 000 test points. If that same simulation had an additional parameter

with 15 values, the total number would become (10 × 15) × 5, 000 = 750, 000 test

points. Adding just one more value to the second parameter would increase the

number of test points by (10×1)×5, 000 = 50, 000. Thus, each additional parameter

will severely impact simulation time, and each additional value will add multiple sets

of test points to the simulation.

Even though this channel has an extremely simple model, a single Doppler shift

over time based on velocity and acceleration, it may actually be a difficult chan-

nel simulation to implement. The user must select parameter bounds and spacing

which cover the full performance area of interest, but as small as possible because

45



each additional parameter value adds not one, but many sets of test points to the

simulation. This is a difficult tradeoff since the penalty for each parameter value is

so high. For some cases with a large number of values, the number of test points

may be prohibitively large.

Based on the above analysis, we will summarize the user difficulty of implement-

ing this channel in Table 3.6. Note that, although the large number of test points for

this channel is an issue, the root cause of this is actually the parameter bounds and

spacing, and the test points themselves are simple to determine once the bounds

and spacing are selected. This is in contrast to the heavy-tailed amplitude noise

channel, where the selection of test points for a single parameter value is the direct

cause of difficulty.

Table 3.6: Implementation difficulty of the multi-parameter channel.

3.4 Chapter summary

In this chapter, we proposed a definition for simulation difficulty, established uni-

fying terminology to discuss simulation methods and complexity across a range of

different channels, and finally analyzed an array of channel simulations with respect

to their characteristics and simulation methods. We found that certain channels

are more difficult to simulate than others due to a range of characteristics of not

only the channel model itself, but also the performance curve and test points being

simulated. These characteristics affect user difficulty in selecting and implementing

simulation methods, simulation time, and the available methods which can be used.
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The user difficulty for the analyzed channels is summarized in Table 3.7, where

1 is simple, 2 is moderate, and 3 is complex.

Table 3.7: Summary of user implementation difficulty across channels.
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Chapter 4

Proposed Complexity Framework
The difficulty chart in Chapter 3 shows an approximate level of complexity for

implementing each aspect of a channel simulation. However, though it may give a

benchmark idea of complexity, it is not practically useful for actually deciding how

to simulate a given channel or choosing which techniques to consider, and it does

not account for the other two difficulty aspects of simulation time and available

methods.

We propose the following framework in Tables 4.1, 4.2, and 4.3 as a more practi-

cal and useful way of considering simulation complexity. There are three categories

of characteristics: performance curve characteristics, test point outcome characteris-

tics, and channel characteristics. For each characteristic, the complexity framework

defines what the simple, moderate, and complex case are. It also describes what

component of simulation will be affected by this characteristic, either user diffi-

culty, simulation time, or available simulation methods. Finally, for each affected

simulation component, it describes what the positive or negative effects will be.

A user could use this framework to quickly identify potential simulation chal-

lenges early in the process and identify what would need to be altered to mitigate

these challenges. A channel simulation could be simplified by transforming one of

the characteristics from the complex case to the moderate case. For example, one

could identify bounds for a channel with previously unknown bounds, split up man-

ually selected test points resulting in monotonic segments of outcomes to enable the

threshold method, or split up independent parameters into separate simulations as

much as possible to reduce the number of parameters in any one single simulation,
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thus reducing overall simulation time.

Table 4.1: Complexity framework—performance curve.

Characteristic Simple
Case

Moderate
Case

Complex
Case

Affected Simulation
Component

Number of
Parameters:

Less
parameters

More
parameters

Time: Additional
parameters increase time
multiplicatively

Parameter
Bounds:

Inherent
bounds

Bounds
based on
empirical
channel data
or existing
research

Bounds
unknown

User: Bounds are
required to simulate,
must cover area of
interest but be also
minimize rare event
simulation and
simulation time

Parameter
Spacing:

Wide spacing
based on
resolution
preference

Narrow or
strategic
spacing due
to
performance
holes

Time: Spacing affects
number of parameter
values required and thus
simulation time, need to
balance resolution with
time

User: Resolution is an
issue if there are
performance holes

Monotonicity: Monotonic
curve

Non-
monotonic
but smooth
curve

Performance
holes

Time: Affects parameter
spacing
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Table 4.2: Complexity framework—test point outcomes.

Characteristic Simple
Case

Moderate
Case

Complex
Case

Affected Simulation
Component

Performance
Holes: No Yes

Time: Increased time due
to higher resolution
required

User: Must choose
number of test points or
manually select test
points

Monotonicity: Monotonic Low order
curve

High order
curve or
performance
holes

Methods: Threshold
method is possible for
monotonic, may be
possible in segments for a
low order curve, but is
likely not practical for
any higher order curves

Time
Variance:

Time
invariant Time varying

Time: If time varying,
number of tests required
for each test point value
increases

User: If time varying,
user must choose how
many times to test each
point based on how the
outcome varies

Methods: Parallel
processing is easier to
implement for time
invariant outcomes, if
combined with
memoryless characteristic
then test points can be
tested in any order and
the threshold method
may be possible

Memoryless: Memoryless Memory

Methods: If test point
outcomes are
memoryless, parallel
processing is easier to
implement, if combined
with time invariance the
threshold method may be
possible
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Table 4.3: Complexity framework—channel.

Characteristic Simple
Case

Moderate
Case

Complex
Case

Affected Simulation
Component

Distribution
Well-
Bounded:

Strictly
bounded

Bounded (ex.
Exponen-
tially)

Unbounded

Time: If unbounded,
number of test points
required per parameter
value increases due to
variance

User: Strict bounds allow
simple manual test point
selection (assuming no
performance holes)

Methods: Heavy tails
make some importance
sampling techniques,
which mitigate the time
required for low BER
regions, impossible

Non-Random
Time-Varying
Effects:

No Yes

User: Must generate
channel effects
strategically across time

Methods: Parallel
processing more difficult
to implement
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Chapter 5

Conclusion
In this thesis, we proposed a more general understanding of simulation methods as

they relate to channel characteristics. To identify these characteristics, we began

by reviewing the implementation of channel simulations in Chapter 2. In Chapter

3, we applied this knowledge to analyze a set of channel simulations and identify

characteristics which affect simulation difficulty. Finally, in Chapter 4, we compiled

the findings into a practical framework to be used during the selection and imple-

mentation of simulation methods. The complexity framework can be used to guide

the selection of simulation methods, identify simulation challenges early on, and

identify what would need to be altered to mitigate these challenges

Without a general understanding of how channel characteristics relate to simula-

tion methods, determining simulation methods often requires research into existing

work covering the exact channel of interest, and any differences between the channel

in the existing work and the channel of interest can lead to uncertainty regarding

the validity of applying the same simulation methods. The complexity framework

proposed in this thesis could allow the use of existing works which consider differ-

ent channels or scenarios but share certain characteristics. Most importantly, this

understanding of the underlying characteristics which make a simulation method

possible allows for increased confidence in the validity of a simulation method for a

channel of interest.
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5.1 Future work

There are many potential avenues for future work based on this research. First, it

is of interest to identify additional complexity characteristics. Channels have many

characteristics not considered in this thesis, and these characteristics could be useful

in further categorizing channels and their simulation methods. Second, it may be

useful to identify additional existing simulation methods and their correlations to

the found characteristics. In particular, there are many simulation simplification

methods and methods of shortneing the simulation process which are not discussed

here. Finally, it is of interest to expand this analysis to higher order modulation

schemes. This thesis was limited to binary communication systems, but some of the

principles may be applicable to higher order systems as well.
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Appendix A

Comparison of Test Point Generation
Methods for Uniform Phase Noise
A.1 rand_vs_manual.m

clear all
close all

M = 2; % Modulation order
num_reps = 100; %repeat simulation num_reps times

%% Random Generation
N = 100000; %number of test points

%get cluster of estimates
BER_rand = zeros(1,num_reps);
for k = 1:num_reps

txBits = randi([0 M-1],N,1);
txSig = pskmod(txBits,M,0);
theta = -pi + (2*pi)*rand(N,1);
rxSig = txSig.*exp(1i.*theta); %apply random phase shift to each sample
rxBits = pskdemod(rxSig,M,0);
error_count = 0;
for i = 1:N

if txBits(i) ~= rxBits(i)
error_count = error_count + 1;

end
end
BER_rand(k) = error_count/N;

end

%% Manual Generation
N = 100; %number of test points

%get cluster of estimates
BER_manual = zeros(1,num_reps);
for k = 1:num_reps

txBits = randi([0 M-1],N,1);
txSig = pskmod(txBits,M,0);
theta_manual = (-pi:(2*pi)/(N-1):pi)’;
rxSig = txSig.*exp(1i.*theta_manual); %apply phase shift to each sample
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rxBits = pskdemod(rxSig,M,0);
error_count = 0;
for i = 1:N

if txBits(i) ~= rxBits(i)
error_count = error_count + 1;

end
end
BER_manual(k) = error_count/N;

end

figure()
plot(BER_rand);
hold on
plot(BER_manual);
title("BER estimates: 100,000 random test points vs. 100 manual test

points")
ylabel("BER Estimate")
xlabel("Simulation Instance")
legend("Random test point BER estimation", "manual test point BER

estimation")

A.2 Results

For 100 instances of this simulation (with 100, 000 random test points and 100
manual test points in each simulation instance), manual generation was found to
obtain a more accurate estimate with less test points as shown in Figure A.1
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Figure A.1: Comparison of BER estimates: 100,000 random test points vs. 100
manual test points.
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Appendix B

Low BER Simulation Time
B.1 awgn_ber.m

clear all
close all

M = 2; % Modulation order
EbN0 = (0:10);
ber_vec = zeros(1,length(EbN0));
bits_per_frame = 100;
req_errors = 100; %Run until 100 bit errors are found

timer = zeros(1,length(EbN0));
test_point_totals = zeros(1,length(EbN0));
for(k = 1:length(EbN0))%Go through the specified Eb/No range

num_errors = 0;
num_bits = 0;
tic
while(num_errors < 10000)

txBits = randi([0 M-1],bits_per_frame,1);
txSig = pskmod(txBits,M,0);
rxSig = awgn(txSig,EbN0(k),’measured’);
rxBits = pskdemod(rxSig,M,0);
for i = 1:bits_per_frame

if txBits(i) ~= rxBits(i)
num_errors = num_errors + 1;

end
end
num_bits = num_bits + bits_per_frame;

end
timer(k) = toc;
test_point_totals(k) = num_bits;
%Add BER for this Eb/N0 value to the BER Vector
ber_vec(k) = num_errors/num_bits;

end

berQ = berawgn(EbN0,’psk’,M,’nondiff’);

semilogy(EbN0,berQ)
hold on
semilogy(EbN0,ber_vec)
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xlabel(’Eb/N0 (dB)’)
ylabel(’BER’)
legend(’BPSK Theoretical’,’BPSK Simulated’)
title("Bit error rate")
grid

figure()
bar(EbN0,timer)
xlabel(’Eb/N0 (dB)’)
ylabel(’Run Time (seconds)’)
title("Run time until 10,000 bit errors")
grid

figure()
bar(EbN0,test_point_totals)
xlabel(’Eb/N0 (dB)’)
ylabel(’Test Points’)
title("Test points required for 10,000 bit errors")
grid

figure();
semilogy(EbN0,test_point_totals);
xlabel(’Eb/N0 (dB)’)
ylabel(’Test Points’)
title("Test points required for 10,000 bit errors")
grid

figure();
semilogy(EbN0,test_point_totals/1000000);
xlabel(’Eb/N0 (dB)’)
ylabel(’Test Points (Scaled) and BER’)
title("Test points required for 10,000 bit errors compared to BER")
grid
hold on
semilogy(EbN0,ber_vec)
legend(’Test Points (Scaled)’,’BER’)

B.2 Results

This simulation produced the BER curve of a BPSK system in AWGN for SNR
values [0, 10]dB. We chose to run each SNR value until we had obtained 10, 000
errors. The resulting BER curve is shown in Figure B.1 along with the theoretical
curve for this channel.
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Figure B.1: BPSK BER in an AWGN channel.

The time required to obtain 10, 000 errors increased rapidly for each SNR value.
Figures B.2 and B.3 show the number of test points required to obtain 10, 000 errors
and the time required to run those test points, respectively.

When plotted on a logarithmic scale as shown in Figures B.4 and B.5, it is clear
that the number of test points required is inversely proportional to the BER.
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Figure B.2: Test points required for 10,000 bit errors.

Figure B.3: Run time until 10,000 bit errors.
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Figure B.4: Test points required for 10,000 bit errors (log scale).

Figure B.5: Test points required for 10,000 bit errors compared to BER.
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Appendix C

Velocity and Acceleration Curves
C.1 velocity_effects.m

t = 0:1:99;

jerk = 10*ones(1,length(t));

a(1) = 0;
for i=2:100

a(i) = a(i-1) + jerk(i-1);
end

v(1) = 0;
for i=2:100

v(i) = v(i-1) + a(i-1);
end

figure();
hold on
plot(t,v,’b’);
plot(t,a,’m’);
plot(t,jerk,’r’);

%% shifting

t = 0:1:99;

a = [2*ones(1,10) -1.5*ones(1,10) 0*ones(1,10) 2:2:10 10:-1:6 0*ones(1,10)
sin(t(51:80)*1/2) -5*ones(1,10) 0*ones(1,10)];

v(1) = 0;
for i=2:100

v(i) = v(i-1) + a(i-1);
end

figure();
hold on
plot(t,v,’b’);
plot(t,a,’m’);
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