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Abstract

The project goal was to test a previously desigrdaptive risk scoring model for long
term care insurance underwriting using actual appli data from John Hancock. A data
filtering method for removing applicants who shountat be used to train the model was
developed. The model provides accurate risk @dasgnment, based solely on the medical
conditions, when trained on the filtered dataadidition, the model identifies errors in the risk

points assigned to individual medical conditions.
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1. Introduction

This paper develops an adaptive risk scoring mtwdaid in underwriting for long term
care insurance (LTCI). Two previous projects atl\(¢Be (Arsenault 2006) and (Chen 2006))
have developed methods for assigning risk score3 @ applicants and this project will use the
algorithm developed by the Research Experienctifalergraduates team in summer 2006
(Chen 2006). The goal is to test the models usafjapplicants provided by John Hancock.

LTCl is a relatively new product and as suchs iturrrently difficult for any company to
identify the risk associate with an applicant. @étancock’s LTCI team would like to be the
first with a tool to assist underwriters in the@aision making process. This tool would provide
John Hancock’s LTCI underwriters with a consisteffjective measure of an applicant’s risk
and John Hancock would have the ability to develew products for specific categories of
applicant. The model developed in this projethésnext step in the path to accomplishing these

goals.

1.1 Objectives

The primary objective of this project is to tegiraviously developed risk scoring model
for underwriting LTCI applicants using real datayided by John Hancock. Previous groups
had designed risk scoring models for underwritipgli@ants; this project will test the previous
models and refine them to handle real applicard.dat

The main contributions of this project are
» the mapping of the condition-severity matrix deyeld by Avon Long Term Care Leaders to

the medical condition indicators used by John Hak@mnd



» filtering methods used to remove applicants whoedttesr obviously uninsurable or should
be underwritten based on factors other than medaaitions.

This dataset will be used to compute model coeffits and replicate underwriting decisions.



2. Background

This section will provide background on Long Te@are Insurance (LTCI) as well
project work completed previously at WPI. Thighe first project that works with real

applicant data from John Hancock’s LTCI division.

2.1 Long Term Care Insurance

Long term care (LTC) is defined as “services #ratneeded when you can no longer
perform normal activities of daily living that héay}, fully-functioning people do on their own”
(John Hancock, 2007). LTC can be provided in alemof places including nursing homes, the
patient’s residence, or in special communities, @ach service can range from assistance in
daily tasks to full-time nursing care. LTCI proesla way for patients or families that would
otherwise be unable to afford the high cost of Lid®ave the appropriate care.

The majority of those that purchase LTCI in thateh States are individuals earning
between $32,500 and $100,000 annually (America®7R0Wealthier people are able to afford
the costs of care, and poorer individuals canrfforéthe premiums associated with LTCI.

LTCI is becoming more important not only becauselerno medicine is able to provide a quality
of life never before seen in chronically ill patienbut also because of changing family life.
Fewer children are able to take care of their garemo require help accomplishing tasks that
are taken for granted by healthy individuals.

For most LTCI policies, benefits are triggered wineo or more of the following
Activities of Daily Living{ADL) can no longer be performeblathing toileting, dressing
continencetransferring, eating, ambulatingndmobility (Long Term Care, 2007). Continence

is the ability to refrain from using the toilet uren appropriate time. Transferring is moving



from a bed to a chair and vice-versa. Ambulatgthe ability to move from place to place
(typically walking) and the others are self-explamng

LTCl is a relatively new product, only being oferfor roughly the last forty years as a
supplement to Medicare (History, 2007). The mafket. TCl is quite large, as expenditures on
LTC services in the United States were approxingai&B5 billion in 2004 and this number is
expected to grow significantly as the overall papioh ages; however, only 10% of elderly
individuals currently have private LTCI policie¥he likely reason for this small percentage is
the fact that for a middle class individual 60-76%premiums for a LTCI policy would go
towards benefits that Medicaid would provide anywaynerican citizens over the age of 65 are
unlikely to purchase private LTCI policies (Mark205).

The cost of LTCI ranges from $55 per year to $2Q,0er year, depending on the
individual’'s age and the level of care the policg\pdes. Benefits can vary based on setting and
type of care, conditions covered, maximum dailydfgnbenefit period, elimination period, and
inflation adjustment, with each of these factofeetfng the cost of the policy (Long Term Care,
2007). The major difference between LTCI and ailagife insurance policy is that the
duration and cost of long term care are unknownnvithe benefit is triggered. (A death benefit
is much simpler to model.) An individual may nd&ldC services for brief periods separated by
intervals in which benefits are not required. Matconditions that are life threatening may
make a person a bad risk for life insurance bustme medical conditions will not lead to
significant LTC expenses. LTCI policy is meanptotect an individual’s family from high
expenses while that person is still alive, whegehfe insurance policy is meant to protect an

individual's family in the event of that person’sath (Johnson, 2007).



2.2 Prior Work

This section will describe the previous works tua the basis for this project. A Major
Qualifying Project (MQP) by Nicholas Rackliff andiZzabeth Arsenault from 2006 (Arsenault
2006) developed an expert system to underwritd IdE@ applicants. Much of their work was
focused on the expert system itself and creatingea-friendly interface, not on the applicants.

In summer 2006, a group of students working on seRech Experience for Undergraduates
(REU) project (Chen 2006) continued the MQP worldbyeloping an adaptive risk scoring
model for LTCI applicants. Their work consistedhparily of developing ways to estimate
coefficients needed in the model as well as algor#t that allow the model to adapt and use data
from actual underwriting decisions. Both projeased idealized sets of applicants to test the

model. This project tests these previous modeigueal data from John Hancock.

2.2.1 Expert System Design MQP

This section describes the previous work comgletiehe area of Long Term
Care Insurance (LTCI) for a senior project, or M&ualifying Project (MQP), at Worcester
Polytechnic Institute (WPI) (Arsenault 2006). Tihain project objective was to develop an
expert system to calculate risk scores for LTClliappts based on their medical conditions. An
expert system in the field of underwriting is agmam that learns from underwriters based on
their procedures so that others can use it foruatialg underwriting decisions. The MQP team
worked to develop an expert system in the field BE1 underwriting and for the assignment of
applicants to a risk class. Applicants’ total rsglores fall into risk classes that have
predetermined ranges and identify the risk of {hy@iaant, or the probability of the applicant

making a claim.



The model developed by the 2006 MQP team calalldt& scores for each of the
following categoriesmedical conditionscomorbidities functional andlifestyle The risk scores

of the separate categories are summed to obtailhrigk scoreRy, for an applicant:

R =R. +R,, +R- + R [Eq 2.1]
For example, an applicant with only one medicaldition with Rc equal to 250 would result in
aRr of 250.

The 2006 MQP worked with Avon LTCL to develop a mamedical condition risk
pointsfor up to 7 levels of severity for almost 500 noadliconditions. The group computed a
medical condition risk scor&c, by first sorting the medical condition risk p@ntr;, associated
with each medical condition in descending ordene Tedical condition risk score is a weighted
sum of the condition risk scores where the weightsused “to diminish the effect of an
applicant having a large number of minor conditig@gsenault 2006, 15). The risk score for

medical conditions is given by the following eqoati

n Cri
Re =2y [Eq 2.2]

(o

wheren is the total number of medical condition an agplichas andr; is theith medical

condition’s risk points, anetl)—(ilfly is the weight assigned to theh condition.

The 2006 MQP team developed risk scores for cordiids, functional, and lifestyles.
Comorbidities are negative interactions betweendwmore medical conditions. The presence
of comorbid medical conditions raises the riskdorapplicant. To determine a total comorbidity

risk scoreRcy, the following is used:

m
Row = > cmy, ™, [Eq 2.3]
k=1



wheren is the number of comorbid pai@ni is the risk score for one of the comorbid pairg] a

békm_l) is the weight assigned to tkien comorbid pair. The weights were increasinghm t

model, indicating that comorbidities add more tis&n just the sum of the separate medical
conditions.
The functional risk scoré&, calculation is similar to the comorbidity equatioT his
score represents the applicant’s information aBatitities of Daily Living (ADL) and if
assistance (medical equipment or personal) is reduiThis functional risk score increases the
total risk score of an applicant; difficulty or liaie to perform ADLs, which are vital activities
needed to be preformed daily such as bathing,gdtensferring, or dressing, are scored higher.
In fact, failure for a single ADL is sufficient ceg to decline coverage. The functional risk
scoreRg, is found by the following:
q .
Re = fr, iU, [Eq 2.4]
j=1
whereq is the total number of function; is the functional factor assigned to each elensnd,
br is the compounding factor similar to the one useabtaining the comorbidity risk scor@gy.
The final component of the total risk score maddifestyle elements. Depending on the
lifestyle, this risk score can increase or decrélaseotal risk score of an applicant. Exercise ca
decrease the risk of an applicant while activililes smoking and drinking heavily can increase
the risk. The lifestyle risk score is found by suimg each lifestyle activitielsr, or risk factor.

No interactions between activities were assumediaadébllowing is the resulting formula:

Rs=>lIsh, [Eq 2.5]
1=1

wherer is the total number of lifestyles.



The finished product consisted of VBA macros ircé&xhat include tables of conditions
and their associated risk scores, a comorbidityimydtinctional limitations, and lifestyles. It
also contained a macro which uses a distributi@cifpd by the user to create a test data set of
LTCI applicants.

Another macro allows a new applicant’s informatioterditions, comorbidities,
functional, and lifestyle—to be added into the &@pit pool by the user. The total risk score for
individual applicants can also be viewed and vedlifoy the user, while another macro can
calculate the total risk scores for all the appitsaand record the results in a spreadsheet. This
macro also analyzes the risk scores by providiaglgcs of the distribution and the total risk
scores. The last macro transforms the applicaatidaghe spreadsheet into a matrix form that
can be used in Matlab to determine the optimal tsifpr the model.

The parametens,, b., andbs used for discounting or compounding in the forasul
described above were found using the least absoéwiations method (as apposed the a least
squares method used in the REU project (Chen 2&@6)n this project). For the medical
condition risk score, the target score was basat@sum of the two highest (riskiest) condition
risk scores. By summing the risk scores for the@did pairs and multiplying by a constant, a
target score was obtained. The functional targeteswas obtained in a similar way. All three
target scores were than summed to determine thktéoget score for an applicant. A matrix
containing applicant information (condition riskoses, comorbidities, functional, and lifestyle
data) and a column vector of the total target scarere used to determine the unkndy\s
These parameters are used to calculate each apjfditatal risk score. The goal is to have each
applicant assigned to one of the five risk bing{@red, Select, Class |, Class Il, or Declined)

based on the applicant’s total risk score.



Varying the parameters, bis, had a small impact on the total risk score iantgirn on
the risk bin assignment of the applicants. Whendabndition discounting factdog, was
increased by 20%, it was seen that 93% of the eguts had their total risk scores change by

less than 10%.

2.2.2 Adaptive Risk Score Assignment Model REU Pregt

The REU project (Chen 2006) built on the framewiookn the MQP to create and test an
adaptive model for assignment of a Total Risk Séaren applicant of LTCI based on the
applicant’s medical conditions and comorbiditid$e objectives were to generalize the work
done in the MQP and develop a scoring model thatidvearn” from underwriter data.

The REU project focused on only medical conditiand co-morbidities. The Condition
Risk Score uses risk point matrix developed inMiggP and the Comorbidity Risk Score uses
the conditions that make up comorbid pairs. Ampiicdata are fed into the model in groups,
between which the model updates itself in seveeglsyattempting to reduce assignment error.

The report describes three different methods fonmating the Condition Risk Score:
Score InterpolationSingle-Plane Coefficient InterpolatipandMulti-Plane Coefficient
Interpolation Both theScore Interpolation Modelnd theSingle-Plane Coefficient
Interpolation Modeinvolve fitting a plane to known applicant inforrwat with pairs of
conditions; while th&core Interpolation Modéias a plane of Condition Risk Scores, the
Single-Plane Coefficient Interpolation Modwls a plane of coefficients that are then used to
calculate the Condition Risk Scores. Wiagle-Plane Coefficient Interpolation Modsla
special case of thdulti-Plane Coefficient Interpolation Modethe single plane referred to in
the title is a plane that combines two differemiditions, while the Multi-Plane model

determines a new plane for each different numbeonturrent conditions.



The final choice of model for estimating the ComhtRisk Score (CRS) was tisengle-
Plane Coefficient Interpolation Modaking least squares regression. The algorithoralygt
generates a (slightly) different model dependingr@number of medical conditions in the

applicants file. The mathematical models are

Yos =k +b0p +B5p,

Yos =5 +B7p +B5p, + b5y

Yors =y +b'p +by p, +05ps +bip,

Yos =B +B7p +15p, +B5ps + by p, + R0y

In these models,Yk is the condition risk score for an applicant witimedical conditions and

crs

Py Py, .. Ps are the risk points assigned to the applicant’dio@ conditions in decreasing

order. The coefficients are different for eacimiver of medical conditions. For exampllé(, is

the coefficient associated with the “worst” medicahdition for a patient wittk medical
conditions. The coefficients are determined bgast-squares best fit for that group based on the
applicants’ underwriter decisions.

A test dataset was constructed in order to medbkarmodel’s ability to adapt by

modifying its parameters. The model is capabladyfisting three different sets of parameters:

condition risk point$, condition coefficientsb}‘, and comorbidity coefficients,,. Five

thousand and fifty simulated applicants were cbtdeest the model’s accuracy in assignment

and the speed at which the model learns with régpebe amount of applicants.

The first stage consisted of initializing the modéth correct parameters b*, and W,

this was done to test the “baseline” error in theelel. Baseline error occurs because

10



underwriters assign applicants to (relatively langgk classes while the model uses a target risk
score with is a single point in the risk classiné The baseline error is due to the loss of
precision when assigning numerical risk scoreg @4t risk scores) to applicants from
underwriting decisions so that the mathematichiefrhodel can properly handle the applicants.
The large majority of the applicants tested inrtiael (~98%) were placed into the correct risk
bin by the model.

The next tests involved initializing the model wét correct parameters except for one
of the following: model coefficients, comorbidityarghts, and condition risk points. 94.86%,
95.8%, and 57%, respectively, of each test’s appteEwere placed into the correct risk class. It
is important to note that in each case, there Vem®incorrectly placed applicants in the last
1250 applicants than in the first 1250 applicanithis displays the model’'s ability to adapt.

The last test involved initializing the model witiodel coefficients, comorbidity
weights, and condition risk points all incorred. this case, the model correctly placed 82% of
the applicants. After the average risk point ep@r applicant stabilizes, comparing the average
risk point error per applicant to the estimatedetiae error determined in the first test shows that
the model coefficients do not all stabilize arotimel correct values.

The foundation that the paper lays on creatingpdehfor long term care underwriting
allows for application of the theoretical modelngsactual underwriting data as a basis. The
problems associated with analyzing actual datdy asdncomplete or incorrect information,
combined with the possibility of incorrect modesasiptions, such as assuming that all
condition information is encompassed within cormdiitrisk points and co-morbidities, need to be

tested and addressed in order to determine thdityadd this model.
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2.2.3 Credit Risk Scoring Model

A well known risk scoring model used in the Unit®ttes is the credit risk scoring
model. Every adult in America has a credit sca®aiated with his or her credit history, or lack
thereof. The most commonly used credit scoringhoetis the one developed by Fair Isaac,
called the FICO score. Their scores range fromt8@50, with a higher score indicating a
better risk. A person’s credit score is the priyaol for lenders to determine whether or not
that person should receive credit, and at whatesteate (Curry, 2006). A LTCI risk score can
be used in a similar way; it would allow underwrstéo determine how likely it is that an
applicant will make a claim compared to other agpiis and whether or not to approve the
applicant for LTCI.

According to the Equal Credit Opportunity Act, &dit score must be fair and impartial, and
as such the FICO score is not based on age, geader,national origin, marital status, or
location (Federal Trade Commission, 1998). Thikhésopposite of an LTCI risk score, as
information pertaining to an applicant’s medicatbry is necessary for underwriting a policy.
A person’s credit score does include the followimfigrmation, with the approximate weights
supplied by Fair Isaac (Fair Isaac Corporation,6300

* Timeliness of past payments — 35%

» Ratio of current debt to current credit limits 980

* Length of credit history — 15%

» Types of credit used — 10%

* Number of recent inquiries — 10%

Defining weights in this manner is quite vague.r iagtance, while timeliness of past payments

accounts for 35% of a person’s credit score, unslear how much a single delinquent payment

12



would affect that person’s score, or how many couatsee on-time payments would be
necessary to negate the effects of a delinquemheaty Also, these definitions do not specify an
ideal credit history length or ideal credit use is.

On July 22, 1999, Fair Isaac presented a smalbeumwf details to the Federal Trade
Commission (FTC) about how their FICO score isaalied (Fair Isaac Corporation, 2000).
One fact that can be drawn from this presentasdhat Fair Isaac treats credit factors in the
exact same manner that medical conditions have toeated by previous groups working on this
project — by simply giving them a number. Thoulgé EICO scoring method and the previously
developed risk scoring models compute two veryedsiht scores, both are based on the idea of
assigning a numerical value to important risk festhat are considered for each purpose. The
FICO score is concerned with such information d# d&tio, time at present job, time at present
address. The LTCI risk scoring model is concemgl information about medical conditions,
mental health, and the ability to perform ADLSs.

One portion of the Fair Isaac method for developiregr credit score is similar to the
condition risk scoring method. Fair Isaac doesapguiy exactly the same weight to each factor
used in their calculation of a credit score forrgygerson. They have developed different
“scorecards” for different groups of people. Oraraple demonstrated to the FTC is that Fair
Isaac treats people with a “previous serious dakngy or derogatory public record” differently
from those without one (Fair Isaac Corporation,®0Essentially, the scorecard method is
declaring that if a Person A’s credit history vardrastically from that of Person B then it makes
sense to treat Person A’s credit differently. Tuerecard approach to scoring could easily be

translated to the condition risk score methodAgplicant A has three medical conditions and
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Applicant B has three medical conditions but atfiare severe levels, Applicant A should be

deemed less risky than Applicant B.
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3. About the Data

The project goal is to test the risk scoring matiieloped by the REU team using data
provided by John Hancock. This section describesdeal dataset for modeling underwriting

decisions and compares it to the one we actuatgived from the John Hancock LTCI team.

3.1 The Ideal Dataset

The model requires a specifically formatted lisinbormation about an applicant in order
to calculate that person’s risk score. It needsigue identifier for the applicant, a list of
medical condition indicators associated with theliapnt’s medical conditions and their
severities, and the underwriter's assignment iskaalass of that applicant. For each condition,
the severity can be any value between one and séusmpossible risk classes, ordered from
lowest risk to highest risk, are Preferred, Selétdss 1, Class 2 and Decline. This information
about an applicant must be listed in a horizonggker such as a row of cells in Microsoft Excel.

An example of data for applicants with three meldeomditions that the model can handle is

given below:
Applicant ID |Condl |Condl Sev |Cond2 |Cond 2 Sev |[Cond3 |Cond3 Sev |[Risk Class
1 10 4 155 6 27 3|Decline
2 211 1 15 1 120 2|Preferred
3 75 2 89 3 166 5|Class 1
4 44 1 10 1 33 5|Select
5 7 2 100 2 234 7|Decline

Figure 3.1: Ideal Model Input
The risk scoring model’s current input requirestthll applicants have the same number
of medical conditions. The entire set of applisastplaced into subsets based on the total

number of medical conditions. Applicants can h@yg, 2, 3, 4, or 5 medical conditions.
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The data received from John Hancock containediéicessary information, including
applicant identifiers and medical condition indarat as well as height, weight and the results of

a cognitive screen test.

3.2 Data from John Hancock

John Hancock provided a set of actual LTCI applisainderwritten since January 1,
2005. This data set consists of 66,737 recordsyevbach record represents a different LTCI
applicant There are 16,999 applicants with one medical itmmg 14,505 with two, 10,639 with
three, 6,680 with four, and 6,399 with five. If applicant has more than five medical
conditions, the five most severe are included endata.

Previous groups working on this project had comrmateid primarily with a team from
Avon LTCI, who had been assisting John Hancock whigir LTCI underwriting. The Avon
matrix assigns risk points to each medical conditi6or a medical condition with different
levels of severity, the risk points increase witery level. If an applicant had only one medical
condition on which they were underwritten, the fqisknts associated with that condition would
place that applicant into one of the risk clasgean Each risk class represents a different level
of coverage that John Hancock would be willing tovide an applicant, if any, with Preferred

being the best and Class 2 being the worst possiierage. The ranges for each risk class are

given below:
JH Risk Class | Risk Score Range
Preferred 0-200
Select 200 - 300
Class 1 300 - 400
Class 2 400 - 500
Declined 500 - 1000

Figure 3.2: Risk Class Ranges
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Recently, however, John Hancock ended their coioreatith Avon, so the data is not in
the form that the model requires. For instancbentdancock does not include severities with
each medical condition as Avon had; rather, Johmchiek combines the condition and a
description of its severity into a single conditiodicator. As an example, to Avon, the medical
condition of alcoholism is given an identifying ualof 8, and it has severities one to seven, each

with different risk points associated to them, lagven below:

ID| Medical Condition 1 2 3 4 5 6 7
8|Alcoholism 100| 111| 134| 182| 288| 514| 1000
Figure 3.3: Example Avon Medical Condition Indicata

To John Hancock, alcoholism looks like this:

Indicator [Condition |Description Risk Class
11|Alcoholism [Abstinence >18 months, chronic treatment with an an/Individual consideration
12|Alcoholism |History of alcoholism with cirrhosis Decline

13|Alcoholism |History of alcohol abuse with current fatty liver or abn{Decline

14|Alcoholism |Alcohol abuse with multiple (three or more) hospitaliz{Class 1 w/180 EP or Class 2
15[Alcoholism |Alcohol abuse with multiple hospitalizations and/ or d{Postpone 36 months
16[Alcoholism |Alcohol abuse with detox admission, current abstinen[Postpone 18 months
17]|Alcoholism [Abstinence >18 months, normal blood studies, no coijSelect

18[Alcoholism |Abstinence <18 months, normal blood studies, no coffPostpone 18 months
19|Alcoholism |Alcohol abuse with detox admission, current abstinen|Select

Figure 3.4: Example John Hancock Medical Conditiorindicator

Among the information for an applicant that mustamalyzed before being used in the
model is a value for the person’s Minnesota Cogaifissessment Screening (MCAS) score.
For John Hancock’s purposes, a score of zero atgrés considered passing, while anything
less than zero is a failing score. Anyone witlilirfg score is automatically declined LTCI,
regardless of their medical conditions. All apahts with failing MCAS scores must be
removed from the data before it is input into thedel. If these people are not removed, the

model may learn improperly. An applicant that wbatherwise be accepted for long term care
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insurance if not for a failing MCAS score would icate to the model that the medical
conditions for that applicant are more serious tihay actually are.

The model can compute a risk score based on dicapis medical conditions. Medical
conditions can be assigned risk points based onléwels of severity. However, an underwriter
looks at more than the information that can be gfied. Lifestyles such as running marathons
or smoking a pack of cigarettes per day are rewieweunderwriters; a decision is based on the
whole application rather than just medical condisio We observed the correlation between
underwriter guidelines for a medical condition &ne underwriting decisions by isolating the
medical condition from the other factors the mad&kes into account. Applicants that had
exactly one condition, acceptable BMI, and an atat#p MCAS score were examined to see
how frequently the actual underwriter decision rhattthe decision given in John Hancock
underwriting guidelines. The following table diap$ the twenty most common conditions for
these applicants, the underwriter guidelines fat tondition, and the most frequent decision

made for the applicants:
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Indicator |JH Condition Name JH Decision Decision Mode
341|Hypertension Preferred Preferred
40335|Hypercholesterolemia Preferred Preferred
491|Osteopenia Preferred Preferred
40342|Hypertension Select - Class 1 Select
2161|Depression Select - Class 1 Select
4667|Tobacco Use Select Select
668|Tobacco Use Select Select
342|Hypertension Select - Class 1 Select
335|Hypercholesterolemia Preferred Preferred
120|Cancer - Internal Select w/365-day EP  |Select
493|Osteoarthrits / DID Select Select
4059|Anxiety Rate 1 to Rate 2 Select
287|General Muskuloskeletal Disorder None Given Preferred
551|Prostatic Hypertrophy - Benign Preferred Preferred
348|Hypothyroidism Preferred Preferred
484|0steoarthrits / DIJD Select Select
20[Allergies Preferred Preferred
4064 |Arthritis Select Select
83[Asthma Select Select
4338|Hypertension Preferred Preferred

Figure 3.5 — Most Frequent Medical Conditions
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4. Results

This section details all of the results of thejgect It describes the filters applied to the
applicants, how risk scores were assigned to eachcal condition, the data input and output to
and from the model, a brief overview of how to the model, and model coefficients from

initial and later trials.

4.1 Filtering the Applicants

The following characteristics describe the appliqaool used to initialize and train the model:
» All applicants have MCAS scores greater than oaetpizero
» All applicants have complete underwriting decisions
» All applicants have medical conditions correspogdmunique John Hancock condition
indicators
* All applicants have medical conditions with risloses less than 750
» All applicants have no comorbid medical conditions
» All applicants have Body Mass Indexes (BMI) lesanti35
» All applicants have medical conditions with risloses greater than zero
* All applicants have medical conditions where maximzondition risk score is greater
than or equal to the underwriting decision
The model can be initialized and trained usinglesstiof the database containing 55,220
applicants with 1, 2, 3, 4, or 5 medical conditiomtowever there were several complications
that could not be accounted for and certain appiscaeeded to be removed from the useable

applicant pool.
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The following chapter describes how each of théseacteristics contributed to an
applicant pool with which a model could be devethp&ach filter was applied to a subset of the
55,220 applicants; each subset consisted of appdicaith the same number of listed medical

conditions.

4.1.1 MCAS Score

All of the applicants have passing Minnesota Caogaif\cuity Screen (MCAS) scores.
By keeping only applicants with positive scores; 8pplicants with negative scores were
removed from the applicant pool. This filter wasfprmed on the entire applicant pool,
including applicants that have conditions withgkrpoints.

MCAS results are widely used by John Hancock fo€Lulinderwriting to reduce the
likelihood of applicants making claims based on takhealth issues. The test has been shown
to be 98.1% accurate at determining mild to moaecagnitive impairment (John Hancock,
2005).

An MCAS score of less than zero constitutes anraatic decline and the applicant’s
medical conditions would not be considered fortfartreview by the underwriter. Since the
underwriter would not have to determine a totdt seore for the applicant, the use of the model

is not needed and such an applicant would not hebke in training the model.

4.1.2 Complete Underwriting Decisions

The applicants that can be used in training thdehbave complete underwriting
decisions. An underwriting decision is completthd applicant was ultimately approved or
declined for LTCI. The possible underwriting déais are A (Approved), AM (Approved with

Modifications), D (Declined), DM (Declined with Mdetations), and DP (Decision Postponed).
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Decisions of D, DM, or DP were all treated ideniticaSince the final decision of an applicant
with underwriting decision DP is not known, it ssamed that the applicant was declined.

However, some applicants were listed as havingnmpdete (I) decisions or with the
decision field blank. So the underwriting decisismot known. The model needs to know how
each applicant is assigned in the end becausedbelrnompares the computed total risk score
to an underwriter’s risk class assignment. Withtbetunderwriting decision, the applicants can
not be used to train the model to pick up on caowlitisk scoring errors, and the applicants were
removed. The following table shows how the useapldicant pool changed after the

application of this filter.

No. of Conditions |Applicants Received |Applicants Removed |Useable Applicants
1 16999 433 16566

2 14505 319 14186

3 10637 277 10360

4 6680 199 6481

5 6399 172 6227

Total 55220 1400 53820

Figure 4.1 — Applicant Counts after U/W Decision

Only 1,400 applicants had incomplete or blank uwdéng decisions.

4.1.3 John Hancock Condition Indicators

All of the applicants have condition indicatoratispecify the medical cond