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Abstract

Solutions of differential equations with discontinuous boundary conditions fail to

belong in classical Sobolev spaces and hence presents a fundamental challenge in

determining their effective behavior. In this dissertation, we consider three differ-

ent boundary conditions for problems coming from the sciences and engineering,

and use different approaches to circumvent this issue.

We first study a system of parabolic PDEs in moving domains modeling mass

transfer in heterogeneous catalysis with a Robin boundary condition on the inter-

face. The behavior of such systems becomes increasingly complex as the number of

catalyst particles increases, which motivates the search for a homogenized model

that would describe the asymptotic behavior of the solution to the problem. We

transform the moving domain problem into a problem in a fixed domain by con-

structing a diffeomorphism out of the known solid particle velocities. We prove

that solutions exist in any finite time and show that these solutions two-scale con-

verge to solutions of a PDE/ODE system. We further prove corrector results for

the solution and show strong convergence. Finally, we provide examples of solid

velocities for which our result applies.

We then consider the elasticity problem for a homogeneous body with period-

ically distributed fractures. We first extend previous results on the dual formu-

lations for an elastic body without fractures to a model of a homogeneous elastic

body with fractures. In particular, in the framework of Legendre-Fenchel duality,
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we were able to provide three equivalent formulations for the problem where the

displacement, the stress, and the strain are the unknowns respectively. We also

provide a characterization of the image of the convex cone of admissible displace-

ments under the linearized strain tensor. Finally, we prove a homogenization result

using Mosco convergence.

Lastly, we study the solvability of the Stokes equations in a bounded domain,

describing the motion of a Newtonian fluid past moving rigid particles whose ve-

locities are assumed to be known. We prescribe a Navier slip boundary condition

on the fluid-solid interface. To solve the moving domain problem, we map the

equations to a fixed domain using a diffeomorphism constructed from the solid

particle velocities. The resulting equations can be thought of as a perturbation

of the Stokes equations in a fixed domain. This motivates the use of a contrac-

tion mapping argument to show existence of solutions. We first construct weak

solutions to the nonstationary Stokes equations in the fixed domain via Rothe’s

method. We then prove the higher regularity of the solution to the stationary

Stokes equations in a bounded domain with slip boundary conditions and use this

to show the existence of a strong solution for the nonstationary problem for any

finite time interval using fixed-point methods. We leave the homogenization of

this problem for future work.
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1 Introduction

The focus of this dissertation is the homogenization of partial differential equa-

tions whose solutions are discontinuous. The discontinuity comes from boundary

conditions that reflect different physical phenomena. This creates a fundamental

challenge when it comes to describing the macroscopic behavior of these hetero-

geneous systems, namely the lack of a sufficiently fine topology that contains all

solutions at every sufficiently small scale. In this work, we consider different strate-

gies to circumvent this obstacle, as well as analyses on the models we use and their

solutions.

1.0.1 Well-posedness and homogenization of a coupled parabolic sys-

tem modeling mass transfer in heterogeneous catalysis

Catalysts are substances that increase the rate of a chemical reaction. In indus-

try, heterogeneous catalysts, which are in a different phase than the reactants

and products, are widely used to enable faster large-scale production. These het-

erogeneous catalysts are small, ranging from micrometers to nanometers, and so

modeling mass transfer can be computationally expensive. Homogenization theory

gives us a way to approximate the model by looking at the limit behavior of such

suspensions.

Our model is a system of parabolic equations coupled with a Robin boundary

condition in a moving domain, which models the mass transport of a reactive



2

solute in a bounded reactor with suspended catalysts:

∂tvε −DF∆vε + uε · ∇vε = 0, in Fε(t) (1.1)

∂nvε = 0, on ∂Ω (1.2)

DF∂nvε = DS∂nwε, on Γε(t) (1.3)

DF∂nvε + αε (vε − wε) = 0, on Γε(t) (1.4)

∂twε −DS∆wε + rwε = 0, in Sε(t) (1.5)

vε(0) = vε,0, in Fε(0) (1.6)

wε(0) = wε,0, in Sε(0). (1.7)

Here, vε is the concentration of a solute that undergoes diffusion and advec-

tion in a bounded fluid domain Fε(t). The solute is adsorbed on the surface of

suspended solid catalysts, described by the Robin boundary condition on Γε(t).

It then diffuses into the solid catalysts Sε(t), where it is now denoted as wε, and

reacts via linear kinetics. In our model, the catalysts are not necessarily fixed;

they can move together with the fluid. Hence, the fluid domain Fε(t) and solid

domain Sε(t) change in time and are described by the fluid and solid velocities

that are known a priori.

Our approach was to map the moving domain to a periodic initial domain and

use two-scale convergence to obtain an effective model. We define vε := vε ◦Xε

and wε := wε ◦Xε, where Xε : Ω → Ω is a diffeomorphism constructed from the

known solid velocities. Thus, (vε, wε) is the solution in the fixed domain.

Our main results were on the asymptotic behavior of these solutions. In

particular, we determined their limits as ε → 0 and obtained the equations
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that their limits satisfy. Physically, this corresponds to the suspension being ho-

mogenized, i.e., the size of the catalysts (which scale like ε) goes to zero and

the number of catalyst particles (which scales like ε−1) goes to infinity. Since

fε(t, ·) := vε(t, ·)1Fε(t)(·) + wε(t, ·)1Sε(t)(·) is not necessarily in H1(Ω) because of

the possible jump discontinuity on Γε(t), the homogenization is not straightfor-

ward.

To describe the limiting process, we made use of two-scale convergence:

Definition 1. Let Ω and Y be bounded open sets in Rn, and T > 0. A se-

quence {uε} in L2 ((0, T )× Ω) is said to two-scale converge to a limit u ∈

L2 ((0, T )× Ω× Y ) if

lim
ε→0

∫ T

0

∫
Ω

uε(t, x)ϕ
(
t, x,

x

ε

)
dx dt =

1

|Y |

∫ T

0

∫
Ω

∫
Y

u(t, x, y)ϕ(t, x, y) dy dx dt,

(1.8)

for all ϕ ∈ L2
(
(0, T )× Ω̄;Cper

(
Ȳ
))
.

Instead of using more sophisticated extensions of vε and wε to the whole domain

Ω, two-scale convergence allows us to use simpler ones, in particular extending

these functions by zero outside Fε and Sε, respectively. Indeed, we proved:

Theorem 1. Let vε be the zero extension of vε. Then, there exist v0 ∈ V and
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v1 ∈ L2((0, T )× Ω;H1
per(Y )/R) such that, up to a subsequence, the following hold

vε → v01YF in the two-scale sense (1.9)

∇vε →
(
∇xv

0 +∇yv
1
)
1YF in the two-scale sense (1.10)

vε|Γε → v0 strongly in the two-scale sense on Γε (1.11)

∂tvε ⇀ |YF |∂tv0 weakly in L2 ((0, T )× Ω) (1.12)

Theorem 2. Let wε be the zero extension of wε. Then, there exists w0 ∈ V such

that, up to a subsequence, the following hold

wε → χYSw
0 strongly in the two-scale sense (1.13)

∇wε → 0 in the two-scale sense (1.14)

wε|Γε → w0 strongly in the two-scale sense on Γε (1.15)

∂twε ⇀ |YS|∂tw0 weakly in L2 ((0, T )× Ω) (1.16)

and that the limits v0 and w0 satisfy the following homogenized equations:

Theorem 3. v0, v1, and w0 are the the unique weak solutions of

divy
(
A0
F (t, x, y)

(
∇xv

0(t, x) +∇y v
1(t, x, y) = 0, in (0, T )× Ω× Y

|YF | ∂tv0 − divx

(∫
YF

A0
F (t, x, y)

(
∇xv

0(t, x) +∇yv
1(t, x, y)

)
dy

)
= |Γ|α

(
v0(t, x)− w0(t, x)

)
in (0, T )× Ω

∂tw
0 + rw0(t, x) =

|Γ|
|YS|

α
(
w0(t, x)− v0(t, x)

)
in (0, T )× Ω

To demonstrate the utility of the limit equations as a useful proxy for the
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original model, we further proved:

Theorem 4.

∥vε − v0∥2L2((0,T )×Fε)
+ ∥wε − w0∥2L2((0,T )×Sε)

(1.17)

+

∫ T

0

∫
Fε

∣∣∣∇vε(t, x)−∇v0(t, x)−∇yv
1
(
t, x,

x

ε

)∣∣∣2 → 0, as ε→ 0.

Lastly, we provide some examples of examples of solid velocities for which our

result applies.

1.0.2 Elastic solids with fractures

Elastic solids with fractures that are in equilibrium can be described by an elliptic

PDE with a nonlinear boundary condition on the fractures. The presence of these

fractures influences how the solid responds to forces acting on it. We are interested

in solids with periodically distributed fractures. The finer the heterogeneity of the

system, i.e., the smaller and more numerous the fractures, the closer the solid will

behave to a homogeneous solid with effective properties.

We make use of the model of the elasticity problem with fractures in [50]. Here,

we assume that the elastic body, Ω having a fixed boundary ∂Ω is homogeneous

and contains a single fracture inside its interior. The fracture is thought to be a

smooth orientable surface which may or may not be connected, and is denoted by

Σc. The extension to the case of periodically distributed fractures is standard. We
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write as ΩF the set Ω\Σc. The model is as follows:

div σ + f = 0 in ΩF (1.18)

σ = A∇S(u) in ΩF (1.19)

u = 0 on ∂Ω (1.20)

[u ·N ] ≥ 0 on Σc (1.21)

σn|1 = σNNN ; σn|2 = −σNNN ; σNN ≤ 0 on Σc (1.22)

if [u ·N ] > 0 on F , then σNN = 0. (1.23)

Figure 1.1: Elastic solid with fracture

Here, N refers to the unit normal on Σc, n is the outward unit normal on the

boundary of ΩF , [ϕ] = ϕ1−ϕ|2 refers to the jump of the field ϕ across the fracture

Σc, where the subscripts 1 and 2 denote the faces of Σc in the direction of N and

the opposite direction, respectively. σNN = σN ·N . A = [aijkl] is the elasticity

tensor, assumed to have symmetry and positivity properties, i.e.,

AB ·B > 0, for all B ̸= 0, B ∈ R3×3, (1.24)

aijkl = aijlk = ajikl = ajilk, (1.25)
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f represents the body forces acting on the body. ∇S(·) is the linearized strain

tensor.

We first prove some duality results. It was shown in [13] that the problem of

finding a displacement vector that solves the elasticity problem is equivalent to

finding a stress or strain tensor that solves a minimization problem. We extended

their results, which dealt with the case of a homogeneous elastic solid without

fractures, to the case with fractures. The new formulations are:

Problem 1 (Displacement Formulation). Find u ∈K such that

J(u) = inf
v∈K

J(v), (1.26)

where J(v) :=
1

2

∫
ΩF

A∇S(v) : ∇S(v) dx−
∫
ΩF

f · v dx for all v ∈ V .

Problem 2 (Stress Formulation). Find σ ∈ S such that

g(σ) = inf
µ∈S

g(µ), (1.27)

where g(µ) =
1

2

∫
ΩF

Bµ : µ dx for all µ ∈ L2
S(ΩF ), and B = A−1.

Problem 3 (Strain Formulation). Find π ∈ M+ such that

J̃(π) = inf
µ∈M+

J̃(µ), (1.28)

where J̃(µ) :=
1

2

∫
ΩF

Aµ : µ dx−
∫
ΩF

f · L(µ) dx for all µ ∈ M+.
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Here, L(µ) is the unique element in K such that ∇S (L(µ)) = µ. The spaces

K,S, and M+ are the sets of admissible displacements, stresses, and strains. (See

[53] for a precise definition of these spaces.)

We proved, up to a change of sign, that the displacement, stress, and strain

formulations are dual problems:

Theorem 5.

inf
σ∈S

g(σ) = − inf
v∈K

J(v) = − inf
µ∈M+

J̃(µ). (1.29)

Moreover, we proved the following relationship among the minimizers of each

problem:

Theorem 6. Let σ̄ ∈ S, v̄ ∈K, and µ̄ such that

g(σ̄) = inf
σ∈S

g(σ), J(v̄) = inf
v∈K

J(v), J̃(µ̄) = inf
µ∈M+

J̃(µ). (1.30)

Then

σ̄ = A∇S(v̄) = Aµ̄. (1.31)

To describe the effective properties of the fractured material, we made use of

Γ-convergence:

Definition 2. We say that a sequence of functions Fn : X → R, on a (first

countable) topological space X, Γ-converges to a function F : X → R if

• for every sequence xn → x in X, we have that

F (x) ≤ lim inf
n→∞

Fn(xn), (1.32)
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• for each x ∈ X, there is a sequence xn that converges to x in X such that

F (x) ≥ lim sup
n→∞

Fn(xn). (1.33)

The starting point was to recast this problem as a minimization problem. We

denote by Γε the union of the fractures and Ωε := Ω\Γε, where Ω is some bounded

subset of R3. We define the set of admissible displacements :

Kε = {v ∈ H1(Ωε) | v = 0on ∂Ω in ∂Ω, [v ·N ] ≥ 0 in Γε}. (1.34)

Here n is the chosen normal of the fracture surface and [·] denotes the jump across

the fractures. The set Kε consists of displacement vector fields that are zero on

the outer boundary and has positive jump on the fractures.

Solving the elliptic PDE that describes our problem is equivalent to finding a

solution uε that solves the variational inequality:

∫
Ωε

A∇S(uε) : ∇S(v − u) dx ≥
∫
Ωε

f · (v − uε) dx ∀v ∈ Kε. (1.35)

Here A is the elasticity tensor of the solid and f are the forces acting on the

solid. This can then be written equivalently as the following minimization problem:

min
v∈Kε

{
1

2

∫
Ωε

A∇(v) : ∇(v)−
∫
Ωε

f · v
}
. (1.36)

At this point, we run into a similar problem as before, in particular uε is not

in H1(Ω). We used a family of restriction-extension operators introduced in [9] to



10

circumvent this problem. Indeed, we proved:

Theorem 7. Define for v ∈ L2(Ω),

Jϵ(v) :=
1

2

∫
Ωϵ

A∇S(v) : ∇S(v)−
∫
Ωϵ

f · v + χKϵ(v) (1.37)

Jhom(v) :=
1

2

∫
Ω

σ̄◦(∇S(v))∇S(v)−
∫
Ω

f · v + χH1
0 (Ω)(v). (1.38)

(1.39)

Then

Jhom = Γ− lim Jϵ, (1.40)

in the strong L2(Ω) topology,

where

σ̄◦(∇u0) :=

∫
Y

A(∇xu0 +∇yu1) dy, (1.41)

and u1 ∈ H1
0 (Y \ Γ) solves the unit cell problem:

∫
Y \Γ

A(∇xu0 +∇yu1)∇y(w − u1) dy ≥ 0, (1.42)

for all w ∈ H1
0 (Y \ Γ) such that [w ·N ] ≥ 0 on Γ. Here, Y is the unit cell in R3,

(0, 1)3.

This result states that the response of an elastic solid (with periodically dis-

tributed fractures) to a distribution of forces is close to that of a solid described
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by the PDE:

div (σ̄◦(∇u0)) = f , in Ω (1.43)

u0 = 0, on ∂Ω, (1.44)

1.0.3 Suspensions of rigid particles in a Newtonian fluid: well-posedness

and regularity

Suspensions of rigid particles dispersed in an incompressible fluids are commonly

found in industry. Initially, our goal in this project is to determine the effective

viscosity of such suspensions. However, we were unable to finish the homogeniza-

tion and have only proved well-posedness of the model and the regularity of its

solution. The study of the emergent behavior of suspensions has a long history,

dating back to Einstein’s work on dilute suspensions [25]. The focus of this section

is on the solvability of the Stokes equations with Navier-slip boundary conditions

in a moving domain. Indeed, we consider the motion of an incompressible Newto-

nian fluid in a bounded domain with submerged rigid particles whose velocities are

known. At the boundary of the fluid domain, we prescribe a Navier slip condition.
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The goal is to find a velocity v and pressure q that satisfy

∂tv −∆v +∇q = f, in Ω(t), t ∈ (0, T ) (1.45)

div v = 0, in Ω(t), t ∈ (0, T ) (1.46)

v · n = 0, in Γ(t), t ∈ (0, T ) (1.47)

[D(v)n]τ + α(v − V )τ = 0, in Γ(t), t ∈ (0, T ) (1.48)

v(0) = v0, in Ω, (1.49)

where the moving domain Ω(t) is defined by the velocities of the solid particles,

given by

Vi(t, x) := h′i(t) +Mi(t) (x− hi(t)) , x ∈ Γi(t). (1.50)

Here, hi and Mi are in C
∞(0, T ), Mi(t) is skew-symmetric for all t, and Γ(t) is the

boundary of the solid particles at time t. Physically, the above equation says that

Vi is a combination of a translation and a rotation.

Our approach is to use the diffeomorphism in [22] to write the problem in a

fixed domain. This method was pioneered by Inoue and Wakimoto in their seminal

paper for the Navier-Stokes equations in noncylindrical domains [37].

The problem can be solved using a fixed point argument. In [22], this was

obtained using classical work by [54] using semigroup theory. In our case, this

task is two-fold. We first show the H2-regularity of solutions to the steady-state

Stokes equations with slip boundary conditions. Indeed, we proved the following:

Theorem 8. Suppose f ∈ L2(Ω) and α > 0. Then, the weak solution (u, p)

to the stationary Stokes problem with Navier-slip boundary conditions belongs in
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H2(Ω)×H1(Ω).

We note that how we proved this, albeit similar to [1], differs in the way that the

map we use to transform the local problem with a curved boundary to a domain

with a straight boundary, preserves the normal boundary conditions, i.e., the jump

of the normal component of the velocity across the interface fluid-solid interface is

zero.

Rothe’s method can then be used to show existence to the parabolic problem.

We proved:

Theorem 9. Suppose that the initial velocity u0 belongs to H1(Ω). Then the

solution to the non-steady state Stokes equations with slip boundary conditions u

is in W 1,2 (0, T ;L2(Ω)) ∩ L2 (0, T ;H1(Ω)) ∩ L∞ (0, T ;L2(Ω)).

Finally, a fixed point argument gives us:

Theorem 10. Let F ∈ L2 ((0, T )× Ω) and u0 ∈ H1(Ω). Then, there exist (u, p) ∈

W 1,2 (0, T ;L2(Ω))∩L2 (0, T ;H1(Ω))∩L∞ (0, T ;L2(Ω))×L2 (0, T ;H1(Ω)) that solves

the fixed domain problem.
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2 Well-posedness and Homogenization of a system of parabolic

equations in moving domains modeling mass transfer in heterogeneous

catalysis

2.1 Introduction

We consider a system of parabolic equations coupled with a Robin boundary con-

dition in a moving domain:

∂tvε −DF∆vε + uε · ∇vε = 0, in Fε(t) (2.1)

∂nvε = 0, on ∂Ω (2.2)

DF∂nvε = DS∂nwε, on Γε(t) (2.3)

DF∂nvε + αε (vε − wε) = 0, on Γε(t) (2.4)

∂twε −DS∆wε + rwε = 0, in Sε(t) (2.5)

vε(0) = vε,0, in Fε(0) (2.6)

wε(0) = wε,0, in Sε(0). (2.7)

These equations form a simple model for the mass transport of a reactive solute

in a bounded reactor with suspended catalysts. Here, vε is the concentration of

a solute that undergoes diffusion and advection in a bounded fluid domain Fε(t),

that is adsorbed on the surface of suspended solid catalysts, described by the Robin

boundary condition on Γε(t). It diffuses into the solid catalysts Sε(t), where it is

now denoted as wε, and reacts with linear kinetics. It is assumed that the fluid
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and solid velocities are known. Given these velocities, we detail in the next section

how the sets Fε(t) and Sε(t) are defined.

Heterogeneous catalysts are catalysts that are different in phase than reactants

or products of chemical reactions that they catalyze. These are widely used in

industry to make chemical processes cost effective by hastening the rate of chem-

ical reactions. We are particularly interested in heterogeneous catalysts that are

suspended in a liquid medium. These are often seen in water treatment appli-

cations, where a pollutant is degraded through photocatalytic reactions. See for

example [24], [55], [41], [59] and the references therein.

Catalyst particle sizes are typically measured in micrometers and nanometers

and are several orders of magnitude smaller than the scale of reactors. Numerical

simulations that account for the contributions of each particle can be complex.

This motivates the search for a simpler effective model that describes the mass

transfer processes.

Some of the early work in this regard is [42] and [36]. In [42], they consider the

mass transport of a reactive solute in a porous medium, where the catalysts are

supported on the surface of the porous medium. The homogenization is carried out

using formal asymptotic expansions. In [36], they consider a similar problem but

couple the mass transfer equations with the Stokes equations. They assume that

the fluid flow is independent of mass transfer and hence are able to use known

homogenization results for the Stokes equations in porous media to rigorously

obtain the homogenization result.

The kinetics and adsorption mechanics considered in [36] were linear and were

far simpler than what are observed in practice. The authors in [17] extend this

case to more realistic models. In particular, they both consider Langmuir and
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Freundlich kinetics, which are nonlinear adsorption mechanisms. We also cite [5],

where the authors consider a model where one has convection and diffusion in

both the bulk fluid and the pore surface. With the assumption of periodicity

of the velocity field that drives the advection, the authors were able to get a

homogenization result using formal asymptotic expansions, and show that this is

rigorous through two-scale convergence with drift.

In [29], they consider reaction-diffusion processes for multiple reacting species

in a two-component porous medium with nonlinear flux conditions at the inter-

face. In contrast with the earlier cited works, reactions occur throughout the

two-component medium instead of only happening on pore surfaces. The authors

use extension operators to extend solutions in the connected component of the

domain into the whole domain. This requires some degree of regularity of the

boundary of the connected component. We note that this was also used in [17].

The authors in [29] used the boundary unfolding operator and a compactness re-

sult for Banach-spaced valued functions to handle the convergence of the nonlinear

terms.

For problems in an evolving domain, one usually assumes that the evolution is

regular enough to map the moving domain into a fixed one. Homogenization prob-

lems in evolving domains commonly need a periodicity assumption on the fixed

domain in order to use tools from homogenization theory, e.g. two-scale conver-

gence, periodic unfolding methods. For example, in [47] the author considers the

homogenization of a diffusion-reaction-advection problem in domains with evolving

microstructure. The deformation of the domain is assumed to be regular enough

that it can be mapped into a fixed periodic one. The author also assumes the

strong two-scale convergence of the terms that arise from the change of variables.
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This imposes a restriction on how the domain evolves. If the deformation veers

away too much from a periodic structure, then classical homogenization methods

might fail. In [23], the author considers a similar problem whose homogenization

result is proved using the periodic unfolding method. A more recent work in this

vein is [30], where the authors obtain the homogenization of a reaction-diffusion-

advection problem in an evolving domain with nonlinear boundary conditions. The

authors use similar tools as in [29] to handle the nonlinear terms. They also as-

sume that the evolution guarantees the strong two-scale convergence of the terms

arising from mapping to a fixed domain.

In this paper, we are interested in obtaining an effective model that describes

the mass transport of a single chemical species in a reactor with suspended moving

catalyst particles. To clarify the presentation, we assume linear kinetics and a

constant diffusivity for the fluid and solid domains. Our approach is to map the

moving domain into the periodic initial domain and use two-scale convergence to

obtain an effective model. We define vε := vε ◦ Xε and wε := wε ◦ Xε, where

Xε : Ω → Ω is our constructed diffeomorphism. Thus, (vε, wε) is the solution in

the fixed domain. More details are provided in the latter sections. We show that

the following convergences hold:

Theorem 3. Let vε be the zero extension of vε. Then, there exist v0 ∈ L2 (0, T ;H1(Ω))

and v1 ∈ L2((0, T ) × Ω;H1
per(Y )/R) such that, up to a subsequence, the following
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hold

vε → v01YF in the two-scale sense (2.8)

∇vε →
(
∇xv

0 +∇yv
1
)
1YF in the two-scale sense (2.9)

vε|Γε → v0 strongly in the two-scale sense on Γε (2.10)

∂tvε ⇀ |YF |∂tv0 weakly in L2 ((0, T )× Ω) (2.11)

Theorem 4. Let wε be the zero extension of wε. Then, there exists w0 ∈ L2 ((0, T )× Ω)

such that, up to a subsequence, the following hold

wε → χYSw
0 strongly in the two-scale sense (2.12)

∇wε → 0 in the two-scale sense (2.13)

wε|Γε → w0 strongly in the two-scale sense on Γε (2.14)

∂twε ⇀ |YS|∂tw0 weakly in L2 ((0, T )× Ω) (2.15)

and that the limits v0 and w0 satisfy the following homogenized equations:

Theorem 5. v0, v1, and w0 are the the unique weak solutions of

divy
(
A0
F (t, x, y)

(
∇xv

0(t, x) +∇yv
1(t, x, y)

))
= 0, in (0, T )× Ω× Y (2.16)

|YF | ∂tv0 − divx

(∫
YF

A0
F (t, x, y)

(
∇xv

0(t, x) +∇yv
1(t, x, y)

)
dy

)
(2.17)

= |Γ|α
(
v0(t, x)− w0(t, x)

)
in (0, T )× Ω

∂tw
0 + rw0(t, x) =

|Γ|
|YS|

α
(
w0(t, x)− v0(t, x)

)
in (0, T )× Ω (2.18)

Because of the linearity of the reaction term, we did not need to use H1 exten-
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sions of solutions onto the whole domains such as those used in [29]. We are still

able to show a strong convergence result by using the fact that we are working

with solutions to PDEs. Indeed, we have

Theorem 6.

∥vε − v0∥2L2((0,T )×Fε)
+ ∥wε − w0∥2L2((0,T )×Sε)

(2.19)

+

∫ T

0

∫
Fε

∣∣∣∇vε(t, x)−∇v0(t, x)−∇yv
1
(
t, x,

x

ε

)∣∣∣2 → 0, as ε→ 0. (2.20)

The diffeomorphism we use to map the moving domain onto the initial domain

comes from a standard construction found in works on fluid-solid interactions and

the Navier-Stokes equations in moving domains originally introduced in [37]. We

follow the construction in [22], where they considered the flow of a Newtonian

fluid past moving rigid obstacles. The idea is to construct the diffeomorphism

in such a way so that it is a rigid deformation for points initially on the solid

domain, the identity map when sufficiently far away from the solid domain and a

smooth transition in between these regions that is volume preserving. The volume

preserving property simplifies the calculations in the homogenization but is not

a necessary requirement. As long as the diffeomorphism is well behaved, i.e., its

Jacobian is uniformly bounded away from zero, then the requirements we require

from the solid velocities would allow one to handle the extra terms that come from

the Jacobian.

The paper is organized as follows: in Section 2.2, we construct the diffeomor-

phism that allows us to map a moving domain problem into a fixed domain. We

show that these problems are equivalent. In Section 17, we prove the existence

of solutions via Rothe’s method. We also obtain estimates on the solutions. In
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Section 2.4, we prove our homogenization result via two-scale convergence and our

strong convergence result. Finally, in Section 2.5, we provide some examples of

solid motion for which our result applies.

2.2 Transformation to a fixed domain and weak solutions

Let Ω be a bounded subset of R3 with smooth boundary and YS be an open subset

of Y := (0, 1)3 with smooth boundary such that YS ⊂⊂ Y . We denote YF := Y \YS.

Let ε be a sequence of positive numbers that goes to zero. We define the following

sets:

Θε :=
{
ξ ∈ Z3 | ε (ξ + Y ) ⊂⊂ Ω

}
Sε :=

⋃
ξ∈Θε

ε (ξ + YS)

Fε := Ω \ Sε.

Observe that since Ω is bounded and has a smooth boundary, we have that

Fε =

( ⋃
ξ∈Θε

ε (ξ + YF )

)⋃
Λε,

for some Λε ⊂ Ω such that |Λε| → 0 as ε→ 0. As Θε is finite, we can write

Sε =

N(ε)⋃
i=1

Oi.

The sets Oi represent the solid rigid particles at time zero, hence, Sε are the solid

catalysts and Fε is the fluid domain at time zero. Below is an example of what
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the domain looks like at t = 0. Here, Sε is the union of the purple circles and Fε

is the interior of the space in between these circles.

Figure 2.1: Domain at t = 0

From here onwards, we denote by y, the spatial variable in the domain at time

zero and x := x(t, y) to be spatial variable in the moving domain. To describe the

moving domain, we obtain a transformation that maps Oi to Oi(t), i.e., a mapping

between points from the solid at t = 0 to points in the solid at any time t ∈ (0, T ).

This would come from the velocities of the solid particles that are assumed to be

known a priori.

Let y ∈ Oi, and consider the following ODE describing the trajectories of the

solid catalysts:

G′
i(t, y) = h

′
ε,i(t) +Mε,i(t) (Gi(t, y)− hε,i(t)) , t > 0

Gi(0, y) = y.

Assumption 7. We assume that Mε,i : [0,∞) → R3×3 is a skew-symmetric
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matrix and that both hε,i : [0,∞) → R3 and Mε,i satisfy

sup
1≤i≤N(ε)

∥hε,i∥L∞(0,∞) ≤ Cεγ, (2.21)

sup
1≤i≤N(ε)

∥Mε,i∥L∞(0,∞) ≤ C, (2.22)

for some γ ≥ 1 and C > 0 that is independent of ε.

This, then, defines an isomorphism Gi(t, ·) : Oi 7→ Oi(t). In addition to (2.21),

we further assume:

Assumption 8. The solid velocities are slow enough such that

sup
i ̸=j

d (Oi(t),Oj(t)) ≥ δε,

for some 0 < δ < 1 that is independent of ε. We assume that δ is small enough to

guarantee that the solids do not intersect each other.

We now define the fluid and solid domains, and the interface, respectively as:

Fε(t) := Ω \
m⋃
i=1

Oi(t)

Sε(t) :=
m⋃
i=1

Oi(t)

Γε(t) := ∂Sε(t).
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We now write our system as:

∂tvε −DF∆vε + uε · ∇vε = 0, in Fε(t) (2.23)

∂nvε = 0, on ∂Ω (2.24)

DF∂nvε = DS∂nwε, on Γε(t) (2.25)

DF∂nvε + αε (vε − wε) = 0, on Γε(t) (2.26)

∂twε −DS∆wε + rwε = 0, in Sε(t) (2.27)

vε(0) = vε,0, in Fε(0) (2.28)

wε(0) = wε,0, in Sε(0) (2.29)

(2.30)

Assumption 9. We assume that αε = αε, where α > 0. Moreover, we assume

that vε,0 ∈ H1 (Fε(0)), wε,0 ∈ H1 (Sε(0)) and that

vε,0
ε→0−−→ v0, in L2 (Ω) , (2.31)

wε,0
ε→0−−→ w0, in L2 (Ω) , (2.32)

for some v0, w0 ∈ L2 (Ω).

A practical choice for the limit functions in the assumption above is v0 ≡ C

and w0 ≡ 0, which corresponds to starting with a uniform concentration of solute

in the solution and using fresh catalysts.

Assumption 10. We suppose that the map t 7→ uε(t, ·) is smooth and that for
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each t ≥ 0, uε(t, ·) : Fε(t) → R3 is smooth as well. Moreover, we assume that

uε
ε→0−−→ 0, in L2 (Ω) .

Definition 11. We define the spaces

Vε :=

{
v : [0, T ]× Fε(t) → R |

∫ T

0

∫
Fε(t)

|∂tv(t, x)|2 + |v(t, x)|2 + |∇v(t, x)|2 dx dt < +∞
}

Wε :=

{
w : [0, T ]× Sε(t) → R |

∫ T

0

∫
Sε(t)

|∂tw(t, x)|2 + |w(t, x)|2 + |∇w(t, x)|2 dx dt < +∞
}

Definition 12. We say that (vε, wε) ∈ Vε ×Wε is a weak solution to the moving

domain problem if for every (φ, ψ) ∈ Vε ×Wε, we have

∫ T

0

∫
Fε(t)

(∂tvε + uε · ∇vε)φ+

∫ T

0

∫
Sε(t)

∂twεψ +

∫ T

0

∫
Fε(t)

DF∇vε · ∇φ

+

∫ T

0

∫
Sε(t)

DS∇wε · ∇ψ +

∫ T

0

∫
Sε(t)

rwεψ

=

∫ T

0

∫
Γε(t)

αε(wε − vε)(φ− ψ)

The task now is to find a diffeomorphism between Fε(0) and Fε(t). We follow a

classical construction used in fluid-solid interaction problems (see for instance [29]).

We do this by defining a suitable domain velocity for Ω that will give the necessary

diffeomorphism upon integration. Heuristically, we want this velocity to be the

solid velocity inside the solid particles, zero when one is sufficiently far away from

the solids, and to glue together these two velocites in between. For simplicity, we

require it to be volume preserving.

To start, let B1i , B2i be open balls such that Oi ⊂ B1i ⊂ B1i ⊂ B2i . We define
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for k = 1, 2:

Bki(t) := {x = Gi(t, y)| y ∈ Bki}

Let η ∈ C∞ (R3 × [0, T ]) be a cut-off function such that

• 0 ≤ η ≤ 1,

• for t ∈ [0, T ], η ≡ 1 on ∪B1i(t), η ≡ 0 on R3 \ ∪B2i(t).

We let Ki(t) := support of ∇η(t, ·) ∩B2i(t).

In order to get a volume preserving diffeomorphism, we need this domain veloc-

ity to have zero divergence everywhere. To do that, we subtract out the divergence

of the terms where we expect the velocity to be nonzero. Indeed, we make the

following calculations:

divx
(
η(t, x)h′

ε,i(t)
)
= ∇η(t, x) · h′

ε,i(t),

divx (η(t, x)Mε,i(t)hε,i(t)) = ∇η(t, x) ·Mε,i(t)hε,i(t),

divx (η(t, x)Mε,i(t)x) = ∇η(t, x) ·Mε,i(t)x+ η(t, x) divx (Mε,i(t)x)

= ∇η(t, x) ·Mε,i(t)x,

since Mε,i is skew-symmetric. These motivate us to define for t ∈ [0, T ] and

x ∈ Oi(t):

bε(t, x) := η(t, x)

N(ε)∑
i=1

(
h′
ε,i(t) +Mε,i(t) (x− hε,i(t))

)
1Oi(t)

(x)

−
N(ε)∑
i=1

BKi(t)

(
∇η(t, ·) ·

(
h′
ε,i(t) +Mε,i(t)·

))
(x)1Oi(t)

(x),
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where BKi(t) : L
2(Ki(t)) → H1

0 (Ki(t)), is an operator such that,

div
(
BKi(t)(H)

)
= H,

and ∥BKi(t)(H)∥H1
0 (Ki(t)) ≤ C (Ki(t)) ∥H∥L2(Ki(t), see [58] for details. Based on our

previous calculations, we have that

• bε(t, x) = h′
ε,i(t) +Mε,i(t) (x− hε,i(t)) for x ∈ Oi(t),

• div bε ≡ 0 in Ω,

• bε ∈ C∞
0,σ (Rr × [0, T ];R3).

bε is the domain velocity that we need to define the necessary diffeomorphism.

Indeed, we consider the following problem: for y ∈ R3,

∂tXε(t, y) = bε (t,Xε(t, y)) , t > 0,

Xε(0, y) = y.

As bε is smooth, by Picard-Lindelöf, there exists a smooth functionXε that solves

the above ODE. Thus, restricting it to Fε, we have thatXε(t, ·) : Fε → Fε(t) is the

desired diffeomorphism. Similarly, restricting to Sε, we have that Xε(t, ·) : Sε →

Sε(t) is a diffeomorphism.

If the fluid and solid velocities are known and smooth enough, say uF and uS,

respectively, and that across the fluid-solid interface uF = uS at all times, then

one can create a map from the initial domain to the domain at any time t > 0 by
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solving the problem:

∂tϕ(t, y) = u (t, ϕ(t, y)) , t ∈ (0, T ),

ϕ(0, y) = y,

where u is equal to uF in the fluid domain and uS in the solid domain. We chose

not to construct the diffeomorphism this way so that we do not have to deal with

terms arising from the Jacobian of the diffeomorphism.

Definition 13. We define the spaces

Vε,0 :=

{
v : [0, T ]× Fε(0) → R |

∫ T

0

∫
Fε(0)

|∂tv(t, x)|2 + |v(t, x)|2 + |∇v(t, x)|2 dx dt < +∞
}

Wε,0 :=

{
w : [0, T ]× Sε(0) → R |

∫ T

0

∫
Sε(0)

|∂tw(t, x)|2 + |w(t, x)|2 + |∇w(t, x)|2 dx dt < +∞
}

For a function v ∈ Vε,0 and w ∈ Wε,0, we let ṽ := v ◦Xε and w̃ := w ◦Xε.

Because Xε is a diffeomorphism, we have that (v, w) ∈ Vε,0 ×Wε,0 if and only if

(ṽ, w̃) ∈ Vε ×Wε.

We have the following proposition:

Proposition 14. (vε, wε) is a weak solution to the moving domain problem if and

only if ṽε ∈ Vε,0, w̃ε,0 ∈ Wε,0 and ṽε, w̃ε and that for every (φ̃, ψ̃) ∈ Vε,0 ×Wε,0 we
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have:

∫ T

0

∫
Fε(0)

(
∂tṽε + (uε ◦Xε − ∂tXε) · (∇Xε)

−T ∇ṽε
)
φ̃ (2.33)

+

∫ T

0

∫
Sε(0)

(
∂tw̃ε − ∂tXε · (∇Xε)

−T ∇w̃ε
)
ψ̃

+

∫ T

0

∫
Fε(0)

AεF∇ṽε · ∇φ̃+

∫ T

0

∫
Sε(0)

AεS∇w̃ε · ∇ψ̃ +

∫ T

0

∫
Sε(0)

rw̃εψ̃ (2.34)

=

∫ T

0

∫
Γε(0)

αε (w̃ε − ṽε)
(
φ̃− ψ̃

)
,

where

AεF (t, x) := 1Fε(0)(t) (∇Xε(t, x))
−1 (∇Xε(t, x))

−T

AεS(t, x) := 1Sε(0)(t) (∇Xε(t, x))
−1 (∇Xε(t, x))

−T .

Proof. Let t ∈ (0, T ). Let (φ, ψ) ∈ Vε ×Wε. We begin with

∫
Fε(t)

DF∇vε · ∇ϕ =

∫
Fε(0)

DF∇vε ◦Xε · ∇ϕ ◦Xε

=

∫
Fε(0)

DF (∇Xε)
−T ∇ (vε ◦Xε(t)) · (∇Xε)

−T ∇ (ϕ ◦Xε(t))

=

∫
Fε(0)

AεF∇ṽε · ∇ϕ̃.

Similarly, ∫
Sε(t)

DS∇wε · ∇ψ =

∫
Sε(0)

AεS∇w̃ε · ∇ψ̃.
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As for the time derivative terms, we have

∫
Fε(t)

(∂tvε + uε · ∇vε)ϕ =

∫
Fε(0)

(
∂tvε ◦Xε + (u ◦Xε − ∂tXε) · (∇Xε)

−T ∇ṽε
)
φ ◦Xε

=

∫
Fε(0)

(
∂tṽε + (uε ◦Xε − ∂tXε) · (∇Xε)

−T ∇ṽε
)
φ̃,

and ∫
Sε(t)

∂twεψ =

∫
Sε(0)

(
∂tw̃ε − ∂tXε · (∇Xε)

−T ∇w̃ε
)
ψ̃

Since Xε is a rigid displacement on Γε(t), we have

∫
Γε(t)

αε (wε − vε) (φ− ψ) =

∫
Γε(0)

αε (w̃ε − ṽε)
(
φ̃− ψ̃

)

Lastly, as

∇φ̃ = (∇Xε)
−T ∇ϕ ◦Xε,

and

∇φ =
(
∇X−1

ε

)−T ∇ϕ̃ ◦X−1
ε ,

the proposition follows.

Assumption 15. We assume that there exist A0
F , A

0
S ∈ L2 ((0, T )× Ω;Cper(Y ))

such that

∫ T

0

∫
Ω

∣∣∣AεF (t, x)− A0
F

(
t, x,

x

ε

)∣∣∣2 −−→
ε→0

0 (2.35)∫ T

0

∫
Ω

∣∣∣AεS (t, x)− A0
S

(
t, x,

x

ε

)∣∣∣2 −−→
ε→0

0, (2.36)

i.e. we assume that AεF and AεS are strongly two-scale convergent. This allows us



30

later on to deal with their limits in the homogenization process. Similar assump-

tions have been made in [30] to deal with homogenization in evolving domains.

2.3 Estimates and existence of solutions

From here onwards, we define vε := ṽε and w
ε := w̃ε, i.e., (v

ε, wε) is fixed domain

solution. Moreover, we have that Fε = Fε(0), and Sε = Sε(0). Observe that

(vε, wε) are the weak solutions to the following problem:

∂tv
ε − div (AεF∇vε) +U 1

ε · ∇vε = 0, (0, T )× Fε (2.37)

AεF∇vε · n = 0, (0, T )× ∂Ω (2.38)

AεF∇vε · n = AεS∇wε · n, (0, T )× Γε (2.39)

AεF∇vε · n+ αε (v
ε − wε) = 0, (0, T )× Γε (2.40)

∂tw
ε − div (AεS∇wε)−U 2

ε · ∇wε + rwε = 0, (0, T )× Sε (2.41)

vε(0) = vε,0, in Fε(0) (2.42)

wε(0) = wε,0, in Sε(0), (2.43)

(2.44)

where U 1
ε := (∇Xε)

−1 (uε ◦Xε − ∂tXε) and U
2
ε := (∇Xε)

−1 ∂tXε.

Because of the slowness Assumption 2.21 on the solid velocities, we have that

the matrices AεF and AεS are coercive with a coercivity constant that is independent

of ε. Indeed, we have
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Lemma 16. There exists β > 0 such that for all v ∈ R3, we have

sup
t,x,ε

(
vTAε(t, x)v

)
≥ βvTv, (2.45)

where Aε(t, x) := (∇Xε(t, x))
−1 (∇Xε(t, x))

−T .

Proof. Since Aε is positive semidefinite, it is unitarily diagonalizable and all of its

eigenvalues are nonnegative. Let λ1 ≤ λ2 ≤ λ3 be the eigenvalues of Aε(t, x) and

D := diag {λ1, λ2, λ3}. Let v ∈ R3. Then, for some unitary matrix P , we have

vTAε(t, x)v = vTP ∗DPv = wDw =
3∑
i=1

λiw
2
i ≥ λ1∥w∥22 = λ1∥v∥22,

where the last equality follows from P being a unitary matrix. We now show that

λ1 = λ1(t, x, ε) can be uniformly estimated. First, we have

det (Aε(t, x)) = det
(
∇Xε(t, x)

−1
)2

= e−2 tr(
∫ t
0 ∇bε(x,Xε(s,x) ds)) ≥ e−C(∥∇bε∥∞) ≥ C1,

for some C1 > 0. The last inequality follows from Assumption 2.21 and

∇Xε(t, y) = e
∫ t
0 ∇bε(s,Xε(s,y)) ds.

See the last section on Examples for details. Next, we have that

λ3 ≤ ∥Aε(t, x)∥L2((0,T )×Ω) ≤ C∥Aε(t, x)∥L∞((0,T )×Ω) ≤ C∥∇bε∥L∞((0,T )×Ω) ≤ C2 <∞.

Thus,

λ1 =
det (Aε(t, x))

λ3λ2
≥ det (Aε(t, x))

λ23
≥ C1

C2

=: β > 0.
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We have the following existence theorem:

Theorem 17. There exists a unique weak solution (vε, wε) to the fixed domain

problem.

We first construct approximate solutions by successively solving a sequence of

steady-state problems. We proceed as follows. Let N ∈ N and define k := T
N
. We

set v0ε := vε,0 and w0
ε := wε,0. For m = 1, ..., N , we have

Proposition 18. Given v1ε , v
2
ε , ..., v

m−1
ε ∈ H1 (Fε) and w

1
ε , w

2
ε , ..., w

m−1
ε ∈ H1 (Sε),

there exists a unique solution (vmε , w
m
ε ) ∈ H1 (Fε)×H1 (Sε) to the problem:

vmε − vm−1
ε

k
− div (Aε,mF ∇vmε ) +U 1,m

ε · ∇vmε = 0, in Fε

Aε,mF ∇vmε · n = 0, on ∂Ω

Aε,mF ∇vmε · n = Aε,mS ∇wmε · n, on Γε

Aε,mF ∇vmε · n+ αε (v
m
ε − wmε ) = 0, on Γε

wmε − wm−1
ε

k
− div (AεS∇wmε )−U 2,m

ε · ∇wmε + rwmε = 0, in Sε,

where

Aε,mF (x) := AεF (mk, x), Aε,mS (x) := AεS(mk, x),

and

U i,m
ε :=

1

k

∫ mk

(m−1)k

U i
ε dt, i = 1, 2.
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Proof. We define am : [H1 (Fε)×H1 (Sε)]
2 → R as

am ((v, w), (φ, ψ)) :=

∫
Fε

(
1

k
v +U 1,m

ε · ∇v
)
φ+

∫
Sε

(
1

k
w +U 2,m

ε · ∇w + rw

)
ψ

+

∫
Fε

Aε,mF ∇v · ∇φ+

∫
Sε

Aε,mS ∇w · ∇ψ +

∫
Γε

αε(v − w)(φ− ψ).

We also define Fm : H1 (Fε)×H1 (Sε) → R as

Fm (φ, ψ) :=

∫
Fε

1

k
vm−1φ+

∫
Sε

1

k
wm−1ψ.

Then, we can write our problem as: find (vmε , w
m
ε ) ∈ H1 (Fε)×H1 (Sε) such that

am ((vmε , w
m
ε ) , (φ, ψ)) = Fm (φ, ψ) ,

for all (φ, ψ) ∈ H1 (Fε)×H1 (Sε).

We proceed to show that this is uniquely solvable by the Lax-Milgram lemma.

Clearly, Fm is linear. Moreover, by induction, Fm is bounded on H1 (Fε)×H1 (Sε).

Now, am is clearly bilinear on [H1 (Fε)×H1 (Sε)]
2. It remains to show that it

is coercive. Indeed, let (v, w) ∈ H1 (Fε)×H1 (Sε). By Lemma 16, we have that

∫
Fε

Aε,mF ∇v · ∇v +
∫
Sε

Aε,mS ∇w · ∇w ≥ β
(
∥v∥2L2(Fε)

+ ∥w∥2L2(Sε)

)
. (2.46)

Also, ∫
Γε

αε(v − w)2 ≥ 0. (2.47)
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Now, by (2.21), we have that

∥U 1,m
ε ∥L∞((0,T )×Fε) + ∥U 2,m

ε ∥L∞((0,T )×Sε) ≤ C, (2.48)

for some C that is independent of ε. Moreover,

∥U 2,m
ε ∥L∞((0,T )×Sε) ≤ Cεγ.

Suppose for now that v is H2(Fε). Then, we have that

∫
Fε

vU 1,m
ε · ∇v =

∫
Fε

U 1,m
ε · ∇

(
v2

2

)
=

∫
Fε

div

(
v2

2
U 1,m
ε

)
− v2

2
div U 1,m

ε

=

∫
Γε

v2

2
U 1,m
ε · n

= 0,

since uε = ∂tXε on Γε ∪ ∂Ω and

div U 1,m
ε = div

(
1

k

∫ mk

(m−1)k

(∇Xε)
−1 (uε ◦Xε − ∂tXε)

)
=

1

k

∫ mk

(m−1)k

div
(
(∇Xε)

−1 (uε ◦Xε)
)
− ∂tdiv Xε = 0,

since Xε has divergence zero everywhere. Thus, by a density argument, it follows

that if v ∈ H1(Fε), we have

div U 1,m
ε = 0.
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Combining these estimates, we obtain that for small enough ε,

am ((v, w), (v, w)) ≥ 1

k
∥v∥2L2(Fε)

+ β∥∇v∥2L2(Fε)

+

(
1

k
+ r − Cεα

)
∥w∥2L2(Sε)

+ (β − Cεγ) ∥∇w∥2L2(Sε)

≥ C
(
∥v∥2H1(Fε)

+ ∥w∥2H1(Fε)

)
.

Thus, am is coercive on [H1 (Fε) × H1 (Sε)]
2. Hence, the proposition follows by

the Lax-Milgram lemma.

We now define the following approximate solutions:

vε,k(t, x) :=
N∑
m=1

vmε (x)1[(m−1)k,mk)(t)

wε,k(t, x) :=
N∑
m=1

wmε (x)1[(m−1)k,mk)(t)

v̄ε,k(t, x) :=
N∑
m=1

(
vm−1
ε (x) +

vmε (x)− vm−1
ε (x)

k
(t−mk)

)
1[(m−1)k,mk)(t)

w̄ε,k(t, x) :=
N∑
m=1

(
wm−1
ε (x) +

wmε (x)− wm−1
ε (x)

k
(t−mk)

)
1[(m−1)k,mk)(t)

Observe that v̄ε,k and w̄ε,k are continuous in time. Their time derivatives are

well-defined in a weak sense and approximate to the time derivatives of the fixed

domain solutions. We now prove estimates for these functions.
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Lemma 19. Given ε0 > 0, for p = 1, ..., N , and ε ≤ ε0, the following holds:

∥vpε∥2L2(Fε)
+ ∥wpε∥2L2(Sε)

+

p∑
m=1

(
∥vmε − vm−1

ε ∥2L2(Fε)
+ ∥wmε − wm−1

ε ∥2L2(Sε)

)
+ kβ

p∑
m=1

∥∇vmε ∥2L2(Fε)
+ k (β − Cεγ0)

p∑
m=1

∥∇wmε ∥2L2(Sε)

≤ ∥vε,0∥2L2(Fε)
+ ∥wε,0∥2L2(Fε)

Proof. By taking vmε and wmε to be test functions in the weak formulation of the

steady-state problem for vmε and wmε , we obtain

∫
Fε

(
vmε − vm−1

ε

k
vmε

)
+

∫
Sε

(
wmε − wm−1

ε

k
wmε

)
+

∫
Fε

(
U 1,m
ε · ∇vmε

)
vmε −

∫
Sε

(
U 2,m
ε · ∇wmε

)
wmε

+

∫
Fε

Aε,mF ∇vmε · ∇vmε +

∫
Sε

Aε,mS ∇wmε · ∇wmε +

∫
Sε

r (wmε )
2 +

∫
Γε

αε (v
m
ε − wmε )

2

= 0.

Since,

∫
Fε

(
U 1,m
ε · ∇vmε

)
vmε = 0,

−
∫
Sε

(
U 2,m
ε · ∇wmε

)
wmε ≥ −Cεγ0∥w∥2H1(Fε)

,∫
Γε

αε (v
m
ε − wmε )

2 ≥ 0,

and

2
(
vmε − vm−1

ε

)
vmε = (vmε )

2 −
(
vm−1
ε

)2
+
(
vmε − vm−1

ε

)2
,
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we obtain

∥vmε ∥2L2(Fε)
− ∥vm−1

ε ∥2L2(Fε)
+ ∥vmε − vm−1

ε ∥2L2(Fε)

+ ∥wmε ∥2L2(Sε)
− ∥wm−1

ε ∥2L2(Sε)
+ ∥wmε − wm−1

ε ∥2L2(Sε)

+ kβ∥∇vmε ∥2L2(Fε)
+ k (β − Cεγ0) ∥∇wmε ∥2L2(Sε)

≤ 0.

Summing fromm = 1, ..., p, for 1 ≤ p ≤ N , and noting that ∥vmε −vm−1
ε ∥2L2(Fε)

, ∥wmε −

wm−1
ε ∥2L2(Sε)

≥ 0, the lemma follows.

Lemma 20.

∥vε,k∥2L∞(0,T ;L2(Fε))
+ ∥wε,k∥2L∞(0,T ;L2(Sε))

≤ ∥vε,0∥2L2(Fε)
+ ∥wε,0∥2L2(Sε)

.

Proof. Let t ∈ (0, T ). Then,

vε,k(t, ·) = vmε (·), wε,k(t, ·) = wmε (·),

for some m ∈ {1, ..., N}. But by the Lemma 19, we have that

∥vε,k∥2L2(Fε)
+ ∥wε,k∥2L2(Sε)

≤ ∥vε,0∥2L2(Fε)
+ ∥wε,0∥2L2(Sε)

.

Taking the essential supremum over t in (0, T ) gives the lemma.

Lemma 21.

∥vε,k∥2L2(0,T ;H1(Fε))
+ ∥wε,k∥2L2(0,T ;H1(Sε))

≤ C
(
∥vε,0∥2L2(Fε)

+ ∥wε,0∥2L2(Sε)

)
.
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Proof. From Lemma 19, we have

∥vε,0∥2L2(Fε)
+ ∥wε,0∥2L2(Sε)

≥ kβ

p∑
m=1

∥∇vmε ∥2L2(Fε)
+ k (β − Cεγ0)

p∑
m=1

∥∇wmε ∥2L2(Sε)

= β

p∑
m=1

∫ mk

(m−1)k

∥∇vmε ∥2L2(Fε)

+ k (β − Cεα0 )

p∑
m=1

∫ mk

(m−1)k

∥∇wmε ∥2L2(Sε)

= β∥∇vε,k∥2L2((0,T )×Fε)
+ (β − Cεα0 ) ∥∇wε,k∥2L2((0,T )×Sε)

≥ C (β, εγ)
(
∥∇vε,k∥2L2((0,T )×Fε)

+ ∥∇wε,k∥2L2((0,T )×Sε)

)
.

Now, from Lemma 20, we have

∥vε,k∥2L2((0,T )×Fε)
+ ∥wε,k∥2L2((0,T )×Sε)

≤ T
(
∥vε,k∥2L∞(0,T ;L2(Fε))

+ ∥wε,k∥2L∞(0,T ;L2(Sε))

)
≤ T

(
∥vε,0∥2L2(Fε)

+ ∥wε,0∥2L2(Sε)

)
.

Combining these estimates proves the lemma.

Lemma 22.

∥∂tv̄ε,k∥2L2(0,T ;H1(Fε)
∗) + ∥∂tw̄ε,k∥2L2(0,T ;H1(Sε)

∗) ≤ C
(
∥vε,0∥2L2(Fε)

+ ∥wε,0∥2L2(Sε)

)
.

Proof. Let (φ, ψ) ∈ L2 (0, T ;H1 (Fε)) × L2 (0, T ;H1 (Sε)). Using these as test
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functions in the weak formulation of the PDE that vmε and wmε solve, we obtain

∫
Fε

(
vmε − vm−1

ε

k

)
φ+

∫
Sε

(
wmε − wm−1

ε

k

)
ψ

= −
∫
Fε

Aε,mF ∇vmε · ∇φ−
∫
Sε

Aε,mS ∇wmε · ∇ψ

−
∫
Fε

(
U 1,m
ε · ∇vmε

)
φ+

∫
Sε

(
U 2,m
ε · ∇wmε

)
ψ

−
∫
Sε

rwmε ψ −
∫
Γε

αε (v
m
ε − wmε ) (φ− ψ) .

Summing from m = 1, ..., N and integrating in time, we obtain

∫ T

0

∫
Fε

(∂tv̄ε,k)φ+

∫ T

0

∫
Sε

(∂tw̄ε,k)ψ

=
N∑
m=1

(∫ mk

(m−1)k

∫
Fε

(
vmε − vm−1

ε

k

)
φ+

∫ mk

(m−1)k

∫
Sε

(
wmε − wm−1

ε

k

)
ψ

)

= −
N∑
m=1

∫ mk

(m−1)k

(∫
Fε

Aε,mF ∇vmε · ∇φ+

∫
Sε

Aε,mS ∇wmε · ∇ψ +

∫
Fε

(
U 1,m
ε · ∇vmε

)
φ

−
∫
Sε

(
U 2,m
ε · ∇wmε

)
ψ −

∫
Sε

rwmε ψ −
∫
Γε

αε (v
m
ε − wmε ) (φ− ψ)

)
= −

∫ T

0

∫
Fε

Aε,kF ∇vε,k · ∇φ−
∫ T

0

∫
Sε

Aε,kS ∇wε,k · ∇ψ −
∫ T

0

∫
Fε

(
U 1,k
ε · ∇vε,k

)
φ

+

∫ T

0

∫
Sε

(
U 2,k
ε · ∇wε,k

)
ψ −

∫ T

0

∫
Sε

rwε,kψ −
∫ T

0

∫
Γε

αε (vε,k − wε,k) (φ− ψ),

where

Aε,kF (t, x) :=
N∑
i=1

Aε,mF (x)1[(m−1)k,mk)(t), Aε,kS (t, x) :=
N∑
i=1

Aε,mS (x)1[(m−1)k,mk)(t)

U i,k
ε (t, x) :=

N∑
m=1

U i,m
ε (x)1[(m−1)k,mk)(t), i = 1, 2.
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We estimate the surface term as follows:

∫ T

0

∫
Γε

|αε (vε,k − wε,k) (φ− ψ)| ≤ C

∫ T

0

ε∥vε,k − wε,k∥L2(Γε)∥φ− ψ∥L2(Γε)

≤ C
(
∥vε,k∥L2(0,T ;H1(Fε)) + ∥wε,k∥L2(0,T ;H1(Sε))

) (
∥φ∥L2(0,T ;H1(Fε)) + ∥ψ∥L2(0,T ;H1(Fε))

)
,

where the last inequality follows from Lemma 30. Thus, we have

∣∣∣∣∫ T

0

∫
Fε

(∂tv̄ε,k)φ+

∫ T

0

∫
Sε

(∂tw̄ε,k)ψ

∣∣∣∣
≤ C

(
∥vε,k∥L2(0,T ;H1(Fε)) + ∥wε,k∥L2(0,T ;H1(Sε))

) (
∥φ∥L2(0,T ;H1(Fε)) + ∥ψ∥L2(0,T ;H1(Fε))

)
≤ C

(
∥vε,0∥L2(Fε) + ∥wε,0∥L2(Sε)

) (
∥φ∥L2(0,T ;H1(Fε)) + ∥ψ∥L2(0,T ;H1(Fε))

)
.

Taking the supremum over all φ and ψ proves the lemma.

Lemma 23. The following convergences hold:

vε,k − v̄ε,k → 0, in L2 ((0, T )× Fε)

wε,k − w̄ε,k → 0, in L2 ((0, T )× Sε)

Proof. Observe that

vε,k(t, x)− v̄ε,k(t, x)

=
N∑
m=1

(
vmε (x)− vm−1

ε (x)− vmε (x)− vm−1
ε (x)

k
(t− (m− 1)k)

)
1[(m−1)k,mk)(t)

=
N∑
m=1

(
vmε (x)− vm−1

ε (x)

k
(mk − t)

)
1[(m−1)k,mk)(t).
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Thus,

∥vε,k − v̄ε,k∥2L2((0,T )×Fε)
=

1

k

N∑
m=1

∥vmε − vm−1
ε ∥2L2(Fε)

∫ mk

(m−1)k

(t−mk)2 dt

=
k2

3

N∑
m=1

∥vmε − vm−1
ε ∥2L2(Fε)

≤ k2

3

(
∥vε,0∥2L2(Fε)

+ ∥wε,0∥2L2(Sε)

)
→ 0, as k → 0.

where the last inequality follows from Lemma 19. Similarly, we have

∥vε,k − v̄ε,k∥2L2((0,T )×Fε)
≤ k2

3

(
∥vε,0∥2L2(Fε)

+ ∥wε,0∥2L2(Sε)

)
→ 0, as k → 0.

We are now ready to prove our existence theorem.

Proof of Theorem 17. From the estimates, we have that, up to a subsequence, the

following convergences hold:

vε,k ⇀ vε, wk∗ − L∞ (0, T ;L2 (Fε)
)

wε,k ⇀ wε, wk∗ − L∞ (0, T ;L2 (Sε)
)

vε,k ⇀ vε, wk − L2
(
0, T ;H1 (Fε)

)
wε,k ⇀ wε, wk − L2

(
0, T ;H1 (Sε)

)
∂tv̄ε,k ⇀ vε∗, wk − L2

(
0, T ;H1 (Fε)

∗)
∂tw̄ε,k ⇀ wε∗, wk − L2

(
0, T ;H1 (Sε)

∗)
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We also have

v̄ε,k ⇀ v̄ε, wk − L2
(
0, T ;H1 (Fε)

)
w̄ε,k ⇀ w̄ε, wk − L2

(
0, T ;H1 (Sε)

)
.

Thus, we have that ∂tv̄ε = vε∗ and ∂tw̄ε = wε∗. Moreover, by Lemma 23, we have

that vε = v̄ε and wε = w̄ε. Therefore, ∂tvε = ∂tv̄ε and ∂twε = ∂tw̄ε.

Now, let (φ, ψ) ∈ L2 (0, T ;H1 (Fε))× L2 (0, T ;H1 (Sε)). Then, we have

∫ T

0

∫
Fε

(∂tv̄ε,k)φ+

∫ T

0

∫
Sε

(∂tw̄ε,k)ψ +

∫ T

0

∫
Fε

Aε,kF ∇vε,k · ∇φ+

∫ T

0

∫
Sε

Aε,kS ∇wε,k · ∇ψ

+

∫ T

0

∫
Fε

(
U 1,k
ε · ∇vε,k

)
φ−

∫ T

0

∫
Sε

(
U 2,k
ε · ∇wε,k

)
ψ

−
∫ T

0

∫
Sε

rwε,kψ −
∫ T

0

∫
Γε

αε (vε,k − wε,k) (φ− ψ)

= 0.

Since AεF , A
ε
S, U

1
ε , and U

2
ε are smooth, by the dominated convergence theorem,

we have

∫ T

0

∫
Fε

∣∣∣AεF − Aε,kF

∣∣∣2+∣∣U 1
ε −U 1,k

ε

∣∣2+∫ T

0

∫
Sε

∣∣∣AεS − Aε,kS

∣∣∣2+∣∣U 2
ε −U 2,k

ε

∣∣2 → 0, as k → 0.

Also, by weak convergence in L2 (0, T ;H1(Fε)) and L
2 (0, T ;H1(Sε)), we have that

vε,k−wε,k ⇀ vε−wε weakly in L2 ((0, T )× Γε). Finally, taking the limit as k → 0,
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we obtain

∫ T

0

∫
Fε

⟨∂tvε, φ⟩H1(Fε)∗,H1(Fε) +

∫ T

0

∫
Sε

⟨∂twε, ψ⟩H1(Sε)∗,H1(Sε)

+

∫ T

0

∫
Fε

AεF∇vε · ∇φ+

∫ T

0

∫
Sε

AεS∇wε · ∇ψ

+

∫ T

0

∫
Fε

(
U 1
ε · ∇vε

)
φ−

∫ T

0

∫
Sε

(
U 2
ε · ∇wε

)
ψ

−
∫ T

0

∫
Sε

rwεψ −
∫ T

0

∫
Γε

αε (v
ε − wε) (φ− ψ)

= 0,

for all (φ, ψ) ∈ L2 (0, T ;H1 (Fε))× L2 (0, T ;H1 (Sε)).

We now show that if the initial data has higher regularity, then we have that

the time derivatives of the weak solutions are in L2.

Theorem 24. Suppose that (vε,0, wε,0 ∈ H1(Fε)×H1(Sε). Then ∂tv
ε ∈ L2 (0, T ;H1(Fε))

and ∂twε ∈ L2 (0, T ;H1(Sε)).

Proof. We choose vmε −vm−1
ε

k
and wm

ε −wm−1
ε

k
be test functions in the weak formulations

for the PDE that vmε and wmε satisfy. Thus, we obtain,

∫
Fε

(
vmε − vm−1

ε

k

)2

+

∫
Sε

(
wmε − wm−1

ε

k

)2

+

∫
Fε

(
U 1,m
ε · ∇vmε

)(vmε − vm−1
ε

k

)
−
∫
Sε

(
U 2,m
ε · ∇wmε

)(wmε − wm−1
ε

k

)
+

∫
Fε

Aε,mF ∇vmε ·
(
∇vmε −∇vm−1

ε

k

)
+

∫
Sε

Aε,mS ∇wmε ·
(
∇wmε −∇wm−1

ε

k

)
+

∫
Sε

rwmε
wmε − wm−1

ε

k

+

∫
Γε

αε (v
m
ε − wmε )

(
vmε − vm−1

ε

k
− wmε − wm−1

ε

k

)
= 0.
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Firstly, by Hölder’s inequality and ((2.21), we have that

∫
Fε

(
vmε − vm−1

ε

k

)2

+

∫
Fε

(
U 1,m
ε · ∇vmε

)(vmε − vm−1
ε

k

)
≥ 1

2

∫
Fε

(
vmε − vm−1

ε

k

)2

− C

∫
Fε

|∇vmε |
2 .

Similarly,

∫
Sε

(
wmε − wm−1

ε

k

)2

−
∫
Sε

(
U 2,m
ε · ∇wmε

)(wmε − wm−1
ε

k

)
+

∫
Sε

rwmε
wmε − wm−1

ε

k

≥ 1

2

∫
Sε

(
wmε − wm−1

ε

k

)2

− C∥wε∥2H1(Sε)
.

As for the diffusion terms, observe that we have

Aε,mF ∇vmε ·
(
∇vmε − vm−1

ε

)
=

1

2

(
Aε,mF

(
∇vmε − vm−1

ε

)
·
(
∇vmε − vm−1

ε

)
+ Aε,mF ∇vmε · ∇vmε − Aε,mF ∇vm−1

ε · ∇vm−1
ε

)
≥ 1

2

(
Aε,mF ∇vmε · ∇vmε − Aε,mF ∇vm−1

ε · ∇vm−1
ε

)
,

by Lemma 16. Thus, we have

∫
Fε

Aε,mF ∇vmε ·
(
∇vmε −∇vm−1

ε

k

)
≥ 1

2k

∫
Fε

Aε,mF ∇vmε · ∇vmε − Aε,mF ∇vm−1
ε · ∇vm−1

ε

=
1

2k

(∫
Fε

Aε,mF ∇vmε · ∇vmε −
∫
Fε

Aε,m−1
F ∇vm−1

ε · ∇vm−1
ε

)
+

1

2

∫
Fε

(
Aε,mF − Aε,m−1

F

k

)
∇vmε · ∇vmε .
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Similarly,

∫
Sε

Aε,mS ∇wmε ·
(
∇wmε −∇wm−1

ε

k

)
≥ 1

2k

(∫
Sε

Aε,mS ∇wmε · ∇wmε −
∫
Fε

Aε,m−1
S ∇wm−1

ε · ∇wm−1
ε

)
+

1

2

∫
Sε

(
Aε,mS − Aε,m−1

S

k

)
∇wmε · ∇wmε .

As for the surface term, we have

∫
Γε

αε (v
m
ε − wmε )

(
vmε − vm−1

ε

k
− wmε − wm−1

ε

k

)
=

1

2k

∫
Γε

αε

[[
(vmε − wmε )−

(
vm−1
ε − wm−1

ε

)]2
+ (vmε − wmε )

2 − (vmε − wmε )
2
]

≥ 1

2k

∫
Γε

αε
(
(vmε − wmε )

2 − (vmε − wmε )
2) .

We now integrate in time and sum over m = 1, ..., N and use the above estimates
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to obtain

1

2

∫ T

0

∫
Fε

(∂tṽε,k)
2 +

1

2

∫ T

0

∫
Sε

(∂tw̃ε,k)
2

+
1

2

∫
Fε

Aε,NF ∇vNε · ∇vNε − 1

2

∫
Fε

Aε,0F ∇vε,0 · ∇vε,0

+
1

2

∫
Sε

Aε,NS ∇wNε · ∇wNε − 1

2

∫
Sε

Aε,0S ∇wε,0 · ∇wε,0

+
1

2

∫ T

0

∫
Γε

αε (vε,k − wε,k)
2 − 1

2

∫ T

0

∫
Γεαε

(vε,0 − wε,0)
2

≤ 1

2

N∑
m=1

k

∫
Fε

(
Aε,mF − Aε,m−1

F

k

)
∇vm−1

ε · ∇vm−1
ε

+
1

2

N∑
m=1

k

∫
Sε

(
Aε,mS − Aε,m−1

S

k

)
∇wm−1

ε · ∇wm−1
ε

+ C
(
∥vε,k∥2L2(0,T ;H1(Fε))

+ ∥wε,k∥2L2(0,T ;H1(Fε))

)
≤ 1

2
C

N∑
m=1

k

∫
Fε

∣∣∣∣Aε,mF − Aε,m−1
F

k

∣∣∣∣2 + 1

2
C

N∑
m=1

k

∫
Sε

∣∣∣∣Aε,mS − Aε,m−1
S

k

∣∣∣∣2

+
1

2
C

N∑
m=1

k

∫
Fε

∣∣∇vm−1
ε

∣∣2 + 1

2
C

N∑
m=1

k

∫
Sε

∣∣∇wm−1
ε

∣∣2
+ C

(
∥vε,0∥2H1(Fε)

+ ∥wε,0∥2H1(Fε)

)
.

Now,

N∑
m=1

k

∫
Fε

∣∣∇vm−1
ε

∣∣2 ≤ C
(
∥∇vε,0∥2L2(Fε)

+ ∥∇vε,k∥L2((0,T )×Fε)

)
≤ C

(
∥vε,0∥2H1(Fε)

+ ∥wε,0∥2H1(Fε)

)
.
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Similarly,

N∑
m=1

k

∫
Sε

∣∣∇wm−1
ε

∣∣2 ≤ C
(
∥vε,0∥2H1(Fε)

+ ∥wε,0∥2H1(Fε)

)
.

Also, for x ∈ Fε, we have

∫ T

0

|∂tAεF (t, x)|
2 dt =

∫ T

0

(
|∂tAεF (t, x)|

2 −
N∑
m=1

∣∣∣∣Aε,mF − Aε,m−1
F

k

∣∣∣∣2 1[(m−1)k,mk)(t)

)
dt

+

∫ T

0

N∑
m=1

∣∣∣∣Aε,mF − Aε,m−1
F

k

∣∣∣∣2 1[(m−1)k,mk)(t) dt.

Remember that k = ∆t, so that

∫ T

0

N∑
m=1

∣∣∣∣Aε,mF − Aε,m−1
F

k

∣∣∣∣2 1[(m−1)k,mk)(t) dt =
N∑
m=1

∣∣∣∣Aε,mF − Aε,m−1
F

k

∣∣∣∣2 ∫ T

0

1[(m−1)k,mk)(t) dt

=
N∑
m=1

∣∣∣∣Aε,mF − Aε,m−1
F

k

∣∣∣∣2∆t.
Thus, we have

∣∣∣∣ N∑
m=1

∣∣∣∣Aε,mF − Aε,m−1
F

k

∣∣∣∣2∆t− ∫ T

0

|∂tAεF (t, x)|
2 dt

∣∣∣∣
≤
∫ T

0

∣∣∣∣∣|∂tAεF (t, x)|2 −
N∑
m=1

∣∣∣∣Aε,mF − Aε,m−1
F

k

∣∣∣∣2 1[(m−1)k,mk)(t)

∣∣∣∣∣ dt
→ 0, as N → ∞,

uniformly in x since AεF is smooth. Thus, we have that

N∑
m=1

k

∫
Fε

∣∣∣∣Aε,mF − Aε,m−1
F

k

∣∣∣∣2 ≤ C,
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for some constant C independent of ε and N . Similarly,

N∑
m=1

k

∫
Sε

∣∣∣∣Aε,mS − Aε,m−1
S

k

∣∣∣∣2 ≤ C.

We also have

∫
Fε

Aε,0F ∇vε,0 · ∇vε,0 +
∫
Sε

Aε,0S ∇wε,0 · ∇wε,0 ≤ C
(
∥vε,0∥2H1(Fε)

+ ∥wε,0∥2H1(Fε)

)
,

and ∫
Fε

Aε,NF ∇vNε · ∇vNε +

∫
Sε

Aε,NS ∇wNε · ∇wNε ≥ 0.

Finally, the surface term can be estimated as

∫
Γε

αε (vε,0 − wε,0)
2 ≤ C

(
∥vε,0∥2L2(Fε)

+ ∥wε,0∥L2(Sε) + ε
(
∥∇vε,0∥L2(Fε) + ∥∇wε,0∥L2(Sε)

))
,

for some constant C that is independent of ε. Combining these estimates, we

obtain

∫ T

0

∫
Fε

(∂tṽε,k)
2 +

∫ T

0

∫
Sε

(∂tw̃ε,k)
2 ≤ C

(
∥vε,0∥2H1(Fε)

+ ∥wε,0∥2H1(Fε)

)
≤ C,

where the rightmost upper bound is independent of ε and k.

Note that the same estimates hold for the solutions themselves. Indeed, we

have
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Corollary 25. The following estimates hold:

∥vε∥2L∞(0,T ;L2(Fε))
+ ∥wε∥2L∞(0,T ;L2(Sε))

+ ∥vε∥2L2(0,T ;H1(Fε))
+ ∥wε∥2L2(0,T ;H1(Sε))

≤ C
(
∥vε,0∥2L2(Fε)

+ ∥wε,0∥2L2(Sε)

)
,

∥∂tv̄ε∥2L2((0,T )×Fε)
+ ∥∂tw̄ε∥2L2((0,T )×Sε)

≤ C
(
∥vε,0∥2H1(Fε)

+ ∥wε,0∥2H1(Sε)

)
,

for some constant C that is independent of ε.

2.4 Homogenization

For a function f : U → Rd, d ≥ 1, where U is a subdomain of Ω, we denote by f̄

its zero extension, i.e., f̄ ≡ f in U and f̄ ≡ 0 in Ω \ U . Using the estimates from

the previous section, we prove the following convergences:

Theorem 26. Let vε be the zero extension of vε. Then, there exist v0 ∈ L2 (0, T ;H1(Ω))

and v1 ∈ L2((0, T ) × Ω;H1
per(Y )/R) such that, up to a subsequence, the following

holds

vε → v01YF in the two-scale sense (2.49)

∇vε →
(
∇xv

0 +∇yv
1
)
1YF in the two-scale sense (2.50)

vε|Γε → v0 strongly in the two-scale sense on Γε (2.51)

∂tvε ⇀ |YF |∂tv0 weakly in L2 ((0, T )× Ω) (2.52)

Theorem 27. Let wε be the zero extension of wε. Then, there exists w0 ∈
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L2 ((0, T )× Ω) such that, up to a subsequence, the following holds

wε → χYSw
0 strongly in the two-scale sense (2.53)

∇wε → 0 in the two-scale sense (2.54)

wε|Γε → w0 strongly in the two-scale sense on Γε (2.55)

∂twε ⇀ |YS|∂tw0 weakly in L2 ((0, T )× Ω) (2.56)

Proof. The proofs of the convergences (2.49) and (2.50) follow exactly as in [3].

Note that it is necessary that YS be compactly contained in Y for the argument

in [3] to work.

To prove the (2.53), we proceed similarly as in [3]. By estimates on wε, we

have that wε and ∇wε are bounded in L2(Ω) and L2(Ω)N , respectively. Then, up

to a subsequence, we have that

wε → w0 strongly in the two-scale sense

∇wε → ξ0 in the two-scale sense

for some w0 ∈ L2((0, T )×Ω× Y ) and ξ0 ∈ L2((0, T )×Ω× Y )N . As wε and ∇wε

are zero in Ω \ Sε, we have that w0(t, x, y) and ξ0(t, x, y) are zero if y ∈ Y \ YS.

We show that w0 is independent of y ∈ YS. Let ψ ∈ L2(0, T ;C∞
0 (Ω;Cper(Y )))N
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such that it is equal to zero if y ∈ Y \ YS. Then,

∫ T

0

∫
Sε

∇wε(t, x) ·ψ
(
t, x,

x

ε

)
dx dt

=

∫ T

0

∫
Sε

div
(
wε(t, x)ψ

(
t, x,

x

ε

))
− wε(t, x)divx

(
ψ
(
t, x,

x

ε

))
dx dt

= −
∫ T

0

∫
Sε

wε(t, x)

[
divxψ

(
t, x,

x

ε

)
+

1

ε
divyψ

(
t, x,

x

ε

)]
dx dt.

Thus, multiplying both sided by ε and letting ε→ 0, we obtain that

∫ T

0

∫
Ω

∫
YS

w0(t, x, y)divyψ (t, x, y) dy dx dt = 0,

i.e., w0 is independent of y ∈ YS. Hence,

w0(t, x, y) = w0(t, x)χYS(y). (2.57)

We now show that ξ0 = 0. We proceed as in [29]. Indeed, let ψ ∈ C∞
0 ((0, T )× Ω).

Let ψ ∈ C∞
0 (YS)

N such that div ψ = 0. We extend ψ by zero to Y and

Y−periodically to RN . Then,

∫ T

0

∫
Sε

∇wε(t, x) ·
(
ψ(t, x)ψ

(x
ε

))
dx dt

= −
∫ T

0

∫
Sε

wε(t, x)∇ψ(t, x) ·ψ
(x
ε

)
dx dt

ε→0−−→ −
∫ T

0

∫
Ω

∫
YS

w0(t, x)∇ψ(t, x) ·ψ(y) dy dx dt

= −
∫ T

0

∫
Ω

w0(t, x)∇ψ(t, x) ·
(∫

YS

ψ(y) dy

)
dx dt

= 0,
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since ψ has compact support in YS and is divergence-free. As,

∫ T

0

∫
Sε

∇wε(t, x) ·
(
ψ(t, x)ψ

(x
ε

))
dx dt

=

∫ T

0

∫
Ω

∇wε(t, x) ·
(
ψ(t, x)ψ

(x
ε

))
dx dt

ε→0−−→
∫ T

0

∫
Ω

∫
YS

ξ0(t, x, y) · ψ(t, x)ψ(y) dy dx dt,

we find that

∫ T

0

∫
Ω

ψ(t, x)

(∫
YS

ξ0(t, x, y) ·ψ(y) dy
)
dx dt

=

∫ T

0

∫
Ω

∫
YS

ξ0(t, x, y) · ψ(t, x)ψ(y) dy dx dt

= 0,

for all ψ ∈ C∞
0 ((0, T )× Ω). Thus, for a.e. (t, x) in (0, T )× Ω,

∫
YS

ξ0(t, x, y) ·ψ(y) dy = 0,

for allψ ∈ C∞
0 (YS)

N such that div ψ = 0. Thus, there is a unique p ∈ L2 ((0, T )× Ω;H1(YS))

such that

ξ0(t, x, y) = ∇yp(t, x, y), (t, x, y) ∈ (0, T )× Ω× YS.

Now, let ψ ∈ C∞
0 (0, T ) such that ψ ≥ 0. Let ψ1 ∈ C∞

0

(
Ω;C∞(Y S)

)
and extend

ψ by zero to Y and Y−periodically to RN . Testing the weak form of the solid
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problem with εψ(t)ψ1
(
x,
x

ε

)
, we have

∫ T

0

∫
Sε

AεS(t, x)∇wε(t, x) · ψ(t)∇yψ
1
(
x,
x

ε

)
dx dt

= −ε
[ ∫ T

0

∫
Sε

AεS(t, x)∇wε(t, x) · ψ(t)∇xψ
1
(
x,
x

ε

)
dx dt

+

∫ T

0

〈
∂tw

ε, ψ1
(
·, ·
ε

)〉
H1(Sε)∗,H1(Sε)

dt

+

∫ T

0

∫
Sε

(∂tϕ
ε(t, x) · ∇wε(t, x))ψ(t)ψ1

(
x,
x

ε

)
dx dt

+ ε

∫ T

0

∫
Γε

(αvε − βwε)ψ(t)ψ1
(
x,
x

ε

)
dSx dt

+

∫ T

0

∫
Sε

rwε(t, x)ψ(t)ψ1
(
x,
x

ε

)
dx dt

]
.

Since the terms inside the brackets are bounded uniformly in ε, the right hand

side of the above equation goes to zero as ε goes to zero.

As for the left-hand side, due to Assumption 15, we have

∫ T

0

∫
Ω

∣∣∣AεS(t, x)− A0
S

(
t, x,

x

ε

)∣∣∣2 dx dt→ 0, as ε→ 0,

we have

∫ T

0

∫
Sε

AεS(t, x)∇wε(t, x) · ψ(t)∇yψ
1
(
x,
x

ε

)
dx dt

ε→0−−→
∫ T

0

∫
Ω

∫
YS

A0
S(t, x, y)∇yp(t, x, y) · ∇yψ

1(t, x, y)ψ(t) dy dx dt.

Thus,

∫ T

0

∫
Ω

∫
YS

A0
S(t, x, y)∇yp(t, x, y) · ∇yψ

1(t, x, y)ψ(t) dy dx dt = 0.
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Since YS is compactly contained in Y , we can take ψ1 ≡ p. Thus, by ellipticity

of A0
S,

0 =

∫ T

0

∫
Ω

∫
YS

A0
S(t, x, y)∇yp(t, x, y) · ∇yp(t, x, y)ψ(t) dy dx dt

≥ α0
S

∫ T

0

∫
Ω

∫
YS

ψ(t) |∇yp(t, x, y)ψ(t)|2 dy dx dt,

where α0
S > 0. Then, if we take a sequence {ψn}n in C∞

0 (0, T ) that converges to 1

in L2(0, T ), we find that ξ0 ≡ ∇yp ≡ 0.

We prove the weak convergence of {∂tvϵ}ε>0. Indeed, let φ ∈ C∞
0 (Ω) and ζ be

in C∞
0 (0, T ). Since ∂tv

ϵ is in L2 ((0, T )× F ϵ(0)), by the the two-scale convergence

of vε we have,

∫ T

0

∫
Ω

∂tvε(t, x)φ(x)ζ(t) dx dt

=

∫ T

0

∫
F ε(0)

∂tv
ε(t, x)φ(x)ζ(t) dx dt = −

∫ T

0

∫
F ε(0)

vε(t, x)φ(x)ζ
′
(t) dx dt

= −
∫ T

0

∫
Ω

vε(t, x)φ(x)ζ
′
(t)(x) dx dt

ε→0−−→ −|YF |
∫ T

0

∫
Ω

v0(t, x)φ(x)ζ
′
(t) dx dt

=

∫ T

0

⟨|YF |∂tv0, φ⟩H1(Ω)∗,H1(Ω)ζ(t) dt,

Since {∂tvε}ε>0 is bounded in L2 ((0, T )× Ω), we have that, up to a subse-

quence, it weakly converges to some g in L2 ((0, T )× Ω). Thus,

∫ T

0

∫
Ω

∂tvε(t, x)φ(x)ζ(t) dx dt
ε→0−−→

∫ T

0

∫
Ω

g(t, x)φ(x)ζ(t) dx dt
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Combining these convergences we have

∫ T

0

∫
Ω

g(t, x)φ(x)ζ(t) dx dt =

∫ T

0

⟨|YF |∂tv0, φ⟩H1(Ω)∗,H1(Ω)ζ(t) dt.

Since C∞
0 (Ω) × C∞

0 (0, T ) is dense in L2 ((0, T )× Ω), we have that |YF |∂tv0 is in

L2 ((0, T )× Ω) and (2.52) holds. Using similar arguments, we also have that (2.56)

holds.

Finally, from the estimates on the traces of vε and wε on Γε, (2.51) and (2.55)

follow from Proposition 38.

2.4.1 Limit problem

We now show that the two-scale limits of the solutions of the microscopic problems

solve the following two-scale homogenized problems.

Theorem 28. The limits v0, v1, and w0 in Theorems 26 and 27 are the the unique

weak solutions of

divy
(
A0
F (t, x, y)

(
∇xv

0(t, x) +∇yv
1(t, x, y)

))
= 0, in (0, T )× Ω× Y (2.58)

|YF | ∂tv0 − divx

(∫
YF

A0
F (t, x, y)

(
∇xv

0(t, x) +∇yv
1(t, x, y)

)
dy

)
(2.59)

= |Γ|α
(
v0(t, x)− w0(t, x)

)
in (0, T )× Ω

∂tw
0 + rw0(t, x) =

|Γ|
|YS|

α
(
w0(t, x)− v0(t, x)

)
in (0, T )× Ω

(2.60)
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Proof. Let ζ ∈ C∞
0 (0, T ), φ ∈ C∞(Ω̄), and φ1 ∈ C∞

0 (Ω;C∞
per(Ȳ )). Then, using

ζ(t)
(
φ(x) + εφ1

(
x,
x

ε

))

as a test function for the fluid problem, we have

∫ T

0

∫
Fε

∂tv
ε(t, x)ζ(t)

(
φ(x) + εφ1

(
x,
x

ε

))
dx dt

+

∫ T

0

∫
Fε

((uε(t, x)− ∂tXε(t, x)) · ∇vε) ζ(t)
(
φ(x) + εφ1

(
x,
x

ε

))
dx dt

+

∫ T

0

∫
F ε

(
AεF (t, x)∇vε(t, x) · ∇

(
φ(x) + εφ1

(
x,
x

ε

)))
ζ(t) dx dt

= ε

∫ T

0

∫
Γε

(αvε(t, x)− βwε(t, x)) ζ(t)
(
φ(x) + εφ1

(
x,
x

ε

))
dSx dt

From the estimates on ∂tv
ε and the fact that φ1 is smooth, we have

∣∣∣∣∫ T

0

∫
Ω

∂tvε(t, x)ζ(t)φ
1
(
t, x,

x

ε

)
dx dt

∣∣∣∣ ≤ C∥ζ∥L∞(0,T )

∥∥∥φ1
(
·, ·, ·

ε

)∥∥∥
L2((0,T )×Ω)

≤ C∥ζ∥L∞(0,T )∥φ1∥L2((0,T )×Ω;C(Y )),

where the last inequality follows from Proposition 32 with the macroscopic domain

being (0, T )× Ω instead just Ω. Thus, we have

∫ T

0

∫
Fε

∂tv
ε(t, x)ζ(t)

(
φ(x) + εφ1

(
x,
x

ε

))
dx dt

=

∫ T

0

∫
Ω

∂tvε(t, x)ζ(t)φ(x)

+ ε

∫ T

0

∫
Ω

∂tvε(t, x)ζ(t)φ
1
(
t, x,

x

ε

)
dx dt

ε→0−−→
∫ T

0

∫
Ω

|YF |∂tv0(t, x)ζ(t)φ(x) dx dt.
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Using the estimates on the traces of vε and ε, by Proposition 36, we have that

∣∣∣∣ε ∫ T

0

∫
Γε

α (vε(t, x)− wε(t, x)) ζ(t)
(
φ1
(
x,
x

ε

))
dSx dt

∣∣∣∣ ≤ C∥ζ∥L∞(0,T )∥φ1∥L∞(0,T )×Ω×Y

Hence,

ε

∫ T

0

∫
Γε

α(vε(t, x)−wε(t, x))ζ(t)
(
φ(x) + εφ1

(
x,
x

ε

))
dSx dt

= ε

∫ T

0

∫
Γε

α (vε(t, x)− wε(t, x)) ζ(t) (φ(x)) dSx dt

+ ε2
∫ T

0

∫
Γε

α (vε(t, x)− wε(t, x)) ζ(t)
(
φ1
(
x,
x

ε

))
dSx dt

ε→0−−→ |Γ|
∫ T

0

∫
Ω

α
(
v0(t, x)− w0(t, x)

)
φ(x)ζ(t) dx dt.

We now turn to the diffusion term. From the estimates on ∇vε, we have

∣∣∣∣∫ T

0

∫
Ω

∇vε ·
(
AεF (t, x)− A0

F

(
t, x,

x

ε

))
∇
(
φ(x) + εφ1

(
x,
x

ε

))
ζ(t)χYF

(x
ε

)
dx dt

∣∣∣∣
≤ C

∫ T

0

∫
Ω

∣∣∣AεF (t, x)− A0
F

(
t, x,

x

ε

)∣∣∣2 dx dt
ε→0−−→ 0,
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where the last line is due to Assumption 15. Therefore we have,

∫ T

0

∫
F ε

(
AεF (t, x)∇vε(t, x) · ∇

(
φ(x) + εφ1

(
x,
x

ε

)))
ζ(t) dx dt

=

∫ T

0

∫
Ω

∇vε · A0,T
F

(
t, x,

x

ε

)(
∇φ(x) + ε∇xφ

1
(
x,
x

ε

)
+∇yφ

1
(
x,
x

ε

))
ζ(t)χYF

(x
ε

)
dx dt

+

∫ T

0

∫
Ω

∇vε ·
(
Aε,TF (t, x)− A0,T

F

(
t, x,

x

ε

))
∇
(
φ(x) + εφ1

(
x,
x

ε

))
ζ(t)χYF

(x
ε

)
dx dt

ε→0−−→
∫ T

0

∫
Ω

∫
Y

(
∇xv

0(t, x) +∇yv
1(t, x, y)

)
· A0,T

F (t, x, y)
(
∇φ(x) +∇yφ

1(x, y)
)
ζ(t)χYF (y) dy dx dt

=

∫ T

0

∫
Ω

∫
YF

A0,T
F (t, x, y)

(
∇xv

0(t, x) +∇yv
1(t, x, y)

)
·
(
∇φ(x) +∇yφ

1(x, y)
)
ζ(t) dy dx dt.

Lastly,

∫ T

0

∫
Fε

((uε(t, x)− ∂tXε(t, x)) · ∇vε) ζ(t)
(
φ(x) + εφ1

(
x,
x

ε

))
dx dt

≤ C∥uε(t, x)− ∂tXε∥L∞((0,T )×Ω)

ε→0−−→ 0.

Combining these calculations, we find that as ε→ 0,

∫ T

0

∫
Ω

|YF |∂tv0(t, x)ζ(t)φ(x) dx dt

+

∫ T

0

∫
Ω

∫
YF

A0,T
F (t, x, y)

(
∇xv

0(t, x) +∇yv
1(t, x, y)

)
·
(
∇φ(x) +∇yφ

1(x, y)
)
ζ(t) dy dx dt

= |Γ|
∫ T

0

∫
Ω

α
(
v0(t, x)− w0(t, x)

)
φ(x)ζ(t) dx dt,

i.e., v0 and v1 are weak solutions to the two-scale homogenized problem (2.58) and

(2.59).

Similarly, we let ζ ∈ C∞
0 (0, T ) and ψ ∈ C∞(Ω̄). Then, using ψ(t)ζ(x) as a test
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function for the solid problem, we obtain:

∫ T

0

∫
Sε

∂tw
ε(t, x)ζ(t)ψ(x) dx dt+

∫ T

0

∫
Sε

AεS(t, x)∇wε(t, x) · ζ(t)∇ψ(x) dx dt

+

∫ T

0

∫
Sε

(∂tXε(t, x) · ∇wε(t, x)) ζ(t)ψ(x) dx dt+
∫ T

0

∫
Sε

rwε(t, x)ζ(t)ψ(x) dx dt

= ε

∫ T

0

∫
Γε

α (wε(t, x)− vε(t, x)) ζ(t)ψ(x) dSx dt.

Using the convergences in Theorem 27 and the Assumption 15, we find that in the

limit as ε→ 0, w0 satisfies

∫ T

0

∫
Ω

|YS|∂tw0(t, x)ζ(t)ψ(x) dx dt+ |YS|
∫ T

0

∫
Ω

rw0(t, x)ζ(t)ψ(x) dy dx dt

= |Γ|
∫ T

0

∫
Ω

α
(
w0(t, x)− v0(t, x)

)
ζ(t)ψ(x) dx dt,

i.e., w0 solves the ordinary differential equation (2.60).

The well-posedness of the limit problem can be proven using standard methods.

Thus, the convergences proven in this section hold for the whole sequences.

2.4.2 Corrector results and strong convergence

Observe that since vε(t) and wε(t) are not in H1(Ω) for almost all t in (0, T ), we

cannot conclude that they are strongly convergent in L2(Ω) readily from Sobolev

embedding theorems. In [29], the authors used instead an H1- extension of vε that

can be uniformly controlled in H1(Ω). This is possible because of the regularity

∂Sε. Since we are not using any H1-extension, we will use the fact that vε and

wε are solutions to PDEs to obtain strong convergence. In fact, we say something
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more

Theorem 29.

∥vε − v0∥2L2((0,T )×Fε)
+ ∥wε − w0∥2L2((0,T )×Sε)

(2.61)

+

∫ T

0

∫
Fε

∣∣∣∇vε(t, x)−∇v0(t, x)−∇yv
1
(
t, x,

x

ε

)∣∣∣2 −−→
ε→0

0.

Proof. We have that

1

2

d

dt

(
∥vε(t)− v0(t)∥2L2(Fε)

+ ∥wε(t)− w0(t)∥2L2(Sε)

)
+ β

∫
Fε

∣∣∣∇vε(t, x)−∇v0(t, x)−∇yv
1
(
t, x,

x

ε

)∣∣∣2
≤
∫
Fε

[
(∂tv

ε)(t, x)− (∂tv
0)(t, x)

] [
vε(t, x)− v0(t, x)

]
+

∫
Sε

[
(∂tw

ε)(t, x)− (∂tw
0)(t, x)

] [
wε(t, x)− w0(t, x)

]
+

∫
Fε

AεF (t, x)
[
∇vε(t, x)−∇v0(t, x)−∇yv

1
(
t, x,

x

ε

)]
·
[
∇vε(t, x)−∇v0(t, x)−∇yv

1
(
t, x,

x

ε

)]
=

∫
Fε

(∂tv
ε)(t, x)vε(t, x) +

∫
Sε

(∂tw
ε)(t, x)wε(t, x) +

∫
Fε

AεF (t, x)∇vε(t, x) · ∇vε(t, x)

+

∫
Fε

(
∂tv

0
)
(t, x)v0(t, x)−

∫
Fε

(
∂tv

0
)
(t, x)vε(t, x)−

∫
Fε

(∂tv
ε) (t, x)v0(t, x)

+

∫
Sε

(
∂tw

0
)
(t, x)w0(t, x)−

∫
Sε

(
∂tw

0
)
(t, x)wε(t, x)−

∫
Sε

(∂tw
ε) (t, x)0(t, x)

+

∫
Fε

AεF (t, x)
[
∇v0(t, x)−∇yv

1
(
t, x,

x

ε

)]
·
[
∇v0(t, x)−∇yv

1
(
t, x,

x

ε

)]
− 2

∫
Fε

AεF (t, x)∇vε(t, x) ·
[
∇v0(t, x)−∇yv

1
(
t, x,

x

ε

)]
.
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Now, since vε and wε are solutions to PDEs, we get that

∫
Fε

(∂tv
ε)(t, x)vε(t, x) +

∫
Sε

(∂tw
ε)(t, x)wε(t, x) +

∫
Fε

AεF (t, x)∇vε(t, x) · ∇vε(t, x)

= −
∫
Sε

AεS(t, x)∇wε(t, x) · ∇wε(t, x)−
∫
Sε

r (wε)2

−
∫
Fε

((uε(t, x)− ∂tXε(t, x) · ∇vε(t, x)) vε(t, x))−
∫
Γε

αε] ((v
ε − wε)2

≤ −
∫
Fε

((uε(t, x)− ∂tXε(t, x) · ∇vε(t, x)) vε(t, x))−
∫
Γε

αε ((v
ε(t, x)− wε(t, x))2 ,

we have that upon integrating, for almost all t ∈ (0, T ), we get

1

2

(
∥vε(t)− v0(t)∥2L2(Fε)

+ ∥wε(t)− w0(t)∥2L2(Sε)

)
+ β

∫ t

0

∫
Fε

∣∣∣∇vε(t, x)−∇v0(t, x)−∇yv
1
(
t, x,

x

ε

)∣∣∣2
≤ −

(∫ t

0

∫
Fε

(∂tvε) (t, x)v
0(t, x) +

∫ t

0

∫
Sε

(∂tw
ε) (t, x)w0(t, x)

+

∫ t

0

∫
Fε

AεF (t, x)∇vε(t, x) ·
[
∇v0(t, x)−∇yv

1
(
t, x,

x

ε

)])
+

(∫ t

0

∫
Fε

(
∂tv

0
) (
v0 − vε

)
+

∫ t

0

∫
Sε

(
∂tw

0
) (
w0 − wε

)
+

∫ t

0

∫
Fε

AεF (t, x)
(
∇vε(t, x)−∇v0(t, x)−∇yv

1
(
t, x,

x

ε

))
·
(
∇v0(t, x) +∇yv

1
(
t, x,

x

ε

))
−
∫ t

0

∫
Fε

(uε − ∂tXε · ∇vε) vε +
∫
Fε

(
v0(0, x)− vε,0(x)

)2
+

∫
Sε

(
w0(0, x)− wε,0(x)

)2)
−
∫ t

0

∫
Γε

α(vε − wε)2

=: I1(ε) + I2(ε) + I3(ε).
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Now,

lim
ε→0

I1(ε)

= − lim
ε→0

(∫ t

0

∫
Fε

(∂tv
ε) (t, x)v0(t, x) +

∫ t

0

∫
Sε

(∂tw
ε) (t, x)w0(t, x)

+

∫ t

0

∫
Fε

AεF (t, x)∇vε(t, x) ·
[
∇v0(t, x)−∇yv

1
(
t, x,

x

ε

)])
= −

∫ t

0

∫
Ω

|YF |∂tv0(t, x)v0(t, x) + |YS|∂tw0(t, x)w0(t, x)

−
∫ t

0

∫
Ω

∫
YF

A0
F (t, x, y)

(
∇v0(t, x) +∇yv

1(t, x, y)
)
·
(
∇v0(t, x) +∇yv

1(t, x, y)
)

= |Γ|
∫ t

0

∫
Ω

α
(
v0(t, x)− w0(t, x)

)2
=

∫ t

0

∫
Ω

∫
Γ

α
(
v0(t, x)− w0(t, x)

)2
.

Also, by the two-scale convergence of vε, wε,∇vε and the strong convergence of

AεF ,u
ε, ∂tX

ε, vε,0, wε,0, we have

lim
ε→0

I2(ε)

= lim
ε→0

(∫ t

0

∫
Fε

(
∂tv

0
) (
v0 − vε

)
+

∫ t

0

∫
Sε

(
∂tw

0
) (
w0 − wε

)
+

∫ t

0

∫
Fε

AεF (t, x)
(
∇vε(t, x)−∇v0(t, x)−∇yv

1
(
t, x,

x

ε

))
·
(
∇v0(t, x) +∇yv

1
(
t, x,

x

ε

))
−
∫ t

0

∫
Fε

(uε − ∂tXε · ∇vε) vε +
∫
Fε

(
v0(0, x)− vε,0(x)

)2
+

∫
Sε

(
w0(0, x)− wε,0(x)

)2)
= 0.
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Lastly,

lim sup
ε→0

I3(ε) = lim sup
ε→0

(
−
∫ t

0

∫
Γε

α(vε − wε)2
)

= − lim inf
ε→0

∫ t

0

∫
Γε

α(vε − wε)2.

Combining these limits, we have

lim sup
ε→0

(
1

2

(
∥vε(t)− v0(t)∥2L2(Fε)

+ ∥wε(t)− w0(t)∥2L2(Sε)

)
+ β

∫ t

0

∫
Fε

∣∣∣∇vε(t, x)−∇v0(t, x)−∇yv
1
(
t, x,

x

ε

)∣∣∣2)
=

∫ t

0

∫
Ω

∫
Γ

α
(
v0(t, x)− w0(t, x)

)2 − lim inf
ε→0

∫ t

0

∫
Γε

αε(vε − wε)2

≤ 0,

since vε − wε converges in the two-scale sense on the surface Γε to v
0 − w0. Since

T <∞, by the dominated convergence theorem, the theorem follows.

2.5 Examples

We provide two examples of solid velocities for which our result applies. We find

it interesting that these examples give different limit problems.

We consider the case when the solid velocities are slow in the sense that ∥bε∥ ∼ εα

where α > 1. We assume that

hε,i(t) = εαhi(t)

Mε,i(t) = εα−1Mi(t),

and that ∥hi∥∞, ∥Mi∥∞ ∼ C. This gives that ∥bε∥ ∼ εα. We now calculate the
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gradient of bε.

∇bε(t, y) =
mε∑
i=1

∇
(
ηε(t, y)

(
h′
ε,i(t) +Mε,i(t) (y − hε,i(t))

))
−

mε∑
i=1

∇
(
Bε,Ki(t)

(
h′
ε,i(t) +Mε,i(t) (y − hε,i(t))

))
.

We have that

∇(ηε(t, y)h
′
ε,i(t)) = h

′
ε,i(t)⊗∇ηε(t, y) + ηε(t, y)∇h′

ε,i(t)

= h′
ε,i(t)⊗∇ηε(t, y)

∼ εα−1,

since ∇ηε(t, y) ∼ ε−1. Similarly,

∇ (ηε(t, y)Mε,i(t) (y − hε,i(t)))

=Mε,i(t) (y − hε,i(t))⊗∇ηε(t, y) + ηε(t, y)∇ (Mε,i(t) (y − hε,i(t)))

=Mε,i(t) (y − hε,i(t))⊗∇ηε(t, y) + ηε(t, y)Mε,i(t)

∼ εα−1.

For brevity, we letBε
Ki(t)

(x) := BKi(t)

(
∇η(t, ·) · ε−1

(
h′
ε,i(t) +Mε,i(t) (ε · −hε,i(t))

))
(x)

and Bε,Ki(t)(x) := rεB
ε
Ki(t)

(
x
ε

)
. We now estimate ∥∇Bε,Ki

∥∞. Indeed,
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∫
Bε

2,i(t)

∣∣Bε,Ki(t)(x)
∣∣p + ∣∣∇Bε,Ki(t)(x)

∣∣p dx
=

∫
Bε

2,i(t)

εp
∣∣∣Bε

Ki(t)

(x
ε

)∣∣∣p + ∣∣∣(∇Bε
Ki(t)

) (x
ε

)∣∣∣p dx
≤ ε3 (1 + εp)

∫
Bε

2,i(t)

εp
∣∣Bε

Ki(t)
(y)
∣∣p + ∣∣(∇Bε

Ki(t)

)
(y)
∣∣p dy

≤ C (B2,i(t))
p (1 + εp) ε3

∫
B2,i(t)

∣∣∇η(t, y) · ε−1
(
h′
ε,i(t) +Mε,i(t) (εy − hε,i(t))

)∣∣p dy
= C (B2,i(t))

p (1 + εp)

∫
Bε

2,i(t)

∣∣∇ (ηε) (t, x) ·
(
h′
ε,i(t) +Mε,i(t) (x− hε,i(t))

)∣∣p dx
≤ C (B2,i(t))

p (1 + εp) ε3+p(α−1).

Thus,

∥Bε,Ki(t)∥Lp(Bε
2,i(t))

+ ∥∇Bε,Ki(t)∥Lp(Bε
2,i(t))

≤ C (B2,i(t)) (1 + εp)
1
p ε

3
p
+(α−1).

As p→ ∞,

∥Bε,Ki(t)∥L∞(Bε
2,i(t))

+ ∥∇Bε,Ki(t)∥L∞(Bε
2,i(t))

≤ Cεα−1.

Therefore, we obtain

∥∇bε∥∞ ≤ Cεα−1,

where C is independent of ε.
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We now make estimates on the gradient of the diffeomorphism Xε.

∂tXε(t, y) = bε (t,Xε(t, y)) , t ∈ (0, T )

Xε(0, y) = y, y ∈ Ω(0).

So that,

∂t∇Xε(t, y) = ∇bε (t,Xε(t, y))∇Xε(t, y), t ∈ (0, T )

∇Xε(0, y) = I, y ∈ Ω(0).

Consider the following: fix F : [0, T ]×R3 → R3 and let Xε(F ) be the solution of

the problem,

∂t∇Xε(F )(t, y) = ∇bε (t,F (t, y))∇Xε(F )(t, y), t ∈ (0, T )

∇Xε(0, y) = I, y ∈ Ω(0).

Then,

∇Xε(F )(t, y) = e
∫ t
0 ∇bε(s,F (s,y)) ds.

Thus, for F =Xε, by uniqueness, we have

∇Xε(t, y) = e
∫ t
0 ∇bε(s,Xε(s,y)) ds.
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Because ∇bε ∼ εα−1, we have that ∇bε → 0 in L∞, so that,

∇Xε → I, in L∞ ((0, T )× Ω) .

We now estimate ∇Yε. First, note that it is difficult to estimate ∇Yε from

∂tYε(t, x) = −∇Yε(t, x)brε(t, x), t ∈ (0, T )

Yε(0, x) = x, x ∈ Ω(0),

since

∂t∇Yε = −∇∇Yεbε −∇Yε∇bε,

and hence, estimating ∇Yε depends on estimating second-order derivatives of Yε.

We estimate it from Xε instead. Indeed, by the chain rule, we have

∇Yε = (∇Xε)
−1 ◦ Yε.

Recall that ∇Xε(t, y) = e
∫ t
0 ∇bε(s,Xε(s,x)) ds. Thus,

(∇Xε)
−1 (t, y) = e−

∫ t
0 ∇bε(s,Xε(s,x)) ds,

since
∫ t
0
∇bε (s,Xε(s, x)) ds and −

∫ t
0
∇bε (s,Xε(s, x)) ds commute. Therefore,

∇Yε = (∇Xε)
−1 (t,Yε(t, x)) = e−

∫ t
0 ∇bε(s,x) ds.

Thus,

∇Yε → I in L∞ ((0, T )× Ω) .
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Thus, we can take

A0
F (t, x, y) := DFI1YF (y)

A0
S(t, x, y) := DSI1YS(y),

so that the limit problem reads as

divy
((
∇xv

0(t, x) +∇yv
1(t, x, y)

))
= 0, in (0, T )× Ω× YF

|YF | ∂tv0 − divx

(∫
YF

DF

(
∇xv

0(t, x) +∇yv
1(t, x, y)

)
dy

)
= |Γ|

(
αv0(t, x)− βw0(t, x)

)
in (0, T )× Ω

∂tw
0 + rw0(t, x) =

|Γ|
|YS|

(
βw0(t, x)− αv0(t, x)

)
in (0, T )× Ω

We consider the case a similar case as previously but now with α = 1 and the solid

velocities are assumed to be periodic in space, i.e., the motion is the same for each

cell but are not necessarily periodic in time.

In this example, we want to show that the resulting coefficient matrix AεF and AεS

are periodic in space as well. Indeed, we first look at the extension of the solid

velocity in the unit cell. We let

b(t, x) := η(t, x)
∑
i

(h′
i(t) +Mi(t)(x− hi(t)))

−
∑
i

BKi(t) (∇η(t, ·) · (h′
i(t) +Mi(t) (· − hi(t)))) (x).

Now, the diffeomorphism that maps the unit cell at time zero to any positive time
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is obtained by solving

∂tX(t, x) = b (t,X(t, x)) , t > 0

X(0, x) = x.

We want to show that Xε(t, x) = εX
(
t,
x

ε

)
, where X is extended into the whole

domain periodically. Indeed, note that

bε(t, x) = ηε(t, x)
∑
i

(
h′
ε,i(t) +Mε,i(t)(x− hε,i(t)

)
−
∑
i

Bε,Ki(t)

(
∇ηε(t, ·) · ε−1

(
h′
ε,i(t) +Mε,i(t) (ε · −hε,i(t))

))
(x)

= η
(
t,
x

ε

)∑
i

ε
(
h′
i(t) +Mi(t)

(x
ε
− hi(t)

))
−
∑
i

εBKi(t) (∇η(t, ·) · (h′
i(t) +Mi(t) (· − hi(t))))

(x
ε

)
= εb

(
t,
x

ε

)
.

Thus, Xε satisfies

∂tXε(t, x) = bε (t,Xε(t, x)) = εb

(
t,
1

ε
Xε(t, x)

)
.

So that,

∂t

(
1

ε
Xε

)
= b

(
t,
1

ε
Xε(t, x)

)
,

for t > 0 and x ∈ Fε. Since x ∈ Fε if and only if x = εy for some y ∈ YF , we have
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that for y ∈ YF , Xε satifies

∂t

(
1

ε
Xε

)
(t, εy) = b

(
t,
1

ε
Xε(t, εy)

)
, t > 0

1

ε
Xε(0, εy) = y.

Thus, by uniqueness, we have
1

ε
Xε(t, εy) =X(t, y), or that

Xε(t, x) = εX
(
t,
x

ε

)
, (t, x) ∈ (0,∞)× Fε.

We thus have

AFε (t, x) = A0
F

(
t,
x

ε

)
:= DF1YF

(x
ε

)
(∇X)−T

(
t,
x

ε

)
(∇X)−1

(
t,
x

ε

)
ASε (t, x) = A0

S

(
t,
x

ε

)
:= DS1YS

(x
ε

)
(∇X)−T

(
t,
x

ε

)
(∇X)−1

(
t,
x

ε

)
.

In this case, the limit problem reads as

divy
(
A0
F (t, y)

(
∇xv

0(t, x) +∇yv
1(t, x, y)

))
= 0, in (0, T )× Ω× YF

|YF | ∂tv0 − divx

(∫
YF

A0
F (t, y)

(
∇xv

0(t, x) +∇yv
1(t, x, y)

)
dy

)
= |Γ|

(
αv0(t, x)− βw0(t, x)

)
in (0, T )× Ω

∂tw
0 + rw0(t, x) =

|Γ|
|YS|

(
βw0(t, x)− αv0(t, x)

)
in (0, T )× Ω.

Note that A0
F is not the identity matrix since ∇X is not an orthogonal matrix nor

the identity matrix.
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2.6 Conclusions and future directions

We have shown that the solutions to (2.1)-(2.7) converge to the solutions of the

effective model in Theorem 28. This allows us to study a more tractable model

which is desirable since accounting for each catalyst particle in real-world set-ups

is infeasible. However, our work only applies to cases where both the fluid and

solid particles move slowly. For other cases, such as when there is vigorous mixing,

more work is to be done to obtain a homogenization result similar to Theorem 28.

In theory, one can use the same diffeomorphism to map the problem onto a

fixed domain, provided that the solid velocities are known beforehand. It is the

homogenization that becomes difficult. Classical techniques in homogenization

theory work well in regimes where the solid velocities are close to periodic mo-

tion. Outside these regimes, one needs different tools to describe the asymptotic

behavior of the terms arising from the fluid and solid motion.

2.7 Appendix

The following lemma gives a weighted estimated on the L2− norm of the traces of

Sobolev functions [29].

Lemma 30.

1. Let O be an arbitrary Lipschitz domain. Then, for any δ > 0, there is some

constant Cδ > 0 such that for every u ∈ H1(O), we have

∥u∥2L2(∂O) ≤ Cδ∥u∥2L2(O) + δε2∥∇u∥2L2(O).
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2. For every δ > 0, there is some constant Cδ > 0 such that for every uε ∈

H1(Fε), we have

ε∥uε∥2L2(Γε)
≤ Cδ∥uε∥2L2(Fε)

+ δε2∥∇uε∥2L2(Fε)
.

We recall the notion of two-scale convergence [3]. There is a notion for this con-

vergence in the time-dependent case. We present two notions of this convergence

as presented in [29].

Definition 31. Let Ω and Y be bounded open sets in Rn, and T > 0. A sequence

{uε} in L2 ((0, T )× Ω) is said to two-scale converge to a limit u ∈ L2 ((0, T )× Ω× Y )

if

lim
ε→0

∫ T

0

∫
Ω

uε(t, x)ϕ
(
t, x,

x

ε

)
dx dt =

1

|Y |

∫ T

0

∫
Ω

∫
Y

u(t, x, y)ϕ(t, x, y) dy dx dt,

for all ϕ ∈ L2
(
[0, T ]× Ω̄;Cper

(
Ȳ
))
.

We present a useful property of these special test functions [15].

Proposition 32. Let φ be in L2 (Ω;C(Y )). Then φ
(
·, ·
ε

)
is in L2 (Ω)) with

∥∥∥φ(·, ·
ε

)∥∥∥
L2(Ω)

≤ ∥φ(·, ·)∥L2(Ω;Cper(Y )) .

Definition 33. We say that uε converges strongly in the two-scale sense to u if it

two-scale converges to u and

lim
ε→0

∥uε∥L2((0,T )×Ω) = ∥u∥L2((0,T )×Ω×Y ).
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The following compactness result taken from [29] also holds for the above notion

of two-scale convergence. The proof is essentially the same for the stationary

case [3].

Proposition 34.

1. Every bounded sequence {uε} in L2 ((0, T )× Ω) has a two-scale convergent

subsequence.

2. Let {uε} be a bounded sequence in L2 ((0, T );H1(Ω)). Then there exists u0 ∈

L2 ((0, T );H1(Ω)) and u1 ∈ L2
(
(0, T )× Ω;H1

per(Y )/R
)
and a subsequence,

still denoted by uε, such that

uε → u0 in the two-scale sense,

∇uε → ∇xu0 +∇yu1 in the two-scale sense.

The notion of two-scale convergence can be extended to surfaces in RN for the

stationary case [4]. For the time-dependent case, we cite here a similar notion

taken from [29]. We let Ω and Y bounded open sets of RN and Γ an (N − 1)-

dimensional Lipschitz manifold compactly contained in Y . For ε > 0, we define

Γε to be the union of all ε (Γ + k) for k ∈ Z that are contained in Ω.

Definition 35. Let {uε} be a sequence such that uε ∈ L2 ((0, T )× Γε) for each

ε > 0. We say that uε converges in the two-scale sense on the surface Γε to a limit
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u0 ∈ L2 ((0, T )× Ω× Γ) if

lim
ε→0

ε

∫ T

0

∫
Γε

uε(t, x)ϕ
(
t, x,

x

ε

)
dSx dt =

∫ T

0

∫
Ω

∫
Γ

u0(t, x, y)ϕ(t, x, y) dSy dx dt,

(2.62)

for all ϕ ∈ C
(
[0, T ]× Ω̄;Cper(Γ)

)
.

We present a useful property of these test functions [4].

Proposition 36. Let φ be in C
(
Ω̄;Cper(Y )

)
. Then, φ

(
·, ·
ε

)
is in L2 (Γε) and

ε
∥∥∥φ(·, ·

ε

)∥∥∥ ≤ C∥φ∥2
C(Ω̄;Cper(Y )),

for some constant C > 0 that is independent of ε.

Definition 37. We say that the sequence {uε}, where uε ∈ L2 ((0, T )× Γε) for

each ε > 0 converges strongly in the two-scale sense on Γε if it converges in the

two-scale sense on Γε to u0 ∈ L2 ((0, T )× Ω× Γ) and

lim
ε→0

√
ε∥uε∥L2((0,T )×Γε) = ∥u0∥L2((0,T )×Ω×Γ). (2.63)

We also have a similar compactness result for this notion of two-scale conver-

gence on surfaces [4].

Proposition 38. Let {uε} be a sequence of functions such that uε ∈ L2 ((0, T )× Γε)

for each ε > 0. Suppose
√
ε∥uε∥L2((0,T )×Γε) ≤ C for some constant C > 0, inde-

pendent of ε. Then a subsequence exists that converges in the two-scale sense on

Γε.
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3 Dual formulations of the elasticity problem for a homogeneous

elastic body with fractures

3.1 Introduction

The duality of displacement, stress, and strain formulations in elasticity without

fractures was studied by Ciarlet et al., in [13]. In particular, they considered an

homogeneous elastic body Ω in R3 with a body force f acting on it and sur-

face traction F on a part of the boundary Γ1. The three-dimensional linearized

elasticity problem is then written as the following minimization problem:

Problem 4 (Displacement formulation). Find u ∈ V such that

J(u) = inf
v∈V

J(v),

where, J(v) :=
1

2

∫
Ω

A∇S(v) : ∇S(v) dx−
∫
Ω

f · v dx−
∫
Γ1

F · v dΓ.

Here, J(·) may be interpreted as the potential energy of the body and the above

minimization problem can be thought of as a modern analog of the classical prin-

ciple of minimum potential energy. V is the set of admissible displacements. Its

definition is similar to the one presented in Section 3.2, but without any fractures.

The problem can also be formulated as a another minimization problem, for

which the stress is the unknown:
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Problem 5 (Stress formulation). Find σ ∈ S such that

g(σ) = inf
µ∈S

g(µ),

where g(µ) =
1

2

∫
Ω

Bµ : µ dx.

Here B is the compliance tensor, i.e., AB = I. The function g(·) is the com-

plimentary energy, and the above problem can be thought of as a modern version

of the classical principle of minimum complimentary energy. Here S is the set of

admissible stresses. We present a similar definition in Section 3.2.

Lastly, the authors present a different approach to the problem where the strain

tensor field is the unknown. This is known as the intrinsic approach in some sources

(see [13] and [14] and the references within):

Problem 6 (Strain formulation). Find µ ∈ M⊥ such that

J̃(µ) = inf
µ∈M∗

J̃(µ),

where J̃(µ) :=
1

2

∫
Ω

A∇S(µ) : ∇S(µ) dx−
∫
Ω

f · L(µ) dx−
∫
Γ1

F · L(µ).

Here, M is a set of tensors that has divergence 0 inH−1(Ω) such that the linear

functionals acting on the trace spaceH
1
2 (Γ) defined by these tensors is zero. Here

M⊥ refers to the orthogonal complement of M in L2
S(ΩF ). L2

S(ΩF ) is defined in

Section 3.2. See [13] for more details.

Ciarlet et al. were able to show using Legendre-Fenchel duality that the dis-

placement and stress formulations and the strain and stress formulations are dual

formulations. The arguments for strong duality, i.e., the primal and dual problems
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attains the same objective value, relies on known results on elasticity. While it

is already known that these are dual problems, the novelty lies in obtaining dual

formulations through Legendre-Fenchel duality theory.

In this paper, we extend the results in [13] to the case of a fractured elastic

body. It is a nonlinear extension of the results of that paper, since the space of

admissible displacements for this case is not a linear space. A similar nonlinear

extension can also be found in [32].

A model of the elasticity problem with fractures can be found in [50]. Here,

the author assumed that the elastic body, Ω having a fixed boundary ∂Ω is homo-

geneous and contains a fracture inside its interior. The fracture is thought to be a

smooth orientable surface which may or may not be connected, and is denoted by

Σc. We write as ΩF the set Ω\Σc. The formulation of the problem is written as,

Find u such that:

div σ + f = 0 in ΩF (3.1)

σ = A∇S(u) in ΩF (3.2)

u = 0 on ∂Ω (3.3)

[u ·N ] ≥ 0 on Σc (3.4)

σn|1 = σNNN ; σn|2 = −σNNN ; σNN ≤ 0 on Σc (3.5)

if [u ·N ] > 0 on F , then σNN = 0. (3.6)

Here, N refers to the unit normal on Σc, n is the outward unit normal on the

boundary of ΩF , [ϕ] = ϕ1−ϕ|2 refers to the jump of the field ϕ across the fracture

Σc, where the subscripts 1 and 2 denote the faces of Σc in the direction of N and
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Figure 3.1: Elastic solid with fracture

the opposite direction, respectively. σNN = σN ·N . A = [aijkl] is the elasticity

tensor, assumed to have symmetry and positivity properties, i.e.,

AB ·B > 0, for all B ̸= 0, B ∈ R3×3, (3.7)

aijkl = aijlk = ajikl = ajilk, (3.8)

f represents the body forces acting on the body. ∇S(·) is the linearized strain

tensor.

Equation (4.2) gives the constitutive relation for the elastic body, (4.3) says

that on the outer boundary, the displacement is fixed, (4.4) implies that the body

cannot penetrate itself on the crack, (4.5) shows that there is no friction on the

crack and there is compression on it. Finally, (4.6) says that if the crack if open,

there are no stresses on Σc.

Introducing the following spaces:

VF = {v ∈H1(ΩF ) | v = 0on ∂Ω},

KF = {v ∈ V | [vn] ≥ 0 on Σc}.
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the problem is shown to be equivalent to the following variational formulation

Find u ∈ KF such that

∫
ΩF

A∇S(u) : ∇S(v− u) dx ≥
∫
ΩF

f · (v− u) dx ∀v ∈ KF . (3.9)

Using classical results on variational inequalities, the author shows that the

above problem has a unique solution. Kovtunenko in [39] studied the problem

with the assumption that there is Coulomb friction on the fracture. The author

introduced appropriate trace spaces for functions defined on the fracture as well as

Green formulas. Using fixed point methods, the author was able to show existence

of a solution to the variational formulation of the problem. We also mention

[52] where the authors prove a homogenization result for an elastic solid with

periodically distributed fractures using Γ−convergence and Mosco convergence.

We need a suitable characterization of symmetric tensors as strain of admissible

displacements. The difficulty lies in the fact that the set of admissible displace-

ments is a convex cone rather than a linear space as in [13]. Ciarlet et al. used the

classical Banach closed range theorem to obtain this characterization. However,

these are not directly applicable to our case.

Craven and Koliha in [19] obtained a generalization of Farkas’ theorem. They

provide necessary and sufficient conditions on the solvability of a linear problem

posed in locally convex spaces. We use this characterization to write a suitable

strain formulation to the elasticity problem with fractures.

In [13], Ciarlet et al. worked with a minimzation of the form

inf
x∈X

(f(v) + (g ◦ h)(x)) .
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They were able to apply results from classical convex analysis. In particular, they

considered the case where f : X → R ∪ {+∞}, g : Y → R ∪ {+∞}, h : X → Y is

a continuous linear map, and X and Y are Banach spaces.

Under certain conditions, we have strong duality, i.e.,

inf
x∈X

(f(x) + (g ◦ h)(x)) = sup
y∗∈Y ∗

(−f ∗ (h∗(y∗))− g∗(−y∗)) .

Here f ∗ and g∗ are the Fenchel conjugates of f and g, respectively, and Y ∗ is the

dual space of Y .

However, in this paper, h is not linear. Moreover, the supremum problem is

posed in a dual cone of a convex set. In order to obtain strong duality, we make use

of [11], where the author considered dual formulations to minimzation problems of

the same form but with h not necessarily linear, and X and Y are locally separated

convex spaces. More details are provided in the following discussions.

In Section 3.2 we introduce some functional analytic preliminaries and the

notation used in the paper. Section 3.3 gives the displacement, stress, and the

strain formulations of the elasticity problem with fractures. These form analog

formulations to those in [13]. Section 3.4 provides some preliminary results needed

to obtain dual formulations of the stress problem in away similar to [13]. Section

3.5 talks about the characterization of the image of the strain operator under the

set of admissible displacements. In Section 3.6, we obtain dual formulations to

the stress formulation of the problem. We show that these dual problems are

equivalent to the displacement and strain formulations. Furthermore, we prove

strong duality. Lastly, we prove a relationship between the solutions of these

problems.
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3.2 Notation and Preliminaries

Let Ω be a bounded domain in R3 with boundary denoted by Γ. Let Σc, the

fracture, be an open oriented surface contained inside Ω, without self-intersection,

and may not necessarily be connected, i.e., there may be several fractures. We

denote ΩF = Ω\Σc, Σc = Σc∪∂Σc, where ∂Σc is the boundary of the fracture. We

assume that there is an extension Σ of Σc such that it divides the domain Ω into

two subdomains Ω1 and Ω2 such that ∂Ω1 = Σ− and ∂Ω2 = Γ ∪ Σ+, where ∂Ω1

and ∂Ω2 are the boundaries of Ω1 and Ω2, respectively. We denote by N the unit

normal vector on Σ and define by Σ± the opposite faces of Σ, with N pointing

outwards of Σ+. We let Σ±
c be the corresponding sections of Σ±. We say that

the boundary ∂ΩF belongs to Ck,1 if ∂Ω1 and ∂Ω2 belong to Ck,1. Hereafter, we

assume that ∂ΩF belongs to C1,1, so that the Green’s formulas and trace theorems

from [39] hold.

Figure 3.2: Extension of the fracture to Σ

We denote by A = [aijkh]1≤i,j,k,h≤3 the fourth-order elasticity tensor. We assume
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that

aijkh ∈ L∞(ΩF ) (3.10)

aijkh = ajikh = akhij, ∀i, j, k, h = 1, 2, 3 (3.11)

∃α > 0 such that α|σ|2 ≤ Aσ : σ ∀σ ∈ R3×3 (3.12)

∃β > 0 such that |Aσ| ≤ β|σ| ∀σ ∈ R3×3 (3.13)

These imply the existence of the tensor B = [bijkh]1≤i,j,k,h≤3 such that AB = I and

having similar boundedness, coercivity, and symmetry properties.

Vector fields are denoted by bold lowercase Roman letters. Matrix fields are

written using bold Greek letters. Sets and subsets of vector fields in R3 are de-

noted using capital, boldface Roman letters. Sets and subsets of matrix fields are

written using special Roman capitals. We append a subscript S to denote spaces

of symmetric matrix fields. We use the Einstein convention on repeated indices.

We use the conventional notations for the Sobolev spaces such as H1(Ω),

H
1
2 (Σ), and H− 1

2 (Σ). The set of infinitely differential functions with compact

support defined on a set Ω is denoted by D(Ω). We apply the notation conven-

tion on sets of vector and tensor fields described above to these spaces whenever

appropriate. We write the H1-norm on a set Ω as ∥·∥1,Ω, where we omit Ω in the

subscript when the context is clear. For the L2-norm on a set Ω, we write the

norm as ∥·∥0,Ω, where similarly, we omit Ω in the subscript when the context is

clear.

We will make use of the following space to describe functions defined on the

fracture:

H
1
2
00(Σc) := {v ∈H

1
2 (Σc) | d−

1
2v ∈ L2(Σc)},
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where d ∈ C1,1(Σc), d > 0, d = 0 on ∂Σc, and limx→x0
d(x)

dist(x,∂Σc)
= α ̸= 0 for every

x0 ∈ ∂Σc. dist(x, ∂Σc) refers to the distance from x ∈ Σc to ∂Σc. This space is a

Hilbert space with the norm

∥v∥200,Σc
= ∥v∥21

2
,Σc

+
∥∥∥d− 1

2v
∥∥∥2
0,Σc

.

We write the duality pairing on H
1
2 (Σ) and its dual by ⟨·, ·⟩ 1

2
,Σ. Similarly, the

duality pairing between H
1
2
00(Σc) and its dual is denoted by ⟨·, ·⟩00,Σc . We denote

the jump across Σc by [v] = v+ − v−, where v± refers to the trace of v on

corresponding faces of Σ±
c .

We recall some trace theorems on these spaces. For details, see [39].

Proposition 1 (Trace Theorem 1). Let the boundary Γ belong to the class C0,1,

and let a function u belong to the space H1(Ω). Then there exists a linear contin-

uous operator γ :H1(Ω) →H
1
2 (Γ), which uniquely defines the trace γu ∈H 1

2 (Γ)

of u at Γ. Conversely, there exists a linear continuous operator H
1
2 → H1(Ω)

such that for any given φ ∈H 1
2 (Γ), a function u ∈H1(Ω) can be found such that

γu = φ on Γ.

Proposition 2 (Trace Theorem 2). Let the boundary ∂ΩF belong to the class C0,1,

and let a function u belong to H1(ΩF ). Then there exists a linear continuous

operator which uniquely defines at ∂ΩF the values

u|Γ ∈H
1
2 (Γ), u± ∈H

1
2 (Σc), [u] ∈H

1
2
00(Σc).
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Conversely, there exists a linear continuous operator such that for any given

ψ ∈H
1
2 (Γ), φ± ∈H

1
2 (Σc), [φ] ∈H

1
2
00(Σc),

a function u ∈H1(ΩF ) can be found such that

u = ψ on Γ, u± = φ± on Σc.

We can now define the following sets which will be important in the following

discussions.

V = {v ∈H1(ΩF ) | v = 0on H
1
2 (Γ)},

K = {v ∈ V | [vn] ≥ 0 on H
1
2
00(Σc)}.

For a subset U of a Banach space V , we define the polar cone of A as the following

set

U− := {v∗ ∈ V ∗ | ⟨v∗, u⟩V,V ∗ ≤ 0 ∀u ∈ U}.

Similarly, the dual cone of A is defined to be the following set

U+ := {v∗ ∈ V ∗ | ⟨v∗, u⟩V,V ∗ ≥ 0 ∀u ∈ U}.

We denote the duality pairing between V and its dual by ⟨·, ·⟩V,V ∗ .

Let X,Z be linear spaces, and C a nonempty convex subset of Z. Then C induces

a partial order ≤C on Z. Indeed, we say x ≤C y if y − x ∈ C for x, y ∈ Z.

We say that a function g : X → Z ∪ ∞C is C-convex if for all x, y ∈ X and
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λ ∈ [0, 1],

g(λx+ (1− λ)y) ≤C λg(x) + (1− λ)g(y).

The linearized strain tensor ∇S :D(ΩF ) → DS(ΩF ) is defined as

∇S(v) :=
1

2

(
∇v + (∇v)T

)
.

We also define the divergence operator div : D(ΩF ) →D(ΩF ):

(div σ)i :=
∂σij
∂xj

.

We now define the following space:

HS(div,ΩF ) := {σ ∈ L2
S(ΩF ) | div σ ∈ L2(ΩF )}.

We equip this space with the norm:

∥σ∥2HS(div,ΩF ) := ∥σ∥2L2
S(ΩF ) + ∥div σ∥2L2

S(ΩF ) ∀σ ∈ HS(div,ΩF ).

We recall some Green’s formulas relevant to our discussions, for details see [39].

Proposition 3 (Green Formula 1). Let the boundary Γ belong to the class C1,1 and

let a function σ belong to H(div,ΩF ). There exists a linear continuous operator

H(div,ΩF ) →H− 1
2 (Γ) which uniquely defines at the boundary Γ the values

σn,∈ H− 1
2 (Γ), στ ∈H− 1

2 (Γ), στ · n = 0,



86

and for all v ∈H1(Ω) the generalized Green formula holds:

∫
Ω

σ : ∇S(v) dx = −
∫
Ω

div σ · v dx+ ⟨σn, vn⟩ 1
2
,Γ + ⟨στ ,vτ ⟩ 1

2
,Γ (3.14)

Proposition 4 (Green Formula 2). Let the boundary ∂ΩF belong to the class

C1,1, let σ belong to H(div,ΩF ) such that [σn] = 0 on Σ. Then there is a linear

continuous operator H(div,ΩF ) →
(
H

1
2
00(Σc)

)∗
which uniquely defines at the crack

Σc the values

σn ∈
(
H

1
2
00(Σc)

)∗
, στ ∈

(
H

1
2
00(Σc)

)∗
, στ · n = 0,

and for all v ∈ V , the generalized Green formula holds:

∫
ΩF

σ : ∇S(v) dx = −
∫
ΩF

div σ · v dx− ⟨σn, [vn]⟩00,Σc − ⟨στ , [vτ ]⟩00,Σc (3.15)

We now define the set of admissible stresses as:

S =

σ ∈ HS(div,ΩF )

∣∣∣∣∣∣∣
div σ + f = 0 in D′(ΩF ), σn ≤ 0 on H

1
2
00(Σc)

στ = 0 on H
1
2
00(Σc), [σn] = 0 on H

1
2 (Σ)


In the coming discussion, it will be important to obtain a characterization of

symmetric tensor fields as the strain of vectors coming from the set of admissible

displacements. The following set plays an important role in this.

M := {σ ∈ L2
S(ΩF ) | ⟨∇∗

S(σ),v⟩V ∗,V ≥ 0 ∀v ∈K}.
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3.3 Formulations of the problem with fractures

We present three formulations of the elasticity problem with fractures. Analogs

of these for the case without fractures present are in [13]. We begin with the

displacement formulation which can be posed as a minimization problem.

Problem 7 (Displacement Formulation). Find u ∈K such that

J(u) = inf
v∈K

J(v),

where J(v) :=
1

2

∫
ΩF

A∇S(v) : ∇S(v) dx−
∫
ΩF

f · v dx for all v ∈ V .

There is an alternate formulation to this problem in which the stress is the

unknown:

Problem 8 (Stress Formulation). Find σ ∈ S such that

g(σ) = inf
µ∈S

g(µ),

where g(µ) =
1

2

∫
ΩF

Bµ : µ dx for all µ ∈ L2
S(ΩF ).

Finally, we can recast the problem in which the strain is the unknown. This

formulation is known in literature as the intrinsic formulation [14]. The use of the

set M+ will be apparent in the coming sections.

Problem 9 (Strain Formulation). Find π ∈ M+ such that

J̃(π) = inf
µ∈M+

J̃(µ),

where J̃(µ) :=
1

2

∫
ΩF

Aµ : µ dx−
∫
ΩF

f · L(µ) dx for all µ ∈ M+.
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Here L(µ) is the unique element in K such that ∇S (L(µ)) = µ. The existence

of such an element in K will be discussed in Section 3.5.

It will be shown that indeed, up to a change of sign, the displacement and stress

formulations are dual problems, and similarly the strain and stress formulations.

3.4 Auxilliary Results

We first show that the stress formulation of the problem can be written as a

minimization over the entire space L2
S(ΩF ). To do this, we introduce the following

functions. Let h : V ∗ → R such that

h(v∗) = 1K−(v∗). (3.16)

We also define Λ : L2
S(ΩF ) :→ V ∗ by

⟨Λσ,v⟩V ∗,V =

∫
ΩF

f · v dx−
∫
ΩF

σ : ∇S(v) dx . (3.17)

Proposition 5.

inf
σ∈S

g(σ) = inf
σ∈L2

S(ΩF )
(g(σ) + 1S(σ)) = inf

σ∈L2
S(ΩF )

(g(σ) + h(Λσ)) .

Proof. Clearly,

inf
σ∈S

g(σ) = inf
σ∈L2

S(ΩF )
(g(σ) + 1S(σ)) .

Thus, it suffices to show that

h(Λσ) = 1S(σ) ∀σ ∈ L2
S(ΩF ).
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Indeed, let σ ∈ S. Then 1S(σ) = 0. Now, for v ∈K, using Proposition 4

⟨Λσ,v⟩V ∗,V =

∫
ΩF

f · v dx−
∫
ΩF

σ : ∇S(v) dx

=

∫
ΩF

f · v dx +
∫
ΩF

div σ · v dx + ⟨σn, [vn]⟩00,Σc ≤ 0.

So that, Λσ ∈K− and hence, h(Λσ) = 0.

Now, let σ ∈ L2
S(ΩF ) such that h(Λσ) = 0, then Λσ ∈K− and thus

∫
ΩF

σ : ∇S(v) dx ≥
∫
ΩF

f · v dx ∀v ∈K. (3.18)

Now, we let φ ∈D(ΩF ). Then v := ±φ ∈K. Substituting in (3.18), we obtain

∫
ΩF

σ : ∇S(φ) dx =

∫
ΩF

f ·φ dx.

Thus,

div σ + f = 0 in D′(ΩF ). (3.19)

As f ∈ L2(Ω), we have that σ ∈ HS(div,ΩF ).

We now show that

σn ≤ 0 in
(
H

1
2
00(Σc)

)∗
. (3.20)

Let v ∈K such that [vτ ] = 0 in H
1
2
00(Σc). Then by (3.18) and the second Green’s

formula (4.9), we obtain

∫
ΩF

f · v dx ≤
∫
ΩF

σ : ∇Sv dx

= −
∫
ΩF

div σ · v dx− ⟨σn, [vn]⟩00,Σc
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So that by (3.19),

⟨σn, [vn]⟩00,Σc ≤ 0 ∀v ∈K.

By the second trace theorem,

⟨σn, ψ⟩00,Σc ≤ 0 ∀ψ ∈ H
1
2
00(Σc), ψ ≥ 0,

which proves (3.20).

Next, we prove that

[σn] = 0 in H− 1
2 (Σ). (3.21)

Let φ ∈ D(Ω) such that φτ = 0 in H
1
2 (Σ). Since [φ] = 0 on Σc, we have that

φ ∈K. Thus, by (3.18) and the first Green’s formula (3.14),

∫
ΩF

f ·φ dx ≤
∫
ΩF

σ : ∇S(φ)

= −
∫
ΩF

div σ ·φ dx−
[
⟨σn, φn⟩ 1

2
,Σ

]
−
[
⟨στ ,φτ ⟩ 1

2
,Σ

]
= −

∫
ΩF

div σ ·φ dx−
[
⟨σn, φn⟩ 1

2
,Σ

]
.

By (3.19), [
⟨σn, φn⟩ 1

2
,Σ

]
≤ 0.

Using ±φ as test function, we have that

[
⟨σn, φn⟩ 1

2
,Σ

]
= 0.
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As [φ] = 0 on Σc, we obtain

⟨[σn] , φn⟩ 1
2
,Σ = 0 ∀φ ∈D(Ω), φτ = 0 in H

1
2 (Σ),

which proves the claim. Lastly, we show that

στ = 0 in
(
H

1
2
00(Σc)

)∗
. (3.22)

Indeed, let v ∈ V such that [vn] = 0 in H
1
2
00(Σc). Then, v ∈ K. By (3.18) and

Green’s formula (4.9),

∫
ΩF

f · v dx ≤
∫
ΩF

σ : ∇S(v) dx

= −
∫
ΩF

div σ · v dx− ⟨στ , [vτ ]⟩00,Σc .

Using (3.19), we have that ⟨στ , [vτ ]⟩00,Σc ≤ 0. So, using ±v as a test function, we

obtain that

⟨στ , [vτ ]⟩00,Σc = 0 ∀v ∈ V , [vn] = 0.

Using the Trace Theorem as in (3.20), the claim follows. Hence, from (3.19),

(3.20), (3.21), and (3.22), we have that σ ∈ S, i.e., 1S(σ) = 0.

Next, we calculate h∗ and h∗∗.

Proposition 6. h∗ = 1K and h∗∗ = h

Proof. Firstly, sinceK is a convex set, h is convex on the reflexive space V . Thus,

by the Fenchel-Moreau theorem, h ≡ h∗∗. We now show that (K−)
−
=K. As V
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is reflexive, we have that

(K−)
−
=
{
v ∈ V | ⟨v∗,v⟩V ∗,V ≤ 0 ∀v∗ ∈K−} .

If u ∈K, clearly ⟨v∗,v⟩V ∗,V ≤ 0 for all v∗ ∈K−. Thus, K ⊂ (K−)
−
.

Suppose that u ̸∈ K. Since K is a closed and convex subset of V , by the Hahn-

Banach theorem, there exists a hyperplane which strictly separates {u} and K,

i.e., there is some f ∈ V ∗ and α ∈ R such that

⟨f ,v⟩V ∗,V < α < ⟨f ,u⟩V ∗,V ∀v ∈K.

Fix v ∈K and let λ > 0. Since K is a convex cone, λv ∈K. Then,

⟨f ,v⟩V ∗,V <
1

λ
α ∀λ > 0.

Letting λ→ +∞,

⟨f ,v⟩V ∗,V ≤ 0 ∀v ∈K.

Thus, f ∈K−.

Similarly,

λ⟨f ,v⟩V ∗,V < α ∀λ > 0.

As λ→ 0+, we obtain that

0 ≤ α < ⟨f ,u⟩V ∗,V ,

i.e., there is some f ∈ K− such that ⟨f ,u⟩V ∗,V > 0. Hence, u ̸∈ (K−)
−
and the
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claim follows.

Next, we show that (1K)∗ = 1K− . As V is reflexive, we have that for v∗ ∈ V ∗,

(1K)∗ = sup
v∈V

(⟨v∗,v⟩V ∗,V − 1K(v)) = sup
v∈K

(⟨v∗,v⟩V ∗,V ) .

Suppose that v∗ ∈K−. Then ⟨v∗,v⟩V ∗,V ≤ 0 for all v ∈K. Thus, (1K)∗(v∗) ≤ 0.

Since 0 ∈K, we have that

(1K)∗(v∗) ≥ ⟨v∗,0⟩V ∗,V = 0.

Hence, (1K)∗(v∗) = 1K−(v∗) = 0.

Now, assume that v∗ ̸∈K−. Then, there exists some v ∈K such that ⟨v∗,v⟩V ∗,V >

0. Hence,

(1K)∗(v∗) ≥ sup
λ>0

(⟨v∗, λv⟩V ∗,V ) = +∞.

Thus, 1K−(v∗) = (1K)∗(v∗) = +∞ and the claim is proved.

Since 0 ∈ K−, K− is a convex cone, and V ∗ is reflexive, arguing as previously,

we obtain that h∗ = (1K−)∗ = 1(K−)− = 1K .

3.5 Characterization of the Range of the Strain Operator

The adjoint of the strain operator is the linear map ∇∗
S : L2

S(ΩF ) → V ∗ such that

for σ ∈ L2
S(ΩF ), ∇∗

S(σ) is defined by,

⟨∇∗
S(σ),v⟩V ∗,V =

∫
ΩF

σ : ∇S(v) dx ∀v ∈ V .
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It is important to obtain a suitable characterization of the image of the convex cone

K under the strain operator. This will allow us to obtain a relationship between

the stress and the strain formulations of the elasticity problem with fractures. We

mention that the first result on the characterization of the space of admissible

displacements can be found in [33]. For a characterization of matrix fields as

linearized strain tensor fields, we refer to [7]. In their paper, since their space

of admissible displacements is a linear space, the classical Banach Closed Range

Theorem allows them this suitable characterization. In our case, we use results

from [19], in particular Theorem 5, which is a generalization of Farkas’ theorem

that we tailor to our case in the following proposition.

Proposition 7. If ∇S : V → L2
S(ΩF ) is strongly continuous and ∇S(K) is

strongly closed, then the following are equivalent for µ ∈ L2
S(ΩF ):

• ∇S(v) = µ has a solution v in K

• If σ ∈ L2
S(ΩF ) such that ∇∗

S(σ) ∈K+, then
∫
ΩF
µ : σ dx ≥ 0

Remark 1. The previous lemma implies that ∇S(K) = M+.

In order to utilize the previous remark, we have to show that the hypotheses

of Proposition 7 hold true. Indeed we have the following result:

Proposition 8. ∇S : V → L2
S(ΩF ) is strongly continuous and ∇S(K) is strongly

closed.

Proof. There exists some C > 0 such that

∥∇S(v)∥0 ≤ C ∥v|∥1 ∀v ∈ V .
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Thus, as ∇S is a linear map, it is strongly continuous.

To show that ∇S(K) is strongly closed, let {∇S(vn)}∞n=1 be a sequence of

tensors in L2
S(ΩF ) such that vn ∈ K for each n and ∇S(vn) → D for some

D ∈ L2
S(ΩF ). By Korn’s inequality, we have that

∥vn − vm∥1 ≤ C∥∇S(vn − vn)∥0 → 0,

as n,m → ∞. Thus the sequence {vn}∞n=1 is Cauchy in V . As K is closed in

V , vn → v in V for some v ∈ K. By strong continuity of ∇S, we have that

D = ∇S(v). Hence, ∇S(K) is strongly closed.

3.6 Duality

We present a treatment of primal-dual problems taken from [11]. Let X,Z be

separated locally convex spaces and F : X → R̄ be a proper function. To the

primal problem

inf
x∈X

F (x),

we can assign a dual problem through the use of perturbation functions. Indeed,

let Φ : X × Y → R̄ such that Φ(x, 0) = F (x) for all x ∈ X. Then the primal

problem may be written as

inf
x∈X

Φ(x, 0).

The dual problem is

sup
z∗∈Z∗

(−Φ∗(0, z∗)).
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By specific choices of the perturbation function Φ(·, ·), we arrive at different

dual formulations of a given primal problem.

3.6.1 Stress-Displacement Duality

Let X,Z be separable locally convex spaces. Let C ⊂ Z be a nonempty convex

cone that partially orders Z, i.e., for x, y ∈ Z such that x ≤C y, we have that

y − x ∈ C. We attach to Z a greatest element with respect to ≤C , ∞C , which is

not in Z. We have that x ≤C ∞C for all x ∈ Z ∪ {∞C}. Let f : X → R̄ be a

proper function, g : Z → R̄ be a proper, C-increasing function, i.e., domg := {x ∈

Z|g(x) ∈ R} ≠ ∅, g(x) > −∞ for all x ∈ Z, and for x ≤C y, g(x) ≤ g(y). Let

h : X → Z ∪{∞C} be a proper function such that h(domf ∩ domh)∩ domg ̸= ∅.

We define the primal problem as

inf
x∈X

{f(x) + (g ◦ h)(x)}. (3.23)

We define Φ : X × Z → R̄ such that Φ(x, z) := f(x) + g(h(x) + z) as the

perturbation function. It can be shown (see [11]) that Φ∗ : X∗ × Z∗ → R̄ has for

(x∗, z∗) ∈ X∗ × Z∗,

Φ(x∗, z∗)∗ = g∗(z∗) + (f + (z∗h))∗(x∗) + 1C∗(z∗).

Hence, the corresponding dual problem is given by

sup
z∈C+

{−g∗(z∗)− (f + (z∗h))∗ (0)}, (3.24)
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Sufficient conditions that guarantee strong duality, i.e., the optimal values of

the primal and dual problems coincide, are given in the following proposition taken

from Chapter 1, Theorem 4.1 of [11].

Proposition 9. Let X,Z be Fréchet spaces, C a nonempty convex cone contained

in Z, g : X → R be proper and convex, h : Z → R be a C−increasing function such

that if z∗ ̸∈ C∗, then h∗(z∗) = +∞, Λ : X → Z ∪{∞C} be proper, C−convex such

that Λ(domg ∩ domΛ) ∩ domh ̸= ∅. Suppose the following regularity conditions

are satisfied:

• g and h are lower semicontinuous

• Λ is star-C lower semicontinuous

• 0 ∈ core (domh− Λ(domg ∩ domΛ)).

Then,

inf
x∈X

(g(x) + (h ◦ Λ)) (x) = sup
z∗∈C+

(−h∗(z∗)− (g + z∗Λ)∗(0)) . (3.25)

We go back to the stress formulation of the elasticity problem. Here, we set

X := L2
S(ΩF ), Z := V ∗, C := K+, and g, h, and Λ to be the functions defined

in the preliminaries. From Proposition 5, the stress formulation gives rise to the

following primal problem

(P ) inf
σ∈L2

S(ΩF )
{g(σ) + (1K− ◦ Λ)(σ)}. (3.26)
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From Proposition 6 and (3.24), we have that the dual problem is:

(D1) sup
v∈K

{−1K(v)− (g + vΛ)∗(0)}. (3.27)

We show that the dual problem is equivalent to the displacement formulation

of the elasticity problem.

Proposition 10. For v ∈K, we have that

1K(v) + (g + vΛ)∗ (0) = J(v). (3.28)

Moreover,

sup
v∈K

{−1K(v)− (g + vΛ)∗(0)} = − inf
v∈K

J(v). (3.29)

Proof. Let v ∈K. Then

1K(v) + (g + vΛ)∗ (0) = sup
σ∈L2

S(ΩF )

{−g(σ)− (vΛ)(σ)}

= sup
σ∈L2

S(ΩF )

{−g(σ)− ⟨Λσ,v⟩V ∗,V }

= sup
σ∈L2

S(ΩF )

{−g(σ)−
∫
ΩF

f · v dx +
∫
ΩF

σ : ∇S(v) dx}

= g∗ (∇S(v))−
∫
ΩF

f · v dx

= J(v),

where the last equality due to A−1 = B. Lastly,

sup
v∈K

{−1K(v)− (g + vΛ)∗(0)} = − inf
v∈K

{1K(v) + (g + vΛ)∗(0)} = − inf
v∈K

J(v).
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Remark 2. The previous proposition shows that, up to a change in sign, the (D1)

and the displacement formulation are equivalent. In addition, the solution to (D1)

is also a solution to the displacement problem.

We now prove strong duality. We show that the hypotheses of Proposition 9

are satisfied.

1K− is K+-increasing.

Proof. Let v∗1,v
∗
2 ∈ V ∗ such that v∗1 ≤K+ v∗2. To prove that 1K−(v∗1) ≤ 1K−(v∗2),

it suffices to show that if v∗2 ∈K−, then v∗1 ∈K−. Indeed, suppose that v∗2 ∈K−.

Then,

0 ≥ ⟨v∗2,v⟩V ,V ∗ ≥ ⟨v∗1,v⟩V ,V ∗ , ∀v ∈K.

where the last inequality is because v∗2 − v∗1 ∈K+. Thus, v∗1 ∈K−.

Proposition 11. 0 ∈ core (dom1K− − Λ(domg ∩ Λ)).

Proof. Since domg ∩ domΛ = L2
S(ΩF ), we have that W := {v∗ − λσ | v∗ ∈

K−, σ ∈ L2
S(ΩF )} = dom1K− − Λ(domg ∩ domΛ). We show that 0 ∈ core(W ).

Recall that for a given a linear space X and a nonempty subset A,

core(A) := {x0 ∈ A | ∀x ∈ X, ∃tx > 0 such that for all t ∈ [0, tx], x0 + tx ∈ A}.

Let u∗ ∈ V ∗. Set tu∗ = 1. We claim that for each t ∈ [0, 1], we can find some

v∗t ∈K− and σt ∈ L2
S(ΩF ) such that

⟨tu∗ − (v∗t − λσt),v⟩V ∗,V = 0 ∀v ∈ V . (3.30)
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We choose v∗t = 0 ∈K−. Consider the following problem:

Find ut ∈ V such that

∫
ΩF

A∇S(ut) : ∇S(v) dx = ⟨tu∗,v⟩V ∗,V +

∫
ΩF

f · v dx ∀v ∈ V . (3.31)

To show that this has a unique solution, first observe that the bilinear form defined

by a(u,v) :=
∫
ΩF
A∇S(u) : ∇S(v) dx for all u, v ∈ V is coercive and bounded.

Now, F (v) := ⟨tu∗,v⟩V ∗,V +
∫
ΩF
f · v dx ∀v ∈ V defines a linear function on V .

Moreover, it is bounded. Indeed,

|F (v)| ≤ (t ∥u∗∥∗V + ∥f |∥0) ∥v∥1 ≤ (∥u∗∥∗V + ∥f |∥0) ∥v∥1 ∀v ∈ V ,

so that

∥F∥V ∗ ≤ ∥u∗∥∗V + ∥f |∥0 < +∞,

i.e., F ∈ V ∗.

Thus, by the Lax-Milgram theorem, a unique solution exists to (3.31). We now

let σt := A∇S(ut). Then we have that,

⟨tu∗,v⟩V ∗,V =

∫
ΩF

σt : ∇S(v) dx−
∫
ΩF

f · v dx = ⟨0− Λσt,v⟩V ∗,V ∀v ∈ V ,

i.e., tu∗ ∈ W . Thus, 0 ∈ core(W ).

Proposition 12. Λ is K+ -convex and star-K+ lower semicontinuous.

Proof. Let σ1,σ2 ∈ L2
S(ΩF ) and t ∈ [0, 1]. To show that Λ isK+-convex, we must

have that

Λ (tσ1 + (1− t)σ2) ≤K+ tΛσ1 + (1− t)Λσ2,
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i.e., tΛσ1 + (1− t)Λσ2 − Λ (tσ1 + (1− t)σ2) ∈K+.

But this follows immediately, as it is easy to verify that tΛσ1 + (1 − t)Λσ2 −

Λ (tσ1 + (1− t)σ2) = 0 ∈K+.

Now, since (K+)
+

= K, to show that Λ is star-K+ lower semicontinuous, it

suffices to show that for all v ∈K, vΛ is lower semicontinuous.

Indeed, let {σn}∞n=1 be a sequence in L2
S(ΩF ) such that σn → σ in L2

S(ΩF ) for

some σ ∈ L2
S(ΩF ). Then,

|(vΛ)(σn)− (vΛ)(σ)| = |⟨Λσn,v⟩V ∗,V − ⟨Λσ,v⟩V ∗,V |

=

∣∣∣∣∫
ΩF

(σ − σn) : ∇S(v) dx

∣∣∣∣
≤ C ∥v∥1 ∥σn − σ∥0 → 0.

Thus, vΛ is continuous for each v ∈K. Hence, Λ is star-K+ lower semicontinuous.

We now have the duality between the stress and the displacement formulations.

Theorem 11.

inf
σ∈S

g(σ) = − inf
v∈K

J(v). (3.32)

Proof. Propositions 3.6.1, 11, and 12 guarantee that the conditions of Proposition

9 are satisifed. Hence, we have that

inf
σ∈L2

S(ΩF )
{g(σ) + (1K− ◦ Λ)(σ)} = sup

v∈K
{−1K(v)− (g + vΛ)∗(0)}. (3.33)

The result now follows from Propositions 5 and 10.
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Remark 3. The above result shows that, up to a change in sign, the stress and

displacement formulations are equivalent.

3.6.2 Stress-Strain Duality

We follow a treatment on dual problems with cone constraints as presented in [11].

We adopt the definitions for the sets X,Z,C from the previous section. The primal

problem we look at is

inf
x∈X

(f(x) + 1A(x)), (3.34)

where A = {x ∈ S|G(x) ∈ −C}. Here S ⊆ X is a given nonempty set, f : X → R

and G : X → Z ∪{∞C} are proper functions such that domf ∩S∩G−1(−C) ̸= ∅.

We define the perturbation function Φ : X ×X → R̄ as

Φ(x, y) := f(x+ y) + 1A(x).

It can be shown that its Fenchel conjugate, Φ∗ : X∗ ×X∗ → R̄, is

Φ∗(x∗, y∗) = f ∗(y∗) + sup
z∈A

⟨x∗ − y∗, z⟩X,X∗ .

The Fenchel dual problem can then be written as

sup
y∗∈X∗

{−f ∗(y∗)− sup
x∈A

⟨y∗, x⟩} (3.35)

To obtain strong duality, we make use of the following result taken from Chap-

ter 1, Theorem 3.5 of [11].
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Proposition 13. Let S ⊆ X be a nonempty convex set. f : X → R be a proper

and convex function and g : X → Z ∪ {∞C} a proper and C-convex function such

that domf ∩ S ∩ G−1(−C) ̸= ∅. If there exists some x′ ∈ domf ∩ A such that

f is continuous at x′, then (3.34) and (3.35) agree and the dual has an optimal

solution.

We look at the stress formulation. Here, we take X = Z := L2
S(ΩF ), and

g : L2
S(ΩF ) → R as defined in the preliminaries. We define the sets

S := {σ ∈ HS(div,ΩF )| div σ + f = 0 in D′(ΩF )},

C := {σ ∈ L2
S(ΩF )|σn ≥ 0 on H

1
2
00(Σc), στ = 0 on H

1
2
00(Σc), [σn] = 0 on H

1
2 (Σ)},

A := {σ ∈ S| Iσ ∈ −C},

where I : L2
S(ΩF ) → L2

S(ΩF ) is the identity map.

It is easy to see that C is a convex cone in Z and that A = S. The primal

problem can be written as

(P2) inf
σ∈L2

S(ΩF )
(g(σ) + 1A(σ)). (3.36)

Following (3.35), the dual problem is

(D2) sup
µ∈L2

S(ΩF )

(
−g∗(µ)− sup

σ∈S

∫
ΩF

σ : µ dx

)
(3.37)

We show that (D2 ) is equivalent to the strain formulation of the elasticity

problem.
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Proposition 14. For µ ∈ M−, we have that

g∗(µ) + sup
σ∈S

∫
ΩF

σ : µ dx = J̃(−µ). (3.38)

Moreover,

sup
µ∈L2

S(ΩF )

(
−g∗(µ)− sup

σ∈S

∫
ΩF

σ : µ dx

)
= − inf

µ∈M+
J̃(µ). (3.39)

Proof. Fix some π ∈ S such that πn = 0 in H
1
2
00(Σc). We claim that for each σ ∈ S,

there exists some τ ∈ M such that σ = π + τ . Indeed, it suffices to show that

σ − π ∈ M.

Let v ∈K. Then,

⟨∇∗
S(σ − π),v⟩V ∗,V = ⟨σ − π,∇S(v)⟩V ∗,V

= −
∫
ΩF

div (σ − π) · v dx− ⟨σn − πn, [vn]⟩00,Σc

= −⟨σn, [vn]⟩00,Σc ≥ 0.

Hence, σ − π ∈ M. Now, let µ ∈ M−. Thus, −µ ∈ M+. As ∇S(K) = M+, there

is some v ∈K such that −µ = ∇S(v).

Observe that since 0 ∈ M, we have that

0 ≤ sup
τ∈M

∫
ΩF

µ : τ dx ≤ 0.
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Hence,

g∗(µ) + sup
σ∈S

∫
ΩF

σ : µ dx = g∗(µ) + sup
τ∈M

∫
ΩF

τ : µ dx +

∫
ΩF

π : µ dx

= g∗(−∇S(v))−
∫
ΩF

π : ∇S(v) dx

= g∗(∇S(v)) +

∫
ΩF

div π · v dx− ⟨πn, [vn]⟩00,Σc

=
1

2

∫
ΩF

A∇S(v) : ∇S(v) dx−
∫
ΩF

f · v dx

= J̃(−µ).

For the second assertion, we first claim that if µ /∈ M−, then supσ∈S

∫
ΩF

σ :

µ dx = +∞. Indeed, suppose µ /∈ M−. Then there is some ω ∈ M such that∫
ΩF

µ : ω dx > 0. As M is a convex cone, we have that

sup
σ∈S

∫
ΩF

σ : µ dx = sup
τ∈M

(∫
ΩF

τ : µ dx

)
+

∫
ΩF

π : µ dx

≥ sup
t>0

(
t

∫
ΩF

ω : µ dx

)
+

∫
ΩF

π : µ dx

= +∞.
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From (3.38) and the above claim, we have that

sup
µ∈L2

S(ΩF )

(
−g∗(µ)− sup

σ∈S

∫
ΩF

σ : µ dx

)
= − inf

µ∈L2
S(ΩF )

(
g∗(µ) + sup

σ∈S

∫
ΩF

σ : µ dx

)
= − inf

µ∈M−

(
g∗(µ) + sup

σ∈S

∫
ΩF

σ : µ dx

)
= − inf

µ∈M−
J̃(−µ)

= − inf
µ∈M+

J̃(µ).

We now have the strong duality result.

Theorem 12.

inf
σ∈S

g(σ) = − inf
µ∈M+

J̃(µ). (3.40)

Proof. Clearly, the identity operator, I : L2
S(ΩF ) → L2

S(ΩF ) is C-convex. Also, we

have that dom g ∩ S ∩ I−1(C) = L2
S(ΩF ) ∩ S ∩ (−C) = S ̸= ∅.

We now show that g : L2
S(Ω) → R is continuous. Indeed, if σn → σ in L2

S(ΩF ),

then

|g(σn)− g(σ)| = 1

2

∣∣∣∣∫
ΩF

Bσn : σn dx−
∫
ΩF

Bσ : σ dx

∣∣∣∣
=

1

2

∣∣∣∣∫
ΩF

B(σn − σ) : (σn + σ) dx
∣∣∣∣

≤ β̃∥σn − σ∥L2
S(ΩF ) → 0.
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Thus, from Proposition 13, we have that

inf
σ∈S

g(σ) = inf
σ∈A

g(σ) = sup
µ∈L2

S(ΩF )

(
−g∗(µ)− sup

σ∈S

∫
ΩF

σ : µ dx

)
.

Finally, from (3.38), the result follows.

3.6.3 Solutions of the primal and dual problems

In this subsection, we look at how the minimizers of the displacement, stress, and

strain formulations are related to each other.

Theorem 13. Let σ̄ ∈ S, v̄ ∈K, and µ̄ such that

g(σ̄) = inf
σ∈S

g(σ), J(v̄) = inf
v∈K

J(v), J̃(µ̄) = inf
µ∈M+

J̃(µ).

Then

σ̄ = A∇S(v̄) = Aµ̄. (3.41)

Proof. The perturbation function used to obtain (D1 ) is Φ : L2
S(ΩF )× V ∗ → R̄,

Φ(σ, z∗) := g(σ) + 1K−(Λσ + z∗).

From classical results in convex analysis (see for instance, [26] and [60]), we

have that (0, v̄) ∈ ∂Φ(σ̄,0), i.e., for all µ ∈ L2
S(ΩF ) and u

∗ ∈ V ∗,

⟨(µ,u∗)− (σ̄,0), (0, v̄)⟩(L2
S(ΩF )×V ∗)∗,L2

S(ΩF )×V ∗ ≤ Φ(µ,u∗)− Φ(σ̄,0).
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This means that

∫
ΩF

(µ− σ̄) : 0 dx + ⟨u∗, v̄⟩V ∗,V ≤ g(µ) + 1K−(Λµ+ u∗)− g(σ̄)− 1K−(Λσ̄).

As 1K−(Λσ̄) = 1S(σ̄) = 0, we have that

⟨u∗, v̄⟩V ∗,V ≤ g(µ) + 1K−(Λµ+ u∗)− g(σ̄).

If we set µ := σ̄ and u∗ := −Λσ̄, and noting that 0 ∈K−, then

⟨Λσ̄, v̄⟩V ∗,V ≥ 0.

As v̄ ∈K and Λσ̄ ∈K−, we have that

0 = ⟨Λσ̄, v̄⟩V ∗,V =

∫
ΩF

f · v̄ dx−
∫
ΩF

σ̄ : ∇S(v̄) dx.

Hence, ∫
ΩF

σ̄ : ∇S(v̄) dx =

∫
ΩF

f · v̄ dx. (3.42)

From Theorem 11, we get

0 = g(σ̄) + J(v̄)

=
1

2

∫
ΩF

Bσ̄ : σ̄ dx +
1

2

∫
ΩF

A∇S(v̄) : ∇S(v̄) dx−
∫
ΩF

f · v̄ dx

=
1

2

∫
ΩF

Bσ̄ : σ̄ dx +
1

2

∫
ΩF

A∇S(v̄) : ∇S(v̄) dx−
∫
ΩF

σ̄ : ∇S(v̄) dx,
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where the last equality came from (3.42). Hence, we have that

g(σ̄) + g∗(∇S(v̄)) =

∫
ΩF

σ̄ : ∇S(v̄) dx.

Looking at g as a convex, proper function on L2
S(ΩF ), this means that ∇s(v̄) ∈

∂g(σ̄), i.e., for all µ ∈ L2
S(ΩF ),

∫
ΩF

(µ− σ̄) : ∇S(v̄) dx ≤ g(µ)− g(σ̄).

If we set µ := A∇S(v̄), then

g(A∇S(v̄))− g(σ̄) ≥
∫
ΩF

(A∇S(v̄)− σ̄) : ∇S(v̄) dx

=

∫
ΩF

(A∇S(v̄)− σ̄) : B(A∇S(v̄)) dx

=

∫
ΩF

B(A∇S(v̄)− σ̄) : A∇S(v̄) dx,

where the last equality is due to B being symmetric.

Since

g(A∇S(v̄))− g(σ̄) =
1

2

∫
ΩF

B(A∇S(v̄)− σ̄) : (A∇S(v̄) + σ̄) dx,

the above inequality becomes

∫
ΩF

B(A∇S(v̄)− σ̄) : A∇S(v̄) dx ≤
∫
ΩF

B(A∇S(v̄)− σ̄) : σ̄ dx. (3.43)
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The positive-definiteness of B and (3.43) imply

α∥A∇S(v̄)− σ̄∥2L2
S(ΩF ) ≤

∫
ΩF

B(A∇S(v̄)− σ̄) : (A∇S(v̄)− σ̄) dx ≤ 0.

Hence, σ̄ = A∇S(v̄).

Now, as µ̄ ∈ M+, there exists some u ∈ K such that µ̄ = ∇S(u). Moreover

as ∇S(K) = M+, we have that u minimizes J on K. Thus, from the previous

arguments, we have that

A∇S(u) = σ̄.

Since ker ∇S = {0} in V , we have that v̄ = u, so that

Aµ̄ = A∇S(v̄) = σ̄.
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4 Homogenization of the Elasticity problem for a material with

fractures

4.1 Introduction

We consider a linear elasticity problem for a homogeneous solid with periodically

distributed fractures. This problem was considered by Sanchez-Palencia in [50].

He proved that the problem, which we describe later, has a unique solution. As-

suming that the solution has an asymptotic expansion, by formally taking limits,

he obtained in the limit the homogenized problem (without fractures). Properties

of the homogenized stress is given in [50].

A few authors have considered proving rigorously this homogenization result.

Attouch and Murat in [9] have considered a more general form of the problem

but in the scalar case. Their stresses are assumed to be subgradients of a convex

energy functional with other suitable properties, e.g., ellipticity, boundedness, etc.

They proved that the energy functionals Γ-converge to the energy functional for

the homogenized problem, in the strong L2(Ω) topology. A major hurdle in this

problem is to find a suitable space that will contain H1(Ωϵ) for all ϵ > 0. L2(Ω)

does this but to accomplish Γ-convergence in this topology, one needs to prove

that (under certain conditions) limit points of {uϵ}ϵ, where uϵ ∈ H1(Ωϵ), must be

in H1(Ω). To do this, the authors in [9] constructed suitable restriction-extension

operator that allowed them to prove this under the condition that supϵ ∥uϵ∥H1(Ωϵ) <

+∞. The construction of the restriction-extension operator required that the

fracture in the unit cell, Y , has a neighborhood with smooth boundary that is
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compactly contained in the cell. An issue with their proof is justifying the limits

of certain functionals. In particular, they were working with functions of the form,

∫
Ωϵ

j(Z +∇wZ(
x

ϵ
)) dx,

where wZ is a periodic solution to a unit cell problem, given a constant tensor Z.

One, however, cannot simply use weak convergence in L2(Ω) to the average in the

unit cell since the integrand is not necessarily in L2(Ω), (wZ is only in H1(Y \Γ)).

We prove this assertion by partitioning the domain into cells compactly contained

in Ω and those touching the boundary. We adapt standard arguments to proving

the limsup inequality from [8].

Pastukhova in [46], with the assumption that lim supϵ ∥uϵ∥H1(Ωϵ) < +∞, where

uϵ is the solution for the periodic problem in Ωϵ, argued that uϵ → u in L2(Ω)

and that the energies also converge. They assumed that the limit point of the any

convergent subsequence must be in H1(Ω). We argue that this is true using results

from [9]. We also adjusted some of her arguments so that her arguments still hold

without assuming weak convergence of certain functions in H1(Ω). She also used

periodicity of certain functionals to argue convergence. We justified such limits

similarly as discussed before. Our proof of the liminf inequality is based on her

arguments in [46].

We prove the homogenization result using Γ-convergence in the strong L2(Ω)

topology (for the vector-valued case). We also prove that a Mosco-convergence

result in the L2(Ω) topology also holds.
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4.2 Problem Formulation

Let Ω be an open bounded domain in R3 with smooth boundary ∂Ω. The fracture

is assumed to be a smooth surface which may or may not be connected, and is

denoted by Γ. We define ΩΓ := Ω \ Γ. The classical formulation of the problem in

terms of displacements is

div σ + f = 0 in ΩΓ (4.1)

σ = A∇S(u) in ΩΓ (4.2)

u = 0 on ∂Ω (4.3)

[u · n] ≥ 0 on Γ (4.4)

σn|1 = σnnn; σn|2 = −σnnn; σnn ≤ 0 on Γ (4.5)

if [u · n] > 0 on Γ, then σnn = 0. (4.6)

Figure 4.1: Elastic solid with fracture

Here, n refers to the unit normal on Γ, n is the outward unit normal on the

boundary of ΩΓ, [ϕ] = ϕ|1−ϕ|2 refers to the jump of the field ϕ across the fracture

Γ, where the subscripts 1 and 2 denote the faces of F , in the direction of N and the
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opposite direction, respectively. σnn = σn · n. A = [aijkl] is the elasticity tensor,

assumed to have symmetry and positivity properties, i.e.,

AB ·B > 0, B ̸= 0, B ∈ R3×3, (4.7)

aijkl = aijlk = ajikl = ajilk, (4.8)

and f represents the body forces acting on the body. We denote by ∇S(·) the

linearized strain tensor.

The constitutive relation for the elastic body is given by (4.2), (4.3) says that on

the outer boundary, the displacement is fixed, (4.4) implies that the body cannot

penetrate itself on the crack, (4.5) shows that there is no friction on the crack and

there is compression on it. Finally, (4.6) says that if the crack is open, there are

no stresses on Γ.

To define traces on the fracture, we follow the development in [39]. We assume

that Γ can be extended into a smooth closed surface Σ that divides Ω into two

disjoint sets and that Γ does not intersect itself. Observe that for a function

u ∈ H1(Ω \ Γ), we have that the jump of u, denoted by [u], is zero in Σ \ Γ.

We introduce the following trace space:

H
1
2
00(Γ) := {v ∈ H

1
2 (Γ) | d−

1
2v ∈ L2(Γ)},

where d ∈ C1,1(Σc), d > 0, d = 0 on ∂Γ, and limx→x0
d(x)

dist(x,∂Γ)
= α ̸= 0 for every

x0 ∈ ∂Γ. dist(x, ∂Γ) refers to the distance from x ∈ Γ to ∂Γ. This space is a
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Hilbert space with the norm

∥v∥200,Γ = ∥v∥21
2
,Γ +

∥∥∥d− 1
2v
∥∥∥2
0,Γ
.

In [39], the author proves that u ∈ H
1
2
00(Γ) if and only if the extension function

ū :=


u onΓ,

0 onΣ \ Γ,

belongs to H
1
2 (Σ). This characterization motivates the use of H

1
2
00(Γ) to describe

the jump [u] on Γ for u in H1(ΩΓ).

We write the duality pairing on H
1
2 (Σ) and its dual by ⟨·, ·⟩ 1

2
,Σ. Similarly, the

duality pairing between H
1
2
00(Γ) and its dual is denoted by ⟨·, ·⟩00,Γ.

We define

H(div,ΩΓ) :=
{
σ ∈ L2(ΩΓ)|div σ ∈ L2(Ω)

}
.

We will use the following trace theorem and Green’s theorem [39] to describe

functions and functionals on the fracture.

Let the boundary Γ belong to the class C0,1, and let a function u belong to

H1(ΩΓ). Then there exists a linear continuous operator which uniquely defines at

∂(ΩΓ) the values

u|∂Ω ∈ H
1
2 (∂Ω), u|1, u|2 ∈ H

1
2 (Γ), [u] ∈ H

1
2
00(Γ).
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Conversely, there exists a linear continuous operator such that for any given

ψ ∈ H
1
2 (∂Ω), φ|1, φ|2 ∈ H

1
2 (Γ), [φ] ∈ H

1
2
00(Γ),

a function u ∈ H1(ΩΓ) can be found such that

u = ψ on ∂Ω, u|i = φ|i on Γ, i = 1, 2.

Let the boundary ∂(ΩΓ) belong to the class C1,1, let σ belong to H(div,ΩΓ).

Then there is a linear continuous operator H(div,Ω) →
(
H

1
2
00(Γ)

)∗
which uniquely

defines on the crack Γ the values

σn ∈
(
H

1
2
00(Γ)

)∗
, στ ∈

(
H

1
2
00(Γ)

)∗
, στ · n = 0,

and for all v ∈ V , the generalized Green formula holds:

∫
Ω

σ : ∇S(v) dx = −
∫
Ω

div σ · v dx− ⟨σn, [vn]⟩00,Γ − ⟨στ , [vτ ]⟩00,Γ (4.9)

We can now define the following spaces:

V := {v ∈ H1(ΩΓ) | v = 0 in H
1
2 (∂Ω)},

K := {v ∈ V | [vn] ≥ 0 on H
1
2
00(Γ)).

The problem is then shown to be equivalent to the following variational formula-

tion:
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Find u ∈ K such that

∫
ΩΓ

A∇S(u) : ∇S(v − u) dx ≥
∫
ΩΓ

f · (v − u) dx ∀v ∈ K. (4.10)

Sanchez-Palencia in [50] showed that a unique solution to problem (4.10) exists.

It is standard to show that the above variational inequality is equivalent to the

following minimization problem:

Problem 10 (Displacement formulation). Find v̄ ∈ K such that

j(v̄) = inf
v∈KΓ

j(v),

where j(v) :=
1

2

∫
ΩΓ
A∇S(v) : ∇S(v)−

∫
ΩΓ
f · v.

4.3 Periodic Problem

In this section we describe the periodic problem. Let Y := (0, 1)3 be the unit cell

in R3. Let Γ ⊂ Y be a smooth surface such that there exists an open neighborhood

η ⊂⊂ Y with smooth boundary containing Γ. We denote by Tϵ := {z ∈ Z3|ϵ(Y +

z) ⊂⊂ Ω}. Let Γϵ := ∪z∈Tϵϵ(Γ + z) denote the periodically distributed fractures

in Ω, and Ωϵ := Ω \Γϵ. The trace theorem can be extended naturally to this case,

hence we can define similar function spaces:

Vϵ = {v ∈ H1(Ωϵ) | v = 0 in H
1
2 (∂Ω)},

Kϵ = {v ∈ Vϵ | [vn] ≥ 0 in H
1
2
00(Γϵ)}.
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Using similar methods as those in the case for a single fracture, one can prove that

a unique solution exists to the problem:

Find uϵ ∈ Kϵ such that

∫
Ωϵ

A∇S(uϵ) : ∇S(v − u) dx ≥
∫
Ωϵ

f · (v − uϵ) dx ∀v ∈ Kϵ. (4.11)

This can be written equivalently as the following minimization problem:

min
v∈Kϵ

{
1

2

∫
Ωϵ

A∇(v) : ∇(v)−
∫
Ωϵ

f · v
}
. (4.12)

We are now interested in the limit as ϵ → 0. Sanchez-Palencia [50] used an

asympotic expansion for uϵ of the form

uϵ(x) = u0(x,
x

ϵ
) + ϵu1(x,

x

ϵ
) + ϵ2u2(x,

x

ϵ
) + ...

and calculated formally the limit problem. The condition that uϵ ∈ Kϵ implies

that u0(x, y) = u0(x) and that [u1 ·n] ≥ 0 on Γ. Moreover, formally letting ϵ→ 0,

he obtains that u0 ∈ H1
0 (Ω) is a solution to the homogenized problem:

div σ̄◦(∇u0) + f = 0, inΩ,

where

σ̄◦(∇u0) :=
∫
Y

A(∇xu0 +∇yu1) dy,

and u1 ∈ H1
0 (Y \ Γ) solves the unit cell problem:
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∫
Y \Γ

A(∇xu0 +∇yu1)∇y(w − u1) dy ≥ 0, (4.13)

for all w ∈ H1
0 (Y \ Γ) such that [w · n] ≥ 0 on Γ.

The homogenized problem is then equivalent to the following minimization

problem:

min
v∈H1

0 (Ω)

{
1

2

∫
Ω

σ̄◦(∇S(v)) : ∇S(v)

}
(4.14)

Our goal now is to obtain a homogenization result by proving Mosco conver-

gence [43] of the energy functionals found in (4.12) and (4.14).

4.4 Auxiliary lemmas

We list some lemmas which will be used to prove our main result.

Lemma 39. [9] For any sequence {uϵ}ϵ>0 satisfying supϵ>0 ∥uϵ∥H1(Ωϵ) <∞, there

exists a bounded sequence {Qϵ(uϵ)}ϵ>0 in H1(Ω) such that

lim
ϵ→0

∥uϵ −Qϵ(uϵ)∥L2(Ω) = 0.

Remark 4. The assumption that the Γ has a neighborhood η with smooth bound-

ary that is compactly contained in Y allowed the authors in [9] to construct Qϵ.

Their approach is to construct a restriction-extension operator that first restricts a

function defined on Y \ Γ on Y \ η and extend it to the whole of Y . Doing the ap-

propriate scaling and translations, one obtains the operator Qϵ : H
1(Ωϵ) → H1(Ω).

Following [46], we define C∞
per(YΓ) to be the set of smooth 1-periodic functions

defined on RN \ Γϵ. We set L2
per(YΓ) to be the closure of this set in L2(Y ). We
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then define H1
per(YΓ) to be the closure of the set of functions in C∞

per(YΓ) that has

support outside a neighborhood of Γ with respect to the H1(Y ) norm. We then

have the following lemmas from [46]:

Suppose that a(y) ∈ L2
per(Y \ Γ) and ā =

∫
Y \Γ a dy = 0. Then there exists

w ∈ H1
per(Y,Γ) such that div w(y) = a(y) and

∥w∥H1(Y ) ≤ C(Γ)∥a∥L2(Y ).

If uE(y) is a solution of the variational inequality (4.13) for a given tensor

E with constant components, then the tensor function Z such that Z = A(E +

∇S(uE)) has the following properties:

div Z = 0 in Y \ Γ,

and the orthogonal decomposition of the vector Zn = Zn = Znnn + Zτ satisfies

the following conditions on Γ:

Zn|1 = Znn|1n, Zn|2 = −Znn|1n, Znn|1 ≤ 0;∫
Y \Γ

A(E +∇S(uE)) : (E +∇S(uE)) dy = σ̄◦(E)E = Z̄E,

where σ̄◦(E) = Z̄ =
∫
Y
Z dy.

4.5 Homogenization result

We extended the proof of the limsup inequality found in [9] to the vector-valued

case, specialized to our particular case of linear elasticity. We provided necessary
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justifications for some of the convergences of the energy functionals. The proof of

the liminf inequality is adapted from [46]. We adjusted her proof to our case and

used Lemma 39 in some of the arguments. More details can be found below.

Define for v ∈ L2(Ω),

Jϵ(v) :=
1

2

∫
Ωϵ

A∇S(v) : ∇S(v)−
∫
Ωϵ

f · v + χKϵ(v)

Jhom(v) :=
1

2

∫
Ω

σ̄◦(∇S(v))∇S(v)−
∫
Ω

f · v + χH1
0 (Ω)(v).

Then

Jhom = Γ− lim Jϵ, (4.15)

in the strong L2(Ω) topology.

Proof. Observe that the map v 7→
∫
Ωϵ
f ·v =

∫
Ω
f ·v is continuous on L2(Ω). Hence

if we show that Fhom = Γ− limFϵ in the strong L2(Ω) topology, where

Fϵ(v) :=
1

2

∫
Ωϵ

A∇S(v) : ∇S(v) + χKϵ(v)

Fhom(v) :=
1

2

∫
Ω

σ̄◦(∇S(v))∇S(v) + χH1
0 (Ω)(v),

then the assertion of the theorem follows. We first prove the limsup inequality,

i.e., for every v ∈ L2(Ω), there is a sequence {vϵ}ϵ>0 in L2(Ω) such that

lim sup
ϵ→0

Fϵ(vϵ) ≤ Fhom(v), (4.16)
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As Fhom(v) = +∞ for v /∈ H1
0 (Ω), it suffices to prove the inequality for v ∈ H1

0 (Ω).

We proceed in several steps.

Step 1. Suppose v is affine, i.e., for some Z ∈ RN×N and α ∈ RN ,

v(x) = Zx+ α.

For Z ∈ RN×N , let wZ ∈ H1
0 (Y \ Γ) be the unique solution of

∫
Y \Γ

A(Z +∇wZ) : ∇(w − wZ) dy ≥ 0,

for all w ∈ H1
0 (Y \ Γ) such that [w · n] ≥ 0 on Γ.

We define vϵ(x) := v(x) + ϵwZ(
x
ϵ
). As [wZ · n] ≥ 0 on Γ and v ∈ H1

0 (Ω), we

have that vϵ ∈ Kϵ. Also, observe that wZ(
x
ϵ
) ⇀

∫
Y \ΓwZ(y) dy weakly in L2(Ω)

and hence is bounded in L2(Ω). Thus, vϵ → v in L2(Ω).

Observe that we can find a finite number of translates of ϵY with disjoint interiors,

{Yi}N(ϵ)
i=1 and {Y ′

i }
N ′(ϵ)
i=1 (see Figure 2) such that

Ω ⊂
(
∪N(ϵ)
i=1 Yi

)
∪
(
∪N

′(ϵ)
i=1 Y ′

i

)
, Yi ⊂⊂ Ω i = 1, ..., N(ϵ), Y ′

i ∩∂Ω ̸= ∅ i = 1, ..., N ′(ϵ).
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Figure 4.2: Domain with periodically distributed fractures

Denoting by Yiϵ and Yiϵ the ϵY translates without the fractures, we now calculate,

Fϵ(vϵ) =
1

2

∫
Ωϵ

A∇S(vϵ) : ∇S(vϵ) =
1

2

∫
Ωϵ

A∇(vϵ) : ∇(vϵ)

=
1

2

∫
Ωϵ

A
(
Z +∇wZ

(x
ϵ

))
:
(
Z +∇wZ

(x
ϵ

))
≤ 1

2

∑
i

(∫
Yiϵ

A(Z +∇wZ(
x

ϵ
)) : (Z +∇wZ(

x

ϵ
))

)
+

1

2

∑
i

(∫
Yi

′
ϵ

A(Z +∇wZ(
x

ϵ
)) : (Z +∇wZ(

x

ϵ
))

)
≤ 1

2

(
N(ϵ)ϵN +N ′(ϵ)ϵN

) ∫
Y \Γ

A(Z +∇wZ(
x

ϵ
)) : (Z +∇wZ(

x

ϵ
)),

where we have used a change of variables to obtain the last inequality. Similar to

arguments found in (Theorem 2.6, [15]), we have that

N(ϵ)ϵN → |Ω|
|Y |

= |Ω|

N ′(ϵ)ϵN−1 ≤ N
|Ω|
|Y |

= N |Ω|.
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Thus, it follows that

lim sup
ϵ→0

Fϵ(vϵ) ≤
1

2
|Ω|
∫
Y \Γ

A(Z +∇wZ(
x

ϵ
)) : (Z +∇wZ(

x

ϵ
))

=
1

2

∫
Ω

∫
Y \Γ

A(Z +∇wZ(
x

ϵ
)) : (Z +∇wZ(

x

ϵ
))

= Fhom(v).

Step 2. Suppose v is a continuous piecewise affine function, i.e.,

v(x) =
l∑

i=1

(Zix+ αi)1Ωi
ϵ
(x),

where Ωi
ϵ forms a partition of Ωϵ.

We set viϵ := v(x) + ϵwZi
(x
ϵ
) in Ωi

ϵ. As ∇wZi
( ·
ϵ
) is not necessarily equal to

∇wZj
( ·
ϵ
) on the interface between Ωi

ϵ and Ωj
ϵ, we introduce smooth cut-off functions

to obtain an appropriate sequence in H1(Ωϵ). We do this in the case l = 2. The

general case follows similarly. Let Σ = ∂Ω1 ∩ ∂Ω2. For δ > 0 small enough, we

define Σδ := {x ∈ Ω|d(x,Σ) < δ}. Let φδ ∈ C∞
0 (Ω) such that 0 ≤ φδ ≤ 1 and

φδ =


1 in Σδ,

0 in Ω \ Σ2δ.

Set vδϵ := (1−φδ)viϵ+φδv. Observe that vδϵ = v in Σδ and [vδϵ ·n] = (1−φδ)[wZi
·n] ≥
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0. Hence, vδϵ ∈ Kϵ. Note that,

∇vδϵ = viϵ ⊗∇(1− φδ) + (1− φδ)∇viϵ + v ⊗∇φδ + φδ∇v.

Using the convexity of the map Z → AZ : Z for Z ∈ RN×N , we have that for

0 < t < 1,

Fϵ(tv
δ
ϵ ) =

1

2

∑
i

∫
Ωi

ϵ

A

(
t(1− φδ)∇viϵ + tφδ∇v + (1− t)

t

1− t
(v − viϵ)⊗∇φδ

)
:(

t(1− φδ)∇viϵ + tφδ∇v + (1− t)
t

1− t
(v − viϵ)⊗∇φδ

)
dx,

≤ 1

2

∑
i

∫
Ωi

ϵ

t(1− φδ)A∇viϵ : ∇viϵ + tφδA∇v : ∇v

+ (1− t)A

(
t

1− t
(v − viϵ)⊗∇φδ

)
:

(
t

1− t
(v − viϵ)⊗∇φδ

)
dx,

≤ 1

2

∑
i

∫
Ωi

ϵ

A∇viϵ : ∇viϵ +
∫
Ωi

ϵ

A∇v : ∇v

+ (1− t)

∫
Ωi

ϵ

A

(
t

1− t
(v − viϵ)⊗∇φδ

)
:

(
t

1− t
(v − viϵ)⊗∇φδ

)
.

As viϵ → v in L2(Ω), we get

lim sup
ϵ→0

Fϵ(tv
δϵ) ≤ 1

2

∑
i

∫
Ω

∫
Y \Γ

A (Zi +∇wZi
(y)) : (Zi +∇wZi

(y)) dy

+
1

2

∫
Σ2δ

A∇v : ∇v,

where we used Step 1 to get the first term of the right-hand side of the inequality.

As v ∈ H1(Ω), we have that

∫
Σ2δ

A∇v : ∇v → 0, as δ → 0.



126

Thus,

lim sup
δ→0
t→1

lim sup
ϵ→0

Fϵ(tv
δ
ϵ ) ≤

1

2

∑
i

∫
Ω

∫
Y \Γ

A (Zi +∇wZi
(y)) : (Zi +∇wZi

(y)) dy

= Fhom(v).

By a standard diagonalization argument, we find a sequence δ(ϵ) → 0 and t(ϵ) → 1

as ϵ→ 0 such that

lim sup
ϵ→0

F (t(ϵ)vδ(ϵ)ϵ ) ≤ lim sup
δ→0
t→1

lim sup
ϵ→0

Fϵ(tv
δ
ϵ ).

Hence, taking vϵ := t(ϵ)v
δ(ϵ)
ϵ , we obtain

lim sup
ϵ→0

Fϵ(vϵ) ≤ Fhom(v).

Step 3. We argue using density that (4.16) holds for v ∈ H1
0 (Ω). Indeed, let

v ∈ H1
0 (Ω). Then there exists a sequence of continuous piecewise affine functions,

{vk}∞k=1, that converges to v in H1(Ω). From Step 2, for each k there is a sequence

{vk,ϵ}ϵ>0 such that vk,ϵ → vk in L
2(Ω) as ϵ→ 0 and lim supϵ→0 Fϵ(vk,ϵ) ≤ Fhom(vk).

Arguing similarly as in (Theorem 1.20, [8]), it can be shown that Fhom is convex

and finitely valued on H1
0 (Ω) and hence is continuous. Thus, we obtain

Fhom(v) = lim
k→∞

Fhom(vk) ≥ lim sup
k→∞

lim sup
ϵ→0

Fϵ(vk,ϵ) ≥ lim sup
ϵ→0

Fϵ(vk(ϵ),ϵ),

where the last inequality follows from a diagonalization argument. Taking vϵ :=

vk(ϵ),ϵ, we get the desired result.
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We now prove the liminf inequality, i.e., if v ∈ L2(Ω) and {vϵ}ϵ>0 is a sequence

in L2(Ω) such that vϵ → v in L2(Ω), then

Fhom(v) ≤ lim inf
ϵ→0

Fϵ(vϵ). (4.17)

If lim infϵ→0 Fϵ(vϵ) = +∞, we are done. Suppose now that lim infϵ→0 Fϵ(vϵ) ≤ M

for someM > 0. We first need to show that Fhom(v) <∞, i.e., v ∈ H1
0 (Ω). By the

assumption, there is a subsequence such that Fϵ′(vϵ′) ≤ M for all ϵ′. Necessarily,

vϵ′ belongs to Kϵ′ for each ϵ
′. By coercivity of Fϵ′ , we obtain

sup
ϵ′

∥vϵ′∥H1(Ωϵ) <∞.

Using Lemma 39, we obtain a bounded sequence {Qϵ′(vϵ′)}ϵ′ in H1(Ω) such that

∥vϵ′ −Qϵ′(vϵ′)∥L2(Ω) → 0, as ϵ′ → 0.

As H1(Ω) ⊂⊂ L2(Ω), up to a subsequence, for some u ∈ H1(Ω), Qϵ′(vϵ′) → u in

L2(Ω). Then,

∥v − u∥L2(Ω) ≤ ∥v − vϵ′∥L2(Ω) + ∥vϵ′ −Qϵ′(vϵ′)∥L2(Ω) + ∥Qϵ′(vϵ′)− u∥L2(Ω) → 0,

Hence, v ∈ H1(Ω). As vϵ has trace zero on ∂Ω for every ϵ, we have that v ∈ H1
0 (Ω).

This guarantees that Fhom(v) <∞. We now show that Fhom(v) ≤ lim infϵ→0 Fϵ(vϵ).

Indeed, let E be an arbitrary symmetric tensor in RN×N . Let Z be as in Lemma
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4.4. We define Zϵ(x) := Z(x
ϵ
). By Young’s inequality, we obtain

1

2
A∇vϵ : ∇ϵ ≥ Zϵ : ∇vϵ −

1

2
BZϵ : Zϵ.

Let ω ⊂⊂ Ω be a subdomain and φ ∈ C∞
0 (ω), 0 ≤ φ ≤ 1. Set ωϵ := ω \ Γϵ. Then,

1

2

∫
ωϵ

φA∇vϵ : ∇ϵ ≥
∫
ωϵ

φZϵ : ∇vϵ −
1

2

∫
ωϵ

BZϵ : Zϵ. (4.18)

Now, using Lemma 4.4 and Lemma 4.2 (Green’s formula), we obtain

∫
ωϵ

φZϵ : ∇vϵ =
∫
ωϵ

Zϵ : (∇(φvϵ)− vϵ ⊗∇φ)

= −
∫
ωϵ

div Zϵ · (φvϵ)− ⟨(Zϵ)n, [φvϵ]n⟩ 1
2
,Γϵ

− ⟨(Zϵ)τ , [φvϵ]τ ⟩ 1
2
,Γϵ

−
∫
ωϵ

Zϵ : (vϵ ⊗∇φ)

≥ −
∫
ωϵ

∇φZϵvϵ dx

= −
∫
ωϵ

∇φ
(
Zϵ − Z̄

)
vϵ − Z̄

∫
ωϵ

∇φvϵ.

Using Lemma 4.4, we obtain W ∈ H1
per(Y,Γ) such that ∥W∥H1(Y ) ≤ C(Γ) and

divyW (y) = Z(y)− Z̄.

Thus,

Zϵ(x)− Z̄ = divyW (y)|y=x
ϵ
= divxW (

x

ϵ
).
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Since,

∫
ωϵ

(
divxW

(x
ϵ

))2
≤ C

∫
ωϵ

∣∣∣∇W (
x

ϵ
)
∣∣∣2 = CϵN

∫
Y

|∇W (y)|2 dy ≤ C

∫
Y

|∇W (y)|2 dy,

it follows that

∫
ωϵ

∇φ
(
Zϵ − Z̄

)
vϵ =

∫
ωϵ

∇φ
(
ϵdivxW (

x

ϵ
)
)
vϵ → 0.

As vϵ → v in L2(Ω),

Z̄

∫
ωϵ

∇φvϵ = Z̄

∫
ω

∇φvϵ → Z̄

∫
ω

∇φv = −Z̄
∫
ω

φ∇v. (4.19)

We thus obtain,

lim inf
ϵ→0

∫
ωϵ

φZϵ : ∇vϵ ≥ Z̄

∫
ω

φ∇v. (4.20)

Using the definition of Z and the technique of partitioning the cells into those

inside the domain and those intersecting the boundary, we get

∫
ωϵ

BZϵ : Zϵ =

∫
ωϵ

A
(
E +∇uE

(x
ϵ

))
:
(
E +∇uE

(x
ϵ

))
≤
∑
i

∫
Yiϵ

A
(
E +∇uE

(x
ϵ

))
:
(
E +∇uE

(x
ϵ

))
+
∑
i

∫
Yi

′
ϵ

A
(
E +∇uE

(x
ϵ

))
:
(
E +∇uE

(x
ϵ

))
≤ ϵN (N(ϵ) +N ′(ϵ))

∫
Y \Γ

A (E +∇uE (y)) : (E +∇uE (y)) dy,

where N(ϵ) and N ′(ϵ) counts the cells inside ω and those intersecting ∂ω, respec-
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tively. Thus, we have

lim sup
ϵ→0

∫
ωϵ

BZϵ : Zϵ ≤ |ω|
∫
Y \Γ

A (E +∇uE (y)) : (E +∇uE (y)) dy

=

∫
ω

∫
Y \Γ

A (E +∇uE (y)) : (E +∇uE (y)) dy dx

=

∫
ω

Z̄E dx.

Combining this with (4.18) and (4.20), we obtain

lim inf
ϵ→0

1

2

∫
ωϵ

φA∇vϵ : ∇vϵ ≥
∫
ω

φZ̄∇v − lim inf
ϵ→0

1

2

∫
ωϵ

BZϵ : Zϵ

≥
∫
ω

φZ̄∇v − 1

2

∫
ω

Z̄E.

As φ is arbitrary, it holds that for any subdomain ω,

lim inf
ϵ→0

1

2

∫
ωϵ

A∇vϵ : ∇vϵ ≥
∫
ω

Z̄∇v − 1

2

∫
ω

Z̄E =

∫
ω

σ̄◦(E)∇v − 1

2

∫
ω

σ̄◦(E)E.

If g is a continuous piecewise affine function, we can extend the above estimate to

lim inf
ϵ→0

1

2

∫
ωϵ

A∇vϵ : ∇vϵ ≥
∫
ω

σ̄◦(∇S(g))∇v −
1

2

∫
ω

σ̄◦(∇S(g))∇S(g). (4.21)

Since v ∈ H1
0 (Ω), we can choose a sequence of continuous piecewise affine functions

{gδ}δ>0 such that gδ → v in H1(Ω). The map E 7→ σ̄◦(E) is Lipschitz continuous

on RN×N (Theorem 7.2, [50]). Thus, we have that σ̄◦(∇S(g
δ)) → σ̄◦(∇S(v)) in

L2(Ω). This, together with (4.21) gives,

lim inf
ϵ→0

1

2

∫
ωϵ

A∇vϵ : ∇vϵ ≥
1

2

∫
ω

σ̄◦(∇S(v))∇S(v),
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i.e., Fhom(v) ≤ lim infϵ→0 Fϵ(vϵ). Hence,

Fhom = Γ− lim Fϵ,

in the strong L2(Ω) topology, and thus

Jhom = Γ− lim Jϵ,

in the strong L2(Ω) topology.

Remark 5. In [46], to show (4.20), the author used weak convergence of uϵ in

H1(Ω) which does hold since uϵ is not in H1(Ω). We used a slightly different

argument to show that (4.20) holds.

Moreover, we have the following result Jϵ Mosco converges to Jhom in the L2(Ω)

topology.

Proof. As Mosco convergence is stable under continuous perturbations, it suffices

to prove the following:

limsup inequality : For each v in L2(Ω), there exists a sequence {vϵ}ϵ>0 belong-

ing to L2(Ω) such that vϵ → v in the strong topology of L2(Ω) and

lim sup
ϵ→0

Fϵ(vϵ) ≤ Fhom(v), (4.22)

liminf inequality : For each v in L2(Ω) and sequence {vϵ}ϵ>0 in L
2(Ω) such that

vϵ ⇀ v in the weak topology of L2(Ω), it holds that

Fhom(v) ≤ lim inf
ϵ→0

Fϵ(vϵ). (4.23)
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The proof of the limsup inequality was discussed in Theorem 4.5. The proof

of the liminf inequality also holds even if we only assume that vϵ ⇀ v weakly in

L2(Ω). Indeed, (4.19) still holds. Moreover, we can still show that v = u a.e., so

that v ∈ H1(Ω). To see this, observe that

vϵ′ −Qϵ′(vϵ′)⇀ v − u, weakly in L2(Ω).

By the uniform boundedness principle,

∥v − u∥L2(Ω) ≤ lim inf
ϵ′→0

∥vϵ′ −Qϵ′(vϵ′)∥L2(Ω) = 0.

The rest of the proof then follows similarly to that of Theorem 4.5.
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5 Stokes flow past moving rigid obstacles with slip boundary

conditions

5.1 Introduction

We consider the motion of an incompressible Newtonian fluid in a bounded domain

with submerged rigid particles whose velocities are known. At the boundary of the

fluid domain, we prescribe a Navier slip condition. The goal is to find a velocity v

and pressure q that satisfies

∂tv −∆v +∇q = f, in Ω(t), t ∈ (0, T )

div v = 0, in Ω(t), t ∈ (0, T )

v · n = 0, in Γ(t), t ∈ (0, T )

[D(v)n]τ + α(v − V )τ = 0, in Γ(t), t ∈ (0, T )

v(0) = v0, in Ω,

where the moving domain Ω(t) is defined through the motion of the solid particles

given by

V (t, x) := h′i(t) +Mi(t) (x− hi(t)) , x ∈ Γi(t),

hi and Mi are in C∞(0, T ) and Mi(t) is skew-symmetric for all t. Here Γ(t) is

the boundary of the solid particles at time t. More details are given in the next

section.

Such a system of equations can be used as a simple model of suspensions of
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rigid solids in a Newtonian fluid undergoing Brownian motion. Although Brownian

motion is known to have rough trajectories, in this model we are making the greatly

simplifying assumption that the solid velocity is smooth.

There have been plenty of work done on both the Navier-Stokes and Stokes

equations with slip boundary conditions. The slip condition used in this paper

dates back to Navier [45]. It is more recently used in modeling fluid-solid interac-

tions, most especially to resolve the no-collision paradoxes that have been known

to exist for both the Stokes [18] and Navier-Stokes [35] equations under the usual

no-slip boundary conditions.

Plenty of work has been done on both the well-posedness and regularity of

solutions to both the Navier-Stokes and Stokes equations. A recent comprehensive

paper that goes through the theory is [1] (See also the references therein). In this

paper, the authors look into the Lp-theory of the stationary Stokes and Navier-

Stokes equations. For a recent treatment of the non stationary theory, we refer

to [7] and their references. In this paper, they used the semigroup theory for the

Stokes operator with slip conditions having a non constant friction coefficient to

obtain strong solutions to the Navier-Stokes equations.

With regards to work on the Stokes and Navier-Stokes equations in moving

domains, a lot has been done in the past several decades. One of the earliest

mathematical treatments on this is in [28] where the domain is prescribed for every

time. We mention first some of the work done in the case where the solid motion

is coupled with the fluid velocity. In the case of no-slip boundary conditions, early

works such as [21] and [27] prove the existence of weak solutions. In [56], the

author proves the existence of strong solutions whereas in two dimensions they

prove global solvability, and in three dimensions a local in-time existence and
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global solvability for small data. For the case of slip boundary conditions, we

have [31] and [12] that prove the existence of weak solutions up to collisions.

In the case where the solid moves with some known velocity or when the evolu-

tion of the domain is known a priori, the general treatment is to map the problem

in a cylindrical domain. There are numerous works in this regard and we men-

tion [51], [20], and the references therein as some examples.

One of the transformations used comes from [37], where under some smooth-

ness assumptions on the evolution of the domain, one has a divergence preserving

transformation that maps the problem into a fixed domain. In our work, we do

the same and map the moving domain problem into a fixed one. To transform

the problem, we proceeded similarly as in [48]. The equations are the same ex-

cept for the boundary conditions. We then provide an elementary proof of the

H2−regularity of solutions to the Stationary Stokes problem with slip boundary

conditions and use Rothe’s method to obtain a strong non stationary solution. To

solve the full problem, we proceeded similarly as in [22] by solving the problem

using a fixed-point argument.

5.2 Transformation to a fixed domain problem

Let U be a bounded subset of R3 and {Oi}mi=1 be bounded, pairwise disjoint subsets

of U such that ∂U, ∂Oi ∈ C3 for all i. The sets Oi represent the solid rigid particles

at time zero. We let Ω := U \ ∪mi=1Oi be the initial fluid domain.

From here onwards, we denote by y, the spatial variable in the domain at time

zero and x := x(t, y) to be spatial variable in the moving domain.

In order to describe the moving domain, we first need to obtain a transformation
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that maps Oi to Oi(t), i.e., a mapping between points from the solid at t = 0 to

points in the solid at any time t ∈ (0, T ). This would come from the known velocity

of the solid particles. Indeed, let y ∈ Oi, and consider the following ODE:

G′
i(t, y) = h′i(t) +Mi(t) (Gi(t, y)− hi(t)) , t ∈ (0, T )

Gi(0, y) = y.

This, then, defines an isomorphism Gi(t, ·) : Oi 7→ O(t)i. With this, we can now

define the domain at time t ∈ [0, T ] as Ω(t) := U \ ∪mi=1Oi(t). We make the

important assumption that hi and Mi guarantee that the solids remain at least a

positive distance d > 0 away from each other at all times.

The task now is to find a diffeomorphism between Ω and Ω(t). We do this

by defining a suitable domain velocity for U that will give the necessary diffeo-

morphism upon integrating. Heuristically, we want this velocity to be the solid

velocity inside the solid particles, zero when one is sufficiently far away from the

solids, and glues together these two velocites in between. We also need it to be

volume preserving.

To start, let B1i , B2i be open balls such that Oi ⊂ B1i ⊂ B1i ⊂ B2i . We define

for k = 1, 2:

Bki(t) := {x = Gi(t, y)| y ∈ Bki}

Let η ∈ C∞ (R3 × [0, T ]) be a cut-off function such that

• 0 ≤ η ≤ 1,

• for t ∈ [0, T ], η ≡ 1 on ∪B1i(t), η ≡ 0 on R3 \ ∪B2i(t).

We let Ki(t) := support of ∇η(t, ·) ∩B2i(t). We introduce this cut-off function to
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achieve our goal of having a domain velocity that matches the solid velocities in

the solids, zero far away from them, and glues them together in between.

In order to get a volume preserving diffeomorphism, we need this domain ve-

locity to be divergence free. To do that, we subtract out the divergence of the

terms where we expect the velocity to be nonzero. Indeed, we make the following

calculations:

divx (η(t, x)h
′
i(t)) = ∇η(t, x) · h′i(t) + η(t, x)divx (h

′
i(t))

= ∇η(t, x) · h′i(t).

Also,

divx (η(t, x)Mi(t)hi(t)) = ∇η(t, x) ·Mi(t)hi(t).

Lastly,

divx (η(t, x)Mi(t)x) = ∇η(t, x) ·Mi(t)x+ η(t, x) divx (Mi(t)x)

= ∇η(t, x) ·Mi(t)x,

since

divx (Mi(t)x) =
∑
j

∂xj (Mi(t)x)j =
∑
j

∂xj

(∑
k

(Mi(t))jk xk

)

=
∑
j,k

(Mi(t))jk δkj =
∑
j

(Mi(t))jj

= tr (Mi(t))

= 0.
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These motivate us to define for t ∈ [0, T ] and x ∈ Oi(t):

b(t, x) := η(t, x)
m∑
i=1

(h′i(t) +Mi(t) (x− hi(t)))−
m∑
i=1

BKi(t) (∇η(t, ·) · (h′i(t) +Mi(t)·)) (x),

where BKi(t) : L
2(Ki(t)) → H1

0 (Ki(t)), is the operator such that,

div
(
BKi(t)(H)

)
= H,

and ∥BKi(t)(H)∥H1
0 (Ki(t)) ≤ C (Ki(t)) ∥H∥L2(Ki(t). See [58] for details. Based on

our previous calculations, we have that

• b(t, x) = h′i(t) +Mi(t) (x− hi(t)) for x ∈ Oi(t),

• div b ≡ 0,

• b ∈ C∞
0,σ (Rr × [0, T ];R3).

b is the domain velocity that we need to define the necessary diffeomorphism.

Indeed, we consider the following problem: for y ∈ R3,

∂tϕ(t, y) = b (t, ϕ(t, y)) , t ∈ (0, T ),

ϕ(0, y) = y.

As b is smooth, by Picard-Lindelof, there exists a smooth function ϕ that solves

the above ODE. Thus, restricting it to Ω, we have that ϕ(t, ·) : Ω → Ω(t) is the

desired diffeomorphism.

Roughly what ϕ is, is that outside B2i(t), it is the identity map; inside Oi(t),

ϕ is the rigid displacement Gi(t); and in between ∂B2i(t) and Oi(t), ϕ can be
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thought of as a glue between these two maps.

Now that we have the transformation that maps points in the fixed domain

to points in the moving domain, we move on to defining the transformation that

maps functions defined on the moving domain to ones defined on the fixed domain.

We introduce the following transformations: for t ∈ [0, T ] and y ∈ Ω,

U(t, y) := (Φv) (t, y) := (∇ϕ)−1 (t, y) v (t, ϕ(t, y))

p(t, y) := q (t, ϕ(t, y))

These were first introduced in [37]. The reason that the velocity is mapped

differently than the pressure is because we want the transformed velocity to also

be solenoidal. This map guarantees that div U ≡ 0 in Ω. See [37] for details.

The resulting PDE that these transformed functions solve have been calculated

in [37]. Our task now is to look into how the slip boundary condition is changed

under this transformation. This is given by the following lemma:

The velocity v satisfies

[D(v)n]τ + α(v − V )τ = 0, in Γ(t), t ∈ (0, T )

if and only if U satisfies

[D(U)µ]τµ + α (U − Φ(V )) = 0 on (0, T )× Γ,

where µ is the outer normal to Γ and [w]τµ := w − (w · µ)µ for any vector field w

defined on Γ.



140

Proof. First, we have that v = Φ−1U . We then apply Φ to the slip condition on

Γ(t). Indeed, for t ∈ (0, T ) and y ∈ Γ:

Φ
(
∇x

(
Φ−1U

))
(t, y) = (∇yϕ)

−1 (t, y)
(
∇x

(
Φ−1U

))
(t, ϕ(t, y))

= (∇yϕ)
−1 (t, y)∇y

[(
Φ−1U

)
(t, ϕ(t, y))

]
(∇yϕ)

−1 (t, y)

= (∇yϕ)
−1 (t, y)∇y [(∇yϕ) (t, y) (∇yU) (t, y)] (∇yϕ)

−1 (t, y)

= (∇yϕ)
−1 (t, y) (∇yϕ) (t, y) (∇yU) (t, y) (∇yϕ)

−1 (t, y)

= (∇yU) (t, y) (∇yϕ)
T (t, y).

Similarly,

Φ
([

∇x

(
Φ−1U

)]T)
(t, y) = (∇yϕ)

−1 (t, y)
[
(∇yϕ) (t, y) (∇yU) (t, y) (∇yϕ)

−1 (t, y)
]T

= (∇yϕ)
−1 (t, y) (∇yϕ)

−T (t, y) (∇yU)
T (t, y) (∇yϕ)

T (t, y)

= (∇yU)
T (t, y) (∇yϕ)

T (t, y),

since ∇yϕ is an orthogonal matrix on Γ. Setting,

µ(t, y) := (∇ϕ)T (t, y)n (t, ϕ(t, y)) ,

we have that µ is the unit outward normal on Γ. We now calculate:

[
D
(
Φ−1U

)
n
]
(t, y)

= (∇U) (t, y) (∇ϕ) (t, y)n (t, ϕ(t, y)) + (∇U)T (t, y) (∇ϕ)T (t, y)n (t, ϕ(t, y))

= (D(U)µ) (t, y).
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Also,

[
D
(
Φ−1U

)
n · n

]
(t, ϕ(t, y))

= (∇ϕ) (t, y) (∇ϕ)−1 (t, y)
(
D
(
Φ−1U

))
(t, ϕ(t, y)) · n (t, ϕ(t, y))

= (∇ϕ)−1 (t, y)
(
D
(
Φ−1U

))
(t, ϕ(t, y)) · (∇ϕ)T (t, y)n (t, ϕ(t, y))

= (D(U)µ · µ) (t, y).

Thus, we have,

Φ
[(
D
(
Φ−1U

)
n · n

)
n
]
(t, y)

= (∇ϕ)−1 (t, y)
[(
D
(
Φ−1U

)
n · n

)
(t, ϕ(t, y))

]
n (t, ϕ(t, y))

=
[(
D
(
Φ−1U

)
n · n

)
(t, ϕ(t, y))

]
(∇ϕ)T (t, y)n (t, ϕ(t, y))

= [(D(U)µ · µ)µ] (t, y).

Combining these calculations, we obtain:

Φ
([
D
(
Φ−1U

)
n
]
τ

)
(t, y) = Φ

(
D
(
Φ−1U

)
n−

(
D
(
Φ−1U

)
n · n

)
n
)
(t, y)

= (D(U)µ) (t, y)− [(D(U)µ · µ)µ] (t, y)

:= [D(U)µ]τµ (t, y).

The slip boundary condition on Γ(t) then becomes:

[D(U)µ]τµ + α (U − Φ(V )) = 0 on (0, T )× Γ.

As Φ is an isomorphism, one can do similar calculations for the reverse implication.
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Thus, as was proven in [37], together with the calculations above, we have that

(v, q) is a strong solution to the Stokes problem in the moving domain if and only

if (U, p) is a strong solution to the following:

∂tU + (M−L)U = f − Gp, in (0, T )× Ω

div U = 0, in (0, T )× Ω

U · µ = 0, on (0, T )× Γ

[D(U)µ]τµ + α (U − Φ(V )) = 0 on (0, T )× Γ

U(0) = U0, in Ω,

where U0 := Φ(v0). Here, L corresponds to the transformed Stokes operator, M

came from transforming the time derivative, and G is due to transforming the

pressure term. These operators are defined as follows (see [37] for details):

[LU ]i :=
3∑

j,k=1

∂j
(
gjk∂kUi

)
+ 2

3∑
j,k,l=1

gklΓijk∂lUj

+
3∑

j,k,l=1

[(
∂k
(
gklΓijl

)
+

n∑
m=1

gklΓmjlΓ
i
km

)
Uj

]

[MU ]i =
n∑
j=1

∂t
(
∇ϕ−1

)
j
∂jUi +

3∑
j,k=1

[(
Γijk∂t

(
∇ϕ−1

)
k
+ (∂k

(
∇ϕ−1

)
i
)(∂j∂t(∇ϕ)k)

)
Uj
]

[Gp]i =
3∑
j=1

gij∂jq,

where

gij := ∇ϕ−1
(
∇ϕ−1

)T
,
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is the metric contravariant tensor,

gij := (∇ϕ)T ∇ϕ,

is the metric covariant tensor, and Christoffel’s symbol

Γkij :=
1

2

3∑
l=1

gkl (∂jgil + ∂igjl − ∂lgij) .

Finally, we wish to quotient out the solid velocity in the boundary condition on

Γ. To do this, note first that for t ∈ (0, T ) and y ∈ Γ, we have

D (ΦV ) (t, y)

= ∇
(
(∇ϕ)−1 (t, y)V (t, ϕ(t, y))

)
+
[
∇
(
(∇ϕ)−1 (t, y)V (t, ϕ(t, y))

)]T
= (∇ϕ)−1 (t, y)∇ (V (t, ϕ(t, y))) +

[
(∇ϕ)−1 (t, y)∇ (V (t, ϕ(t, y)))

]T
= (∇ϕ)−1 (t, y)∇V (t, ϕ(t, y))∇ϕ(t, y)

+ (∇ϕ)T (t, y) (∇V )T (t, ϕ(t, y)) (∇ϕ)−T (t, y)

= (∇ϕ)T (t, y) (∇V ) (t, ϕ(t, y)) (∇ϕ) (t, y)− (∇ϕ)T (t, y) (∇V ) (t, ϕ(t, y)) (∇ϕ) (t, y)

= 0.

Thus, setting u(t, y) := U(t, y) − (Φb) (t, y) and noting that b ≡ V on Γ(t), we

obtain that (v, q) is a strong solution to the moving domain problem if and only
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if (U, p) is a strong solution to:

∂tu−∆u+∇p = F + (L −∆)u−Mu+ (∇− G)p, in (0, T )× Ω

div u = 0, in (0, T )× Ω

u · µ = 0, on (0, T )× Γ

[D(u)µ]τµ + αu = 0, on (0, T )× Γ

u(0) = u0,

where F := f − ∂t(Φb)− (M−L)(Φb), u0 := U0 − (Φb)(0). Note that since Φ is

divergence preserving, we recover that u is solenoidal if and only if v is solenoidal.

5.3 Stationary problem

We aim to prove the well-posedness of the following problem:

−∆u+∇p = f, in Ω

div u = 0, in Ω

u · µ = 0, on Γ

[D(u)µ]τ + αu = 0, on Γ.

We first look into the existence of a weak solution, i.e., there exist u ∈ H1
σ,τ (Ω)

and p ∈ L2
loc(Ω) such that

2

∫
Ω

D(u) : D(φ) + 2

∫
Γ

αuτ · φτ −
∫
Ω

p div φ =

∫
Ω

f · φ, ∀φ ∈ H1
τ (Ω).
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Equivalently, we can look for u ∈ H1
σ,τ (Ω) such that

2

∫
Ω

D(u) : D(φ) + 2

∫
Γ

αuτ · φτ =
∫
Ω

f · φ, ∀φ ∈ H1
σ,τ (Ω).

Korn’s inequality applied to Ω guarantees the well-posedness of the above problem

in H1
σ,τ (Ω)× L2

loc(Ω), for instance see [1].

5.3.1 Regularity

The goal of this section is to prove that for sufficiently regular data to the stationary

problem, we have that both the velocity and pressure have higher regularity. In

particular, we have

Theorem 14. Suppose f ∈ L2(Ω) and α > 0. Then, the weak solution (u, p) to

the stationary Stokes problem belongs in H2(Ω)×H1(Ω).

Proof. We break down the proof in several stages. First, note that the interior

regularity is standard. We focus on the regularity up to the boundary. In this line,

we introduce a change of coordinates that transforms portion of the domains into a

domain with a flat boundary. Indeed, let x0 ∈ Γ and without loss of generality, we

assume that x0 = 0. By regularity of Γ, upon relabeling of axes, we may assume

that

Ω ∩B(x0, r) = {x = (x1, x2, x3) |x3 < H(x′), x′ := (x1, x2)} ,

for some H ∈ C3 (R2;R). We let

ψ(x) := (x1, x2, x3 −H(x′)).



146

Thus,

ψ−1(y) = (y1, y2, y3 +H(y′)).

We let s > 0 be small enough such that B(0, s) ∩R3
+ ⊂ Ω′ := ψ (Ω ∩B(0, r)). We

let V ′ := B
(
0, s

2

)
∩ R3

+. We define:

ũ(y) := (Ψu)(y) :=
(
∇ψ−1(y)

)−1
u
(
ψ−1(y)

)
, y ∈ Ω′.

Note that: (
Ψ−1ũ

)
(x) =

(
∇ψ−1

)
(ψ(x)) ũ (ψ(x)) .

With these, we have that u · µ = 0 on Γ if and only if ũ · n = 0 on Γ′ := ψ(Γ),

where n is the outward unit normal on Γ′. Moreover, since det∇ψ−1 = 1 in Ω′, we

have that divyũ = (divxu) (ψ
−1(y)) = 0 in Ω′.

Now, let (u, p) ∈ H1
σ,τ (Ω) × L2

loc(Ω) be the weak solution to the stationary

Stokes problem, i.e., for all φ ∈ H1
τ (Ω):

∫
Ω

D(u) : D(φ) +
∫
Γ

αuτ · φτ −
∫
Ω

p div φ =

∫
Ω

F · φ,

where F := 1
2
f .

5.3.1.1 Tangential regularity of the velocity

We apply a change of variables:

∫
Ω

D(u) : D(φ) =
∫
ψ−1(Ω′)

D(u) : D(φ) =
∫
Ω′
D(u) ◦ ψ−1 : D(φ) ◦ ψ−1.
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Let φ′ ∈ H1
σ,τ (Ω

′) and define φ := Ψ−1φ′. Then, φ ∈ L2(Ω). Indeed,

φ = ψ−1φ′ =
(
∇ψ−1 ◦ ψ

)
(φ′ ◦ ψ) = (∇ψ)−1 (φ′ ◦ ψ) ∈ L2(Ω),

since φ′ ∈ L2(Ω) and (∇ψ)−1 ∈ L∞(Ω). Moreover ∇φ ∈ L2(Ω) since,

∇φ = ∇
(
(∇ψ)−1) · (φ′ ◦ ψ) + (∇ψ)−1 ((∇φ′) ◦ ψ)∇ψ ∈ L2(Ω),

since ∇φ′ ∈ L2(Ω) and ψ, ψ−1 ∈ C3. Thus, φ ∈ H1(Ω).

Now, as Ψφ = φ′, φ′ · n = 0 on Γ′, and div φ′ = 0 in Ω′, we have that φ · n = 0

on Γ and div φ = 0 in Ω. Hence, φ ∈ H1
σ,τ (Ω) and we use this as a test function.

We now calculate:

∇φ ◦ ψ−1 =
[(
∇ (∇ψ)−1) ◦ ψ−1

]
·
[
φ′ ◦

(
ψ ◦ ψ−1

)]
+
[
(∇ψ)−1 ◦ ψ−1

] [
∇φ′ ◦

(
ψ ◦ ψ−1

)] [
∇φ ◦ ψ−1

]
=
[(
∇ (∇ψ)−1) ◦ ψ−1

]
· φ′ +

[
(∇ψ)−1 ◦ ψ−1

]
[∇φ′]

[
∇φ ◦ ψ−1

]
.

Now,

[(
∇ (∇ψ)−1) · (φ′ ◦ ψ)

]
ij
=
[((

∇ψ−1
)
◦ ψ
)
· (φ′ ◦ ψ)

]
ij

=
3∑

k=1

∂j
[(
∇ψ−1

)
ik
◦ ψ
]
[φ′
k ◦ ψ]

=
3∑

k,l=1

(
∂l∂kψ

−1
i ◦ ψ

)
(∂jψl) (φ

′
k ◦ ψ) ,

and, [
(∇ψ)−1 ◦ ψ−1

]
[∇φ′]

[
∇φ ◦ ψ−1

]
= ∇ψ−1∇φ′∇ψ−1.
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Thus,

[
∇φ ◦ ψ−1

]
ij
=

3∑
k,l=1

(
∂l∂kψ

−1
i

) (
∂jψl ◦ ψ−1

)
(φ′

k) +
[
∇ψ−1∇φ′∇ψ−1

]
ij
.

We simplify this term by considering ψ−1. Recall that ψ−1(y) = (y1, y2, y3 +H(y′)).

Thus,

∇ψ−1 =


1 0 0

0 1 0

∂1H ∂2H 1



(
∇ψ−1

)−1
=


1 0 0

0 1 0

−∂1H −∂2H 1


We then have that ∂l∂kψ

−1
i = ∂l∂kH for k, l = 1, 2, i = 3, and is zero otherwise.

Thus, for i, j = 1, 2, 3:

3∑
k,l=1

(
∂l∂kψ

−1
i

) (
∂jψl ◦ ψ−1

)
(φ′

k) =
2∑

k=1

δi3(1− δj3)(∂j∂kH)φ′
k,

where we have also used that ∂jψl = δlj for l ̸= 3.

For the other term, observe that

∇ψ−1 =


1 0 0

0 1 0

∂1H ∂2H 1

 = I +


0 0 0

0 0 0

∂1H ∂2H 1

 =: I +H.
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Similarly, (
∇ψ−1

)−1
= I −H.

Therefore,

∇ψ−1∇φ′∇ψ−1 = ∇φ−′ ∇φ′H+H∇φ′ −H∇φ′H.

Hence, we have shown that for φ′ ∈ H1
σ,τ (Ω

′), φ := Ψ−1φ′, we have:

[
∇φ ◦ ψ−1

]
ij
=

2∑
k=1

δi3(1− δj3)(∂j∂kH)φ′
k +∇φ′ −∇φ′H+H∇φ′ −H∇φ′H

=: E[φ′] +∇φ′ +H∇φ′ −′ ∇φ′H−H∇φ′H.

We now obtain:

∫
Ω

D(u) : D(φ) =
∫
Ω′
[Dũ+ F1(ũ) + F0(ũ)] : [D(φ′) + F1(φ

′) + F0(φ
′)] ,

where:

F1(φ
′) := Asym (H∇φ′ −′ ∇φ′H−H∇φ′H)

F0(φ
′) := Asym (E[φ′]) .
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We tranform the boudnary term:

∫
Γ

uτ · φτ =
∫
Γ

u · φ

=

∫
ψ−1(Γ′)

Ψ−1ũ ·Ψ−1φ′

=

∫
ψ−1(Γ′)

(
∇ψ−1 ◦ ψ

)
(ũ ◦ ψ) ·

(
∇ψ−1 ◦ ψ

)
(φ′ ◦ ψ)

=

∫
Γ′

(
∇ψ−1

)
ũ ·
(
∇ψ−1

)
φ′ ∣∣∇ψ−1e3

∣∣ ∣∣det∇ψ−1
∣∣

=

∫
Γ′

(
∇ψ−1

)T (∇ψ−1
)
ũ · φ′

=

∫
Γ′

(
∇ψ−1

)T (∇ψ−1
)
ũτ · φ′

τ .

For the pressure term, we let p̃ := p ◦ ψ−1. Then, p̃ ∈ L2
loc(Ω

′). Also, since

det∇ψ−1 = 1, we have that divxφ ◦ ψ−1 = divyφ
′. Thus,

∫
Ω

p div φ =

∫
Ω′

(
p ◦ ψ−1

) (
div φ′ ◦ ψ−1

)
=

∫
Ω′
p̃ div φ′.

Finally, we transform the force terms:

∫
Ω

F · φ =

∫
Ω′

(
∇ψ−1

)T (
F ◦ ψ−1

)
· φ′ =:

∫
Ω

F ′ · φ′.

Therefore, (ũ, p̃) satisfies:

∫
Ω′
[Dũ+ F1(ũ) + F0(ũ)] : [D(φ′) + F1(φ

′) + F0(φ
′)]

+

∫
Γ′

(
∇ψ−1

)T (∇ψ−1
)
ũτ · φ′

τ −
∫
Ω′
p̃ div φ′ =

∫
Ω

F ′ · φ′,

for all φ′ ∈ H1
τ (Ω

′).
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We now make our estimates. Let V ′ := B
(
0, s

2

)
∩ R3 ⊂ Ω′. Let ζ ∈ C∞

0 (R3)

such that ζ ≡ 1 in V ′, ζ ≡ 0 in R3 \B(0, s), and 0 ≤ ζ ≤ 1. Thus ζ ≡ 0 on Γ′.

Let h > 0 and define φ′ := −D−h
k

(
ζ2Dh

k ũ
)
, for k = 1, 2. Then φ′ ∈ H1

τ (Ω
′).

Here, we have

Dh
kf(x) :=

f(x+ hek)− f(x)

h
.

We now use φ′ as a test function. We first consider the diffusion term:

∫
Ω′
[Dũ+ F1(ũ) + F0(ũ)] :

[
D(−D−h

k

(
ζ2Dh

k ũ
)
) + F1(−D−h

k

(
ζ2Dh

k ũ
)
) + F0(−D−h

k

(
ζ2Dh

k ũ
)
)
]
.

We are going to delve into the details of the estimates for the following term. For

the other terms, they follow similarly. We sketch the proof in the appendix. Now,

we have

∫
Ω′
Dũ : D(−D−h

k

(
ζ2Dh

k ũ
)
) = −

∫
Ω′
Dũ : D−h

k D
(
ζ2Dh

k ũ
)

=

∫
Ω′
Dh
kDũ : D

(
ζ2Dh

k ũ
)

=

∫
Ω′
Dh
kDũ :

[
ζ2Dh

kDũ+ 2ζAsym

(
Dh
k ũ⊗∇ζ

)]
≥
∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − 1

2

∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2

− C (Ω′,∇ζ)
∫
Ω′
|∇ũ|2

=
1

2

∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − C (Ω′,∇ζ)

∫
Ω′
|∇ũ|2 .

Next we look at the term:

∫
Ω′
F1(ũ) : D(−D−h

k

(
ζ2Dh

k ũ
)
).
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Recall that F1(ũ) = Asym (H∇ũ−∇ũH−H∇ũH). Moreover, as D(−D−h
k

(
ζ2Dh

k ũ
)
)

is symmetric, we have that

∫
Ω′
F1(ũ) : D(−D−h

k

(
ζ2Dh

k ũ
)
) =

∫
Ω′
[H∇ũ−∇ũH−H∇ũH] : D(−D−h

k

(
ζ2Dh

k ũ
)
).

We work out the calculations for each term. First,

∫
Ω′
H∇ũ : D(−D−h

k

(
ζ2Dh

k ũ
)
)

=

∫
Ω′
Dh
k (H∇ũ) : D

(
ζ2Dh

k ũ
)

=

∫
Ω′

[
HhDh

k∇ũ+
(
Dh
kH
)
∇ũ
]
:
[
ζ2Dh

kDũ+ 2ζAsym

(
Dh
k ũ⊗∇ζ

)]
.

Since,

∫
Ω′
ζHhDh

k∇ũ : ζDh
kDũ ≥ −ε

2

∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − C

ε
∥H∥2Ck

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 ,∫

Ω′
HhDh

k∇ũ : 2ζAsym

(
Dh
k ũ⊗∇ζ

)
≥ −ε′

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 − C (ε′,Ω′,H)

∫
Ω′
|∇ũ|2 ,∫

Ω′
ζ
(
Dh
kH
)
∇ũ : ζDh

kDũ ≥ −ε
2

∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − C(ε)∥H∥2Ck

∫
Ω′
|∇ũ|2 ,∫

Ω′
2ζ
(
Dh
kH
)
∇ũ : ζDh

kDũ : Asym

(
Dh
k ũ⊗∇ζ

)
≥ −C (Ω′,∇ζ) ∥H∥2Ck

∫
Ω′
|∇ũ|2 ,
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we have that

∫
Ω′
H∇ũ : D(−D−h

k

(
ζ2Dh

k ũ
)
)

≥ −ε
∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − ∥H∥2Ck (C(ε)− ε′)

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2

− C (Ω,′ ∇ζ,H)

∫
Ω′
|∇ũ|2 .

For the next term, we have

∫
Ω′
∇ũH : D(−D−h

k

(
ζ2Dh

k ũ
)
)

=

∫
Ω′
Dh
k (∇ũH) : D

(
ζ2Dh

k ũ
)

=

∫
Ω′

[
(∇ũ)hDh

kH+
(
Dh
k∇ũ

)
H
]
:
[
ζ2Dh

kDũ+ 2ζAsym

(
Dh
k ũ⊗∇ζ

)]
.

Now,

∫
Ω′
(∇ũ)hDh

kH : ζ2Dh
k∇ũ ≥ −ε

∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − C(ε,H)

∫
Ω′
|∇ũ|2∫

Ω′

(
Dh
k∇ũ

)
H : ζ2Dh

k∇ũ ≥ −ε
∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − C(ε)∥H∥Ck

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2∫

Ω′

(
Dh
k∇ũ

)
H :: 2ζAsym

(
Dh
k ũ⊗∇ζ

)
≥ −ε′

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 − C(ε′,Ω′,H)

∫
Ω′
|∇ũ|2∫

Ω′
(∇ũ)hDh

kH : 2ζAsym

(
Dh
k ũ⊗∇ζ

)
≥ −C(H,Ω′)

∫
Ω′
|∇ũ|2 .
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Thus,

∫
Ω′
∇ũH : D(−D−h

k

(
ζ2Dh

k ũ
)
)

≥ −ε
∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − (ε′ + C(ε)∥H∥Ck)

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2

− C(ε, ε′,Ω,H)

∫
Ω′
|∇ũ|2 .

As for the last term, we have

∫
Ω′
H∇ũH : D(−D−h

k

(
ζ2Dh

k ũ
)
) =

∫
Ω′
Dh
k (H∇ũH) : D

(
ζ2Dh

k ũ
)

=

∫
Ω′

[
(H∇ũ)hDh

kH+
(
HhDh

k∇ũ+
(
Dh
kH
)
∇ũ
)
H
]

:
[
ζ2Dh

kDũ+ 2ζAsym

(
Dh
k ũ⊗∇ζ

)]
.

We make estimates for each term. Indeed,

∫
Ω′

[
(H∇ũ)hDh

kH+
(
Dh
kH
)
∇ũ
]
: ζ2Dh

kDũ ≥ −ε
∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − C(ε,H)

∫
Ω′
|∇ũ|2∫

Ω′
HhDh

k∇ũH : ζ2Dh
kDũ ≥ −ε

∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − C(ε)∥H∥2Ck

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2∫

Ω′
HhDh

k∇ũH : 2ζAsym

(
Dh
k ũ⊗∇ζ

)
≥ −ε′

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 − C(ε′,Ω′,H)

∫
Ω′
|∇ũ|2∫

Ω′

[
(H∇ũ)hDh

kH+
(
Dh
kH
)
∇ũ
]
: 2ζAsym

(
Dh
k ũ⊗∇ζ

)
≥ −C(H,Ω′)

∫
Ω′
|∇ũ|2 .
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Thus,

∫
Ω′
H∇ũH : D(−D−h

k

(
ζ2Dh

k ũ
)
)

≥ −ε
∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − (ε′ + C(ε)∥H∥Ck)

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2

− C(ε, ε′,Ω,H)

∫
Ω′
|∇ũ|2 .

Combining these estimates, we obtain

∫
Ω′
F1(ũ) : D(−D−h

k

(
ζ2Dh

k ũ
)
)

≥ −ε
∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − ∥H∥CkC (Ω′, ε, ε′)

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2

− C (Ω,′∇ζ,H)

∫
Ω′
|∇ũ|2 .

Note that we can choose r > 0 to be small enough so that ∥H∥Ck ≤ 1. The sketch

of the details for the estimates on the remaining diffusion terms are given in the

appendix. Combining all these, we finally obtain the following estimate for the

diffusion term

∫
Ω′
[Dũ+ F1(ũ) + F0(ũ)] :

[
D(−D−h

k

(
ζ2Dh

k ũ
)
) + F1(−D−h

k

(
ζ2Dh

k ũ
)
) + F0(−D−h

k

(
ζ2Dh

k ũ
)
)
]

≥
(
1

2
− ε

)∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − (ε′ + C(Ω′,H, ε)∥H∥2Ck

) ∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 − C(ε, ε′,H,Ω′)∥ũ∥2H1(Ω′).
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We now estimate the boundary term. We let T := (∇ψ−1)
T
(∇ψ−1). Then,

∫
Γ′
Tũτ ·

[
−D−h

k

(
ζ2Dh

k ũ
)]

=

∫
Γ′
Dh
k [Tũτ ] ·

[
ζ2Dh

k ũ
]

=

∫
Γ′

[
ThDh

k ũτ +Dh
kTũτ

]
·
[
ζ2Dh

k ũ
]

=

∫
Γ′
(T− I)Dh

k ũτ · ζ2Dh
k ũτ +

∫
Γ′
ζ2
∣∣Dh

k ũτ
∣∣2

+

∫
Γ′
Dh
kTũτ · ζ2Dh

k ũτ

≥
(
1

2
− C∥H∥Ck

)∫
Γ′
ζ2
∣∣Dh

k ũτ
∣∣2 − C(H)

∫
Γ′
|ũτ |2 .

Thus, as
∫
Γ′ |ũτ |2 ≤ C(Ω′)∥ũ∥H1(Ω′), we have:

∫
Γ′

(
∇ψ−1

)T (∇ψ−1
)
ũτ ·

[
−D−h

k

(
ζ2Dh

k ũ
)]

≥
(
1

2
− C∥H∥Ck

)∫
Γ′
ζ2
∣∣Dh

k ũτ
∣∣2

− C(H,Ω′)∥ũ∥H1(Ω′).

We move on to the pressure term:

∫
Ω′
p̃ div

(
−D−h

k

(
ζ2Dh

k ũ
))

= −
∫
Ω′
p̃D−h

k

(
2ζ∇ζ ·Dh

k ũ+ ζ2div
(
Dh
k ũ
))

= −
∫
Ω′
p̃D−h

k

(
2ζ∇ζ ·Dh

k ũ
)
,

since div
(
Dh
k ũ
)
= Dh

k div ũ = 0 in Ω′. Now, since

Dh
k

(
(2ζ∇ζ)−h · ũ

)
= 2ζ∇ζ ·Dh

k ũ+D
h
k

(
(2ζ∇ζ)−h

)
·ũ = 2ζ∇ζ ·Dh

k ũ+D
−h
k (2ζ∇ζ)·ũ,
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we then have

−
∫
Ω′
p̃D−h

k

(
2ζ∇ζ ·Dh

k ũ
)
= −

∫
Ω′
p̃D−h

k

[
Dh
k

(
(2ζ∇ζ)−h · ũ

)
−D−h

k (2ζ∇ζ) · ũ
]
.

We now make some estimates. First,

−
∫
Ω′
p̃D−h

k Dh
k

(
(2ζ∇ζ)−h · ũ

)
≥ −ε̃′

∫
Ω′

∣∣D−h
k Dh

k

(
(2ζ∇ζ)−h · ũ

)∣∣2 − C(ε̃′)

∫
Ω′
p̃2.

Also,

∫
Ω′

∣∣D−h
k Dh

k

(
(2ζ∇ζ)−h · ũ

)∣∣2 ≤ C(Ω′)

∫
Ω′

∣∣∇Dh
k

(
(2ζ∇ζ)−h · ũ

)∣∣2
= C(Ω′)

∫
Ω′

∣∣∣Dh
k

(
∇
(
(2ζ∇ζ)−h

)T
ũ+ (ũ)T (2ζ∇ζ)−h

)∣∣∣2
≤ C(Ω′)

(∫
Ω′
|∇ũ|2 +

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2) .

Combining these, we obtain

∣∣∣∣∫
Ω′
p̃ div

(
−D−h

k

(
ζ2Dh

k ũ
))∣∣∣∣ ≤ ε′

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 + C(Ω′)

∫
Ω′
p̃2 + C(Ω′)∥ũ∥2H1(Ω′).

Now, for the force term, we have

∫
Ω′
F ′ ·D−h

k

(
ζ2Dh

k ũ
)
≤ C(ε̃′)

∫
Ω′
|F ′|2 + ε̃′

∫
Ω′

∣∣D−h
k

(
ζ2Dh

k ũ
)∣∣2 .
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We estimate the second term as

∫
Ω′

∣∣D−h
k

(
ζ2Dh

k ũ
)∣∣2 ≤ C(Ω′)

∫
Ω′

∣∣∇ (ζ2Dh
k ũ
)∣∣2

≤ C(Ω′)

∫
Ω′

(
ζ4
∣∣∇Dh

k ũ
∣∣2 + (2ζ)2Dh

k ũ⊗∇ζ
)
.

Since, 0 ≤ ζ ≤ 1, we have that ζ4 ≤ ζ2, and so

∫
Ω′
F ′ ·D−h

k

(
ζ2Dh

k ũ
)
≤ ε′

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 + C(ε′)

∫
Ω′
|F ′|2 + C(Ω′)

∫
Ω′
|∇ũ|2 .

We now combine these estimates:

(
1

2
− ε

)∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − (ε′ + C(Ω′, ε)∥H∥2Ck

) ∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 − C(Ω′,H, ε, ε′)∥ũ∥2H1(Ω′)

+

(
1

2
− C∥H∥Ck

)∫
Γ′
ζ2
∣∣Dh

k ũτ
∣∣2 − C(Ω′,H)∥ũ∥2H1(Ω′) − ε

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 − C

∫
Ω′
p̃2

≤
∫
Ω′
[Dũ+ F1(ũ) + F0(ũ)] :

[
D(−D−h

k

(
ζ2Dh

k ũ
)
) + F1(−D−h

k

(
ζ2Dh

k ũ
)
) + F0(−D−h

k

(
ζ2Dh

k ũ
)
)
]

+

∫
Γ′

(
∇ψ−1

)T (∇ψ−1
)
ũτ ·

[
−D−h

k

(
ζ2Dh

k ũ
)]

+

∫
Ω′
p̃ div

(
−D−h

k

(
ζ2Dh

k ũ
))

=

∫
Ω′
F ′ ·D−h

k

(
ζ2Dh

k ũ
)

≤ ε′
∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 + C(ε′)

∫
Ω′
|F ′|2 + C(Ω′)

∫
Ω′
|∇ũ|2 .

Thus, we have, up to multiples of ε and ε′:

(
1

2
− ε

)∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − (ε′ + C(Ω′, ε)∥H∥2Ck

) ∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 − C(Ω′,H, ε, ε′)∥ũ∥2H1(Ω′)

≤ C

(∫
Ω′
|F ′|2 +

∫
Ω′
p̃2 + ∥ũ∥2H1(Ω′)

)
.
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Now, note that ∫
Ω′
ζ2
∣∣DDh

k ũ
∣∣2 = ∫

B(0,s)+
ζ2
∣∣DDh

k ũ
∣∣2 ,

and ∫
Ω′
ζ2
∣∣∇Dh

k ũ
∣∣2 = ∫

B(0,s)+
ζ2
∣∣∇Dh

k ũ
∣∣2 .

Also,

∥ζ∇Dh
k ũ∥L2(B(0,s)+) = ∥∇(ζDh

k ũ)−Dh
k ũ⊗∇ζ∥L2(B(0,s)+)

≤ ∥∇(ζDh
k ũ)∥L2(B(0,s)+) + ∥Dh

k ũ⊗∇ζ∥L2(B(0,s)+),

and

∥ζDDh
k ũ∥L2(B(0,s)+) = ∥D(ζDh

k ũ)− Asym

(
Dh
k ũ⊗∇ζ

)
∥L2(B(0,s)+)

≤ ∥D(ζDh
k ũ)∥L2(B(0,s)+) − ∥Asym

(
Dh
k ũ⊗∇ζ

)
∥L2(B(0,s)+).

Combining these with our estimate, we obtain

(
1

2
− ε

)
∥D(ζDh

k ũ)∥2L2(B(0,s)+) − (ε′ + C(Ω′, ε)∥H∥Ck))∥∇(ζDh
k ũ)∥2L2(B(0,s)+)(

1

2
− C(Ω′)∥H∥Ck

)
∥ζDh

k ũτ∥2L2(Γ′)

≤ C
(
∥F ′∥2L2(Ω′) + ∥p̃∥2L2(Ω′) + ∥Dh

k ũ∥L2(Ω′) + ∥ũ∥2H1(Ω′)

)
≤ C

(
∥F ′∥2L2(Ω′) + ∥p̃∥2L2(Ω′) + ∥ũ∥2H1(Ω′)

)
.

In order to compare the gradient terms with the strain terms, we need Korn’s
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inequality in the following form:

∫
B(0,s)+

∣∣∇ (ζDh
k ũ
)
(x)
∣∣2 dx = s−3

∫
B(0,1)+

∣∣(∇ (ζDh
k ũ
))

(sy)
∣∣2 dy

= s−3−2

∫
B(0,1)+

∣∣∇ ((ζDh
k ũ
)
(s·)
)
(y)
∣∣2 dy

≤ CK(B+
1 )s

−3−2

[ ∫
B(0,1)+

∣∣D ((ζDh
k ũ
)
(s·)
)
(y)
∣∣2 dy

+

∫
B(0,1)+

∣∣(ζDh
k ũ
)
(sy)

∣∣2 dy]
≤ CK(B+

1 )

[ ∫
B(0,s)+

∣∣D (ζDh
k ũ
)
(x)
∣∣2 dx

+
1

s2

∫
B(0,s)+

∣∣(ζDh
k ũ
)
(x)
∣∣2 dx],

where CK(B+
1 ) is the Korn’s constant in the upper unit half ball. Thus,

[(
1

2
− ε

)
C−1

K(B+
1 )

− (ε′ + C(ε,Ω′)∥H∥Ck)

]
∥∇(ζDh

k ũ)∥2L2(Ω′)

+

(
1

2
− C(Ω′)∥H∥Ck

)
∥ζDh

k ũτ∥2L2(Γ′)

≤ C
(
∥F ′∥2L2(Ω′) + ∥p̃∥2L2(Ω′) + ∥ũ∥2H1(Ω′)

)
.

Hence, by choosing ε > 0 small enough and then choosing r > 0 small enough, we

obtain

∥Dh
k∇ũ∥L2(V ′) ≤ ∥∇

(
ζDh

k ũ
)
∥L2(Ω′) ≤ C

(
∥F ′∥2L2(Ω′) + ∥p̃∥2L2(Ω′)

)
,

i.e.,
∂2ũi
∂j∂k

∈ L2(V ′) for i, j = 1, 2, 3 and k = 1, 2.
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5.3.1.2 H1 regularity of the pressure in the tangential directions

Let ζ ∈ C∞
0 (V ′). Thus, ∂kζ ∈ H1

τ (Ω
′) for k = 1, 2. Note that ∂kζ ≡ 0 on Γ′. We

then use ∂kζ as a test function to get

−
∫
V ′
p̃ div (∂kζ)

=

∫
V ′
F ′ · ∂kζ −

∫
Ω′
[Dũ+ F1(ũ) + F0(ũ)] : [D∂kζ + F1(∂kζ) + F0(∂kζ)]

= ⟨−∂kF ′, ζ⟩H−1(Ω′),H1
0 (Ω)

−
∫
V ′

Asym

[(
∇ψ−1

)
∇ũ
(
∇ψ−1

)−1
+ F0 (ũ)

]
: Asym

[(
∇ψ−1

)
∇∂kζ

(
∇ψ−1

)−1
+ F0 (∂kζ)

]
.

Observe that:

(
∇ψ−1

)
∇∂kζ

(
∇ψ−1

)−1
= ∂k

[(
∇ψ−1

)
∇ζ
(
∇ψ−1

)−1
]
−
(
∂k
(
∇ψ−1

))
∇ζ
(
∇ψ−1

)
−
(
∇ψ−1

)
∇ζ
(
∂k
(
∇ψ−1

))
=: ∂k

[(
∇ψ−1

)
∇ζ
(
∇ψ−1

)−1
]
−G1(ζ),

where G1(ζ) is first-order in terms of derivatives of ζ. Thus,

−
∫
V ′

[(
∇ψ−1

)
∇ũ
(
∇ψ−1

)−1
+ F0 (ũ)

]
:
[(
∇ψ−1

)
∇∂kζ

(
∇ψ−1

)−1
]

= −
∫
V ′

[(
∇ψ−1

)
∇ũ
(
∇ψ−1

)−1
+ F0 (ũ)

]
:
[
∂k

((
∇ψ−1

)
∇ζ
(
∇ψ−1

)−1
)
−G1(ζ)

]
=

∫
V ′
∂k

[(
∇ψ−1

)
∇ũ
(
∇ψ−1

)−1
+ F0 (ũ)

]
:
(
∇ψ−1

)
∇ζ
(
∇ψ−1

)−1

+

∫
V ′

[(
∇ψ−1

)
∇ũ
(
∇ψ−1

)−1
+ F0 (ũ)

]
: G1(ζ).
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Now ∂k

[
(∇ψ−1)∇ũ (∇ψ−1)

−1
+ F0 (ũ)

]
∈ L2(V ′) by the tangential regularity of

ũ. Also, (∇ψ−1)∇ũ (∇ψ−1)
−1

+ F0 (ũ) ∈ L2(V ′) as well since ũ ∈ H1(Ω′). Thus

the functional, F1(ũ), defined by

⟨F1(ũ), φ⟩H−1(Ω′),H1
0 (Ω

′)

:=

∫
V ′

Asym

[(
∇ψ−1

)
∇ũ
(
∇ψ−1

)−1
+ F0 (ũ)

]
: Asym

[(
∇ψ−1

)
∇∂kφ

(
∇ψ−1

)−1
]
,

for φ ∈ H1
0 (Ω

′), is in H−1(Ω′). Similarly,

⟨F2(ũ), φ⟩H−1(Ω′),H1
0 (Ω

′) :=

∫
V ′

Asym

[(
∇ψ−1

)
∇ũ
(
∇ψ−1

)−1
+ F0 (ũ)

]
: Asym [F0(∂kφ)] ,

is well-defined for φ ∈ H1
0 (Ω

′). Lastly,

−
∫
V ′
p̃ div(∂kζ) = ⟨∇p̃, ∂kζ⟩H−1(Ω′),H1

0 (Ω) = −⟨∂k(∇p̃), ζ⟩H−1(Ω′),H1(Ω).

Thus, we have that

⟨∂k(∇p̃), ζ⟩H−1(Ω′),H1
0 (Ω

′) =

〈
∂kF

′ −
2∑
i=1

Fi(ũ), ζ

〉
H−1(Ω′),H1(Ω′)

,

and so ∂k(∇p̃) ∈ H−1(Ω′) for k = 1, 2. As ∇p̃ ∈ H−1(Ω′), by Necas’ lemma, we

have that ∂kp̃ ∈ L2(V ′) for k = 1, 2.

5.3.1.3 Normal regularity of the velocity

Since ũ is solenoidal, we have
3∑
i=1

∂iũi = 0,
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so that

∂3ũ3 = −
2∑
i=1

∂iũi.

Differentiating, we get

∂2ũ3
∂ x23

=
2∑
i=1

∂3∂iũi ∈ L2(V ′),

by the results of the previous section. To obtain the full H2−regularity of ũ, we

need to find out what equation does it solve. First, for φ ∈ C∞
0 (Ω′) we have that

∫
Ω′
[Dũ+ F1(ũ) + F0(ũ)] : [Dφ+ F1(φ) + F0(φ)]−

∫
Ω′
p̃ div φ =

∫
Ω′
F ′ · φ.

We look into each of the terms. The pressure term can be written as

−
∫
Ω′
p̃ divφ = ⟨∇p̃, φ⟩H−1.(Ω′),H1

0 (Ω
′).

As for the diffusion term, we begin with

∫
Ω′
[D(ũ) + F1(ũ) + F0(ũ)] : D(φ) =

∫
Ω′
[D(ũ) + F1(ũ) + F0(ũ)] : ∇φ

= ⟨−div (D(ũ) + F1(ũ) + F0(ũ)) , φ⟩H−1(Ω′),H1
0 (Ω

′) ,
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where the last line is because φ has compact support in Ω′ so the boundary terms

vanish. The last expression is then equal to:

⟨−div (D(ũ) + F1(ũ) + F0(ũ)) , φ⟩H−1(Ω′),H1
0 (Ω

′)

=

〈
−1

2
∆ũ− div (Asym (H∇ũ−∇ũH−H∇ũH))− div (Asym(E(ũ))) , φ

〉
H−1(Ω′),H1

0 (Ω
′)

=

〈
−1

2
∆ũ− div (Asym (H∇ũ−∇ũH−H∇ũH))− div (E(ũ)) , φ

〉
H−1(Ω′),H1

0 (Ω
′)

,

where the last line is because for a matrix T, we have

divAsym(T) =
1

2

∑
i,j

∂j (Tij + Tji) ei +
∑
i,j

∂j (Tij) ei.

Next, we let DH(ũ) := D(ũ) + F1(ũ) + F0(ũ). Then,

∫
Ω′
[D(ũ) + F1(ũ) + F0(ũ)] : F1(φ)

=

∫
Ω′
DH(ũ) : [H∇ũ−∇ũH−H∇ũH]

=

∫
Ω′

[
HTD(ũ)− D(ũ)HT −HTD(ũ)HT

]
: ∇φ

= −
〈
div
(
HTD(ũ)− D(ũ)HT −HTD(ũ)HT

)
, φ
〉
H−1(Ω′),H1

0 (Ω
′)
.
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Lastly,

∫
Ω′
[D(ũ) + F1(ũ) + F0(ũ)] : F0(φ) =

∫
Ω′
DH(ũ) : E(φ̃)

=
∑
i,j

2∑
l=1

∫
Ω′
[DH(ũ)]ij δi3(1− δj3)(∂j∂lH)φl

=
3∑
l=1

∫
Ω′

(∑
i,j

[DH(ũ)]ij δi3(1− δj3)(∂j∂lH)

)
φl

=:

∫
Ω′
J(ũ) · φ.

Thus,

〈
− 1

2
∆ũ− div (H∇ũ−∇ũH−H∇ũH)

− div
(
HTD(ũ)− D(ũ)HT −HTD(ũ)HT

)
+∇p̃, φ

〉
H−1(Ω′),H1

0 (Ω
′)

=

∫
Ω′
(F ′ + divE(ũ)− J(ũ)) · φ

Hence, we can write out the system:

1− C(r) C(r)

C(r) 1− C(r)


∂3∂3ũ1
∂3∂3ũ

 =

F1(∂k∂jũi, ∂kp̃, F
′)

F2(∂k∂jũi, ∂kp̃, F
′)

 ,
For some F1 and F2, k = 1, 2, i, j = 1, 2, 3, and constant C(r) > 0 that is small

for small r > 0. Note that the right-hand side of the equation is in L2(V ′). Thus,

choosing small enough r > 0, we finally obtain that
∂2ũ1
∂x23

,
∂2ũ1
∂x23

∈ L2(V ′) and

hence, ũ ∈ H2(V ′).
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Finally, we go back to the original coordinates. We have

u =
(
∇ψ−1 ◦ ψ

)
(ũ ◦ ψ) ,

and

∇p =
(
∇ψ−1

)T (∇p̃ ◦ ψ−1
)
.

As ψ and ψ−1 are smooth, we have that u ∈ H2(V ) and p ∈ H1(V ), with V =

ψ−1(V ′) ⊂ Ω.

The constants appearing in our estimates depend on r > 0. To get global

constants, we cover the compact domain with finitely many balls of radius s :=

min{r, d
2
} > 0. We see that, upon relabeling of axes, we get the same subdomains

even after translations or rotations of the solid particles. Hence, these global

constants remain the same up to rigid motion of the solids.

An important step in the proof is the use of Korn’s inequality to compare the

strain of some vector fields with their gradients. At first glance, one would think

that by choosing r > 0, this would change the Korn’s constant and hence would

affect how r > 0 should be chosen and so on, ad infinitum.

In the proof, we see that the particular step where we do this is when we derived

the inequality:

∫
B(0,s)+

∣∣∇ (ζDh
k ũ
)
(x)
∣∣2 dx ≤ CK(B+

1 )

[ ∫
B(0,s)+

∣∣D (ζDh
k ũ
)
(x)
∣∣2 dx

+
1

s2

∫
B(0,s)+

∣∣(ζDh
k ũ
)
(x)
∣∣2 dx].
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Notice that the terms we needed to compare, namely, the gradient and strain

terms, do not have 1
s2

multiplied to them. Hence, the result is that, the choice of

r > 0 does not affect how the strain scales with the gradient; it does increase the

contribution of the L2−norm of the difference quotients by a factor of 1
s2
, but that

is something that we can control and does not affect the choice of r > 0.

5.4 Nonstationary Stokes problem

5.4.1 Existence of weak solution

We first prove the existence of a weak solution to the nonstationary Stokes problem.

Theorem 15. Let f ∈ L2 ((0, T )× Ω) and u0 ∈ L2(Ω). Then, there exists u ∈

V := {v ∈ L2 (0, T ;H1(Ω)) | ∂tv ∈ L2(0, T ;
(
H1
σ,τ (Ω)

)∗
)} and p ∈ L2

loc ((0, T )× Ω)

that solves the following problem in a weak sense:

∂tu−∆u+∇p = f, in (0, T )× Ω

divu = 0, in (0, T )× Ω

u · n = 0, on (0, T )× Γ

[D(u)n]τ + αuτ = 0, on (0, T )× Γ

u(0) = u0, in Ω.

Proof. We solve this by Rothe’s method. Indeed, let N ∈ N and k := T
N
. The

plan is to solve the problem iteratively in subintervals of [0, T ] of length k. First,
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we let u0 := u0 and

fm :=
1

k

∫ mk

(m−1)k

f(t) dt, m = 1, ..., N.

Note that fm is the time average of f in [(m−1)k,mk]. We then solve the following

stationary problem for (um, pm):

um − um−1

k
−∆um +∇pm = fm, in Ω

divum = 0, in Ω

um · n = 0, on Γ

[D(um)n]τ + αum = 0, on Γ.

By our results in the previous section, (um, pm) exist and that um ∈ H2(Ω) and

pm ∈ H1(Ω). We now define our approximate solutions:

uN(t) :=
N∑
m=1

um1[(m−1)k,mk)(t)

wN(t) :=
N∑
m=1

[
um +

(
um − um−1

k

)
(t−mk)

]
1[(m−1)k,mk)(t).

Note that uN : [0, T ] → H2(Ω) and wN : [0, T ] → L2(Ω), is continuous, and linear.

We now make our estimates. First, the weak form of the problem in [(m −

1)k,mk) is:

∫
Ω

um − um−1

k
· φ+ 2

∫
Ω

Dum : Dφ+ 2

∫
Γ

αumτ · φτ =
∫
Ω

fm · φ,
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for all φ ∈ H1
σ,τ (Ω). We set φ := um. Then we have

1

k

∫
Ω

(um − um−1) · um + 2

∫
Ω

|D(um)|2 + 2α

∫
Γ

|umτ |
2 =

∫
Ω

fm · um.

Observe first that:

(um − um−1) · um = (um − um−1) · (um − um−1 + um−1)

=
∣∣um − um−1

∣∣2 − ∣∣um−1
∣∣2 + um · (um−1 − um + um)

=
∣∣um − um−1

∣∣2 − ∣∣um−1
∣∣2 + |um|2 − um · (um − um−1),

so that

(um − um−1) · um =
1

2

(∣∣um − um−1
∣∣2 − ∣∣um−1

∣∣2 + |um|2
)
.

Thus, we can write

1

k

∫
Ω

(um − um−1) · um =
1

2k

(
∥um − um−1∥2L2(Ω) + ∥um∥2L2(Ω) − ∥um−1∥2L2(Ω)

)
.

By Korn’s inequality, we have

2

∫
Ω

|D(um)|2 + 2α

∫
Γ

|umτ |
2 ≥ CK,α∥um∥2H1(Ω).

Lastly, we have

∫
Ω

fm · um ≤ ε∥um∥2H1(Ω) + C(ε)∥fm∥2L2(Ω),
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for ε > 0. Thus, choosing ε to be small enough, we get for m = 1, ..., N :

∥um − um−1∥2L2(Ω) + ∥um∥2L2(Ω) − ∥um−1∥2L2(Ω) + C(Ω, α)k∥um∥2H1(Ω) ≤ Ck∥fm∥2L2(Ω)

∥um−1 − um−2∥2L2(Ω) + ∥um−1∥2L2(Ω) − ∥um−2∥2L2(Ω) + C(Ω, α)k∥um−1∥2H1(Ω) ≤ Ck∥fm−1∥2L2(Ω)

...

∥u1 − u0∥2L2(Ω) + ∥u1∥2L2(Ω) − ∥u0∥2L2(Ω) + C(Ω, α)k∥u1∥2H1(Ω) ≤ Ck∥f 1∥2L2(Ω).

Summing, we get for m = 1, ..., N :

m∑
j=1

∥uj−uj−1∥2L2(Ω)+∥um∥2L2(Ω)+C(Ω, α)k
m∑
j=1

∥uj∥2H1(Ω) ≤ Ck
m∑
j=1

∥f j∥2L2(Ω)+∥u0∥2L2(Ω).

Note that:

• ∥um∥2L2(Ω) will give L
∞
t L

2
x control

• k
∑m

j=1 ∥uj∥2H1(Ω) will give L
2
tH

1
x control

The control on the sizes of the approximate solutions would come from the data.

In this end, we have

k

m∑
j=1

∥f j∥2L2(Ω) = k

m∑
j=1

∫
Ω

(
1

k

∫ jk

(j−1)k

f dt

)2

dx

(by Jensen’s inequality) ≤ k
m∑
j=1

∫
Ω

(
1

k

∫ jk

(j−1)k

f 2 dt

)
dx

= ∥f∥2L2((0,T )×Ω),

for m = 1, ..., N . Thus we have the following estimates on the approximate solu-
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tions:

∥uN∥2L2(0,T ;H1(Ω)) =
N∑
m=1

∫ mk

(m−1)k

∥um∥2H1(Ω) dt

= k

N∑
m=1

∥um∥2H1(Ω)

≤ C
(
∥f∥2L2((0,T )×Ω) + ∥u0∥2L2(Ω)

)
,

and

∥uN∥2L∞(0,T ;L2(Ω)) ≤ sup
1≤m≤N

∥um∥2L2(Ω) ≤ C
(
∥f∥2L2((0,T )×Ω) + ∥u0∥2L2(Ω)

)
.

We now look at the time derivatives of the approximate solutions. Given a test

function φ ∈ H1
σ,τ (Ω), we have

∣∣∣∣∫
Ω

um − um−1

k
· φ
∣∣∣∣ = ∣∣∣∣∫

Ω

fm · φ− 2

∫
Ω

Dum : Dφ− 2

∫
Γ

αumτ · φτ
∣∣∣∣

≤ C(Ω, α)
(
∥um∥H1(Ω) + ∥fm∥L2(Ω)

)
∥φ∥H1(Ω).

Thus, we have

∥∥∥∥um − um−1

k

∥∥∥∥
(H1

σ,τ (Ω))
∗
≤ C(Ω, α)

(
∥um∥H1(Ω) + ∥fm∥L2(Ω)

)
.

Multiplying this by k and summing from j = 1, ...,m, we get

k
m∑
j=1

∥∥∥∥uj − uj−1

k

∥∥∥∥2
(H1

σ,τ (Ω))
∗
≤ C(Ω, α)

m∑
j=1

(
∥uj∥H1(Ω) + ∥f j∥L2(Ω)

)
∥φ∥H1(Ω)

≤ C(Ω, α)
(
∥f∥2L2((0,T )×Ω) + ∥u0∥2L2(Ω)

)
.
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In particular,

∥∂twN∥2L2(0,T ;(H1
σ,τ (Ω))

∗
)
=

N∑
m=1

∫ mk

(m−1)k

∥∥∥∥uj − uj−1

k

∥∥∥∥2
(H1

σ,τ (Ω))
∗
dt

= k
N∑
m=1

∥∥∥∥uj − uj−1

k

∥∥∥∥2
(H1

σ,τ (Ω))
∗

≤ C(Ω, α)
(
∥f∥2L2((0,T )×Ω) + ∥u0∥2L2(Ω)

)
.

Next, we calculate:

∥uN − wN∥2L2((0,T )×Ω) =
N∑
m=1

∫ mk

(m−1)k

∫
Ω

∣∣∣∣um −
(
um +

um − um−1

k
(t−mk)

)∣∣∣∣2 dx dt
=

N∑
m=1

(∫
Ω

∣∣∣∣um − um−1

k

∣∣∣∣2 dx
)(∫ mk

(m−1)k

(t−mk)2 dt

)

=
k

3

N∑
m=1

∥um − um−1∥2L2(Ω)

≤ C
T

N

(
∥f∥2L2((0,T )×Ω) + ∥u0∥2L2(Ω)

)
→ 0, as N → ∞.

Thus, uN − wN → 0 in L2 ((0, T )× Ω) as N → ∞.

Note that as {uN} is bounded in L2 ((0, T )× Ω), the previous result implies

that {wN} is bounded in L2 ((0, T )× Ω) as well. Therefore, combining this with

the previous estimates, we have, up to subsequences, the following convergences:

uN ⇀ u, wk − L2
(
0, T ;H1(Ω)

)
, wk∗ − L∞ (0, T ;L2(Ω)

)
wN ⇀ w, wk − L2 ((0, T )× Ω)

∂twN ⇀ v, wk − L2
(
0, T ;

(
H1
σ,τ (Ω)

∗)) .
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Since uN − wN → 0 in L2 ((0, T )× Ω), we have that u ≡ w. Our goal now is

to show that ∂tu ≡ v. Indeed, since H1
σ,τ (Ω) ⊂ L2

σ(Ω) ⊂
(
H1
σ,τ (Ω)

)∗
and these

inclusions are dense, we have that for φ ∈ H1
σ,τ (Ω) and ζ ∈ C∞

0 (0, T ):

∫ T

0

ζ(t)⟨∂tw,φ⟩(H1
σ,τ (Ω))

∗
,H1

σ,τ (Ω)
dt :=

∫ T

0

ζ ′(t)⟨w,φ⟩(H1
σ,τ (Ω))

∗
,H1

σ,τ (Ω)
dt

= −
∫ T

0

ζ ′(t)

(∫
Ω

wφdx

)
dt

= − lim
N→∞

∫ T

0

∫
Ω

ζ ′(t)wN(t, x)φ(x) dx dt

= lim
N→∞

∫ T

0

ζ(t)⟨∂twN , φ⟩(H1
σ,τ (Ω))

∗
,H1

σ,τ (Ω)
dt

=

∫ T

0

ζ(t)⟨v, φ⟩(H1
σ,τ (Ω))

∗
,H1

σ,τ (Ω)
dt.

Thus, ∂tu ≡ ∂tw ≡ v.

For the force term, one can show (see [57]) that

fN :=
N∑
m=1

fm1[(m−1)k,mk) → f, in L2 ((0, T )× Ω) .

We also have that

∥uN∥L2((0,T )×Γ) ≤ C(Ω)∥uN∥L2(0,T ;H1(Ω)) ≤ C
(
∥f∥2L2((0,T )×Ω) + ∥u0∥2L2(Ω)

)
.

Thus, up to a subsequence, we have

un ⇀ u, wk − L2 ((0, T )× Γ) .
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Now, for φ ∈ H1
σ,τ (Ω), we have that the approximate solutions satisfy

∫ T

0

∫
Ω

∂twN · φ+ 2

∫ T

0

∫
Ω

DuN : Dφ+ 2

∫ T

0

∫
Γ

α(uN)τ · φτ =
∫ T

0

∫
Ω

fN · φ.

Using the convergences we have obtained, we get that as N → ∞:

∫ T

0

⟨∂tu, φ⟩(H1
σ,τ (Ω))

∗
,H1

σ,τ (Ω)
+ 2

∫ T

0

∫
Ω

Du : Dφ+ 2

∫ T

0

∫
Γ

αuτ · φτ =
∫ T

0

∫
Ω

f · φ.,

i.e., u is a weak solution to the nonstationary Stokes problem.

The dependence of the labeled constant C(Ω, α) in the domain is due to the

trace constant of Ω. Similar to Remark 1, one can argue that this constant remains

unchanged when the solids undergo rigid motion.

There are previous work on the solvability of the nonstationary Stokes problem

with slip boundary conditions. For example, [49] talks about Stokes with friction

type slip conditions and [2] talks about maximal regularity of the Stokes operator

with Navier slip conditions. In a lot of these treatments, to prove the solvability of

the non stationary problem, they appeal to semigroup methods. In our work, we

want to keep track of the constants which might otherwise be opaque to semigroup

techniques; hence we opted for a simpler Rothe’s method approach.

5.4.2 Higher regularity of weak solution

In this section, we show that if the initial data has better regularity, then so does

u.

Theorem 16. Suppose further that u0 ∈ H1(Ω). Then u ∈ W 1,2 (0, T ;L2(Ω)) ∩
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L2 (0, T ;H1(Ω)) ∩ L∞ (0, T ;L2(Ω)).

Proof. Indeed, let φ := um−um−1

k
be a test function for m = 1, ..., N . Then,

∫
Ω

∣∣∣∣um − um−1

k

∣∣∣∣2 + 2

∫
Ω

Dum : D
(
um − um−1

k

)
+ 2

∫
Γ

α (um)τ ·
(
um − um−1

k

)
τ

=

∫
Ω

fm ·
(
um − um−1

k

)
.

We make our estimates. First,

2

∫
Ω

Dum : D
(
um − um−1

k

)
+ 2

∫
Γ

αumτ ·
(
um − um−1

k

)
τ

≥ 2

k

(∫
Ω

|Dum|2 −
∫
Ω

Dum : Dum−1 +

∫
Γ

α |umτ |
2 −

∫
Γ

αumτ · um−1
τ

)
≥ 1

k

(∫
Ω

|Dum|2 −
∫
Ω

∣∣Dum−1
∣∣2 + ∫

Γ

α |umτ |
2 −

∫
Γ

α
∣∣um−1
τ

∣∣2) .
As for the force term, we have

∫
Ω

fm ·
(
um − um−1

k

)
≤ 1

2

(∫
Ω

|fm|2 +
∫
Ω

∣∣∣∣um − um−1

k

∣∣∣∣2
)
.

Thus, multiplying by k, writing things out as time integrals and summing from

m = 1, ..., N , we obtain

1

2

N∑
m=1

∫ mk

(m−1)k

∫
Ω

∣∣∣∣um − um−1

k

∣∣∣∣2
+

1

k

N∑
m=1

∫ mk

(m−1)k

(∫
Ω

|Dum|2 −
∫
Ω

∣∣Dum−1
∣∣2 + ∫

Γ

α |umτ |
2 −

∫
Γ

α
∣∣um−1
τ

∣∣2)

=
1

2

N∑
m=1

∫ mk

(m−1)k

∫
Ω

|fm|2 .
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Since,

N∑
m=1

∫ mk

(m−1)k

∫
Ω

∣∣∣∣um − um−1

k

∣∣∣∣2 = ∫ T

0

∫
Ω

|∂twN |2

N∑
m=1

∫ mk

(m−1)k

∫
Ω

|fm|2 =
∫ T

0

∫
Ω

|fN |2 ,

and

1

k

N∑
m=1

∫ mk

(m−1)k

(∫
Ω

|Dum|2 −
∫
Ω

∣∣Dum−1
∣∣2 + ∫

Γ

α |umτ |
2 −

∫
Γ

α
∣∣um−1
τ

∣∣2)
= ∥DuN∥2L(Ω) + ∥αuNτ ∥2L2(Γ) − ∥Du0∥2L(Ω) − ∥α(u0)τ∥2L2(Γ),

we obtain

1

2
∥∂twN∥2L2((0,T )×Ω) + ∥DuN∥2L(Ω) + ∥αuNτ ∥2L2(Γ)

≤ 1

2
∥fN∥2L2((0,T )×Ω) + ∥Du0∥2L(Ω) + ∥α(u0)τ∥2L2(Γ)

≤ 1

2
∥f∥2L2((0,T )×Ω) + ∥Du0∥2L(Ω) + ∥α(u0)τ∥2L2(Γ).

Thus, for each N , we have

∥∂twN∥2L2((0,T )×Ω) ≤ C
(
∥f∥2L2((0,T )×Ω) + ∥Du0∥2L(Ω) + ∥α(u0)τ∥2L2(Γ)

)
.

Finally,

∥∂tu∥2L2((0,T )×Ω) = ∥∂tw∥2L2((0,T )×Ω)

≤ C
(
∥f∥2L2((0,T )×Ω) + ∥Du0∥2L(Ω) + ∥α(u0)τ∥2L2(Γ)

)
,
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i.e., ∂tu ∈ L2 ((0, T )× Ω). Therefore,

−∆u+∇p = f − ∂tu ∈ L2(Ω), a.e. t ∈ (0, T ),

so that by the H2−regularity result we have obtained in an earlier section, we have

u(t) ∈ H2(Ω) for a.e. t ∈ (0, T ). And then we have,

∫ T

0

∥u(t)∥2H2(Ω) dt ≤ C(Ω, α)
(
∥f∥2L2((0,T )×Ω) + ∥∂tu∥2L2((0,T )×Ω)

)
≤ C(Ω, α)

(
∥f∥2L2((0,T )×Ω) + ∥Du0∥2L(Ω) + ∥α(u0)τ∥2L2(Γ)

)
.

Thus, u ∈ W 1,2 (0, T ;L2(Ω)) ∩ L2 (0, T ;H1(Ω)) ∩ L∞ (0, T ;L2(Ω)).

5.5 Solvability of the fixed domain problem

We finally prove:

Theorem 17. Let F ∈ L2 ((0, T )× Ω) and u0 ∈ H1(Ω). Then, there exist (u, p) ∈

W 1,2 (0, T ;L2(Ω))∩L2 (0, T ;H1(Ω))∩L∞ (0, T ;L2(Ω))×L2 (0, T ;H1(Ω)) that solves

∂tu−∆u+∇p = F + (L −∆)u−Mu+ (∇− G)p, in (0, T )× Ω

div u = 0, in (0, T )× Ω

u · µ = 0, on (0, T )× Γ

[D(u)µ]τ + αu = 0, on (0, T )× Γ

u(0) = u0,

Proof. We solve this using the Banach contraction principle. Indeed, given some
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v ∈ L2 (0, T ;H2(Ω)) and π ∈ L2 (0, T ;H1(Ω)), by the results of the previous sec-

tion, there exits a unique uv ∈ W 1,2 (0, T ;L2(Ω))∩L2 (0, T ;H1(Ω))∩L∞ (0, T ;L2(Ω))

and pπ ∈ L2 (0, T ;H1(Ω)) such that

∂tuv −∆uv +∇pπ = F + (L −∆)v −Mv + (∇− G)π, in (0, T )× Ω

div uv = 0, in (0, T )× Ω

uv · µ = 0, on (0, T )× Γ

[D(uv)µ]τ + αu = 0, on (0, T )× Γ

uv(0) = u0.

This now defines a map (v, π) 7→ (uv, pπ) =: T (v, π). We show that T : L2 (0, T ;H2(Ω))×

L2 (0, T ;H1(Ω)) → L2 (0, T ;H2(Ω))× L2 (0, T ;H1(Ω)) is a contraction.

Let v1, v2 ∈ L2(0, T ;H2(Ω)) and π1, π2 ∈ L2(0, T ;H1(Ω)). By linearity, (w, p) :=

T (v1, π1)− T (v2, π2) solves

∂tw −∆w +∇p = F + (L −∆)(v1 − v2)

−M(v1 − v2) + (∇− G)(π1 − π2), in (0, T )× Ω

div w = 0, in (0, T )× Ω

w · µ = 0, on (0, T )× Γ

[D(w)µ]τ + αu = 0, on (0, T )× Γ

w(0) = 0.

By the smoothness of the motions of the solid particles, we have that the terms

gij, gij,Γ
k
ij, ∂jb

∗
i , b

∗
j , Y̊j, ∂kYi are Lipschitz continuous on [0, T ]. So that on QT :=
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(0, T )× Ω, we have

∥w∥L2(0,T ;H2(Ω)) + ∥p∥L2(0,T ;H1(Ω))

≤ C(Ω, α)(∥(L −∆)(v1 − v2)∥L2(QT ) + ∥B(v1 − v2)∥L2(QT ) + ∥M(v1 − v2)∥L2(QT )

+ ∥(G −∇)(π1 − π2)∥L2(QT ))

≤ T · C(Ω, α)(∥v1 − v2∥L2(0,T ;H2(Ω)) + ∥π1 − π2∥L2(0,T ;H1(Ω))).

Thus, by choosing T > 0 to be small enough, we get that T is a contraction, and

hence a fixed point exists. Moreover, the velocity from the fixed point, u, is in

W 1,2 (0, T ;L2(Ω)) ∩ L2 (0, T ;H1(Ω)) ∩ L∞ (0, T ;L2(Ω))

5.6 Appendix

We provide a sketch of the details of the estimates for the remaining diffusion

terms. We first consider:

∫
Ω′
Dũ : F1

(
−D−h

k

(
ζ2Dh

k ũ
))
.

For this term, we only calculate

∫
Ω′
Dũ : H∇

(
−D−h

k

(
ζ2Dh

k ũ
))

=

∫
Ω′
Dh
k

(
HTDũ

)
: ∇
(
ζ2Dh

k ũ
)

=

∫
Ω′

[
HT hDh

kDũ+
(
Dh
kHT

)
Dũ
]
:
[
ζ2Dh

k∇ũ+ 2ζ
(
Dh
k ũ⊗∇ζ

)]
.
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Now,

∫
Ω′
ζDh

kDũ : ζHhDh
k∇ũ ≥ −ε

2

∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − C(ε)∥H∥2Ck

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 ,∫

Ω′
ζ
(
Dh
kH
)T Dũ : ζDh

k∇ũ ≥ −ε′
∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 − C (ε′,Ω′,H)

∫
Ω′
|∇ũ|2 ,∫

Ω′
Dh
kDũ :

[
2ζHh

(
Dh
k ũ⊗∇ζ

)]
≥ −ε

2

∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − C(ε,H,Ω′)

∫
Ω′
|∇ũ|2 ,∫

Ω′

(
Dh
kH
)T Dũ :

[
2ζDh

k ũ⊗∇ζ
]
≥ −C(H,Ω′)

∫
Ω′
|∇ũ|2 .

Combining these, we obtain

∫
Ω′
Dũ : H∇

(
−D−h

k

(
ζ2Dh

k ũ
))

≥ −ε
∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − C

(
∥H∥2CkC(ε)− ε′

) ∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2

− C (Ω,′∇ζ,H)

∫
Ω′
|∇ũ|2 .

Thus,

∫
Ω′
Dũ : F1

(
−D−h

k

(
ζ2Dh

k ũ
))

≥ −ε
∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − C

(
∥H∥2CkC(ε)− ε′

) ∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2

− C (Ω,′∇ζ,H)

∫
Ω′
|∇ũ|2 .

Next, we consider the term:

∫
Ω′
F1(ũ) : F1

(
−D−h

k

(
ζ2Dh

k ũ
))
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For this, we calculate

∫
Ω′
H∇ũ : H∇

(
−D−h

k

(
ζ2Dh

k ũ
))

=

∫
Ω′
Dh
k

(
HTH∇ũ

)
: ∇
(
ζ2Dh

k ũ
)

=

∫
Ω′

[(
HTH

)h
Dh
k∇ũ+

((
HTH

))
∇ũ
]
:
[
ζ2Dh

k∇ũ+ 2ζ
(
Dh
k ũ⊗∇ζ

)]
≥ −∥H∥2Ck

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 − ε′

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2

− C (Ω′,∇ζ,H)

∫
Ω′
|∇ũ|2 .

Thus,

∫
Ω′
F1(ũ) : F1

(
−D−h

k

(
ζ2Dh

k ũ
))

≥ −∥H∥2Ck

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 − ε′

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2

− C (Ω′,∇ζ,H)

∫
Ω′
|∇ũ|2 .

As for the term, ∫
Ω′
Dũ : F0

(
−D−h

k

(
ζ2Dh

k ũ
))
,
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we have

∫
Ω′
Dũ : F0

(
−D−h

k

(
ζ2Dh

k ũ
))

=

∫
Ω′
Dũ : E

[
−D−h

k

(
ζ2Dh

k ũ
)]

= −
∑
i,j

∫
Ω′
(Dũ)ij

[
2∑
l=1

δi3(1− δj3)∂j∂lHD
−h
k

(
ζ2Dh

k ũl
)]

= −
∑
i,j

2∑
l=1

∫
Ω′
δi3(1− δj3)D

h
k ((Dũ)ij∂j∂lH)

(
ζ2Dh

k ũl
)

= −
∑
i,j

2∑
l=1

∫
Ω′
δi3(1− δj3)[(∂k∂lH)hDh

k(Dũ)ij

+
(
Dh
k (∂j∂lh)

)
(Dũ)ij]

(
ζ2Dh

k ũl
)

≥ −ε
∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − C (Ω′, ε,H)

∫
Ω′
|∇ũ|2 .

We now consider the term:

∫
Ω′
F1(ũ) : F0

(
−D−h

k

(
ζ2Dh

k ũ
))
.
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Indeed, we have

∫
Ω′
H∇ũ : E

[
−D−h

k

(
ζ2Dh

k ũ
)]

= −
∑
i,j

2∑
l=1

∫
Ω′
(H∇ũ)ijδi3(1− δj3)∂j∂lHD

−h
k

(
ζ2Dh

k ũl
)

=
∑
i,j

2∑
l=1

∫
Ω′
δi3(1− δj3)D

h
k ((H∇ũ)ij∂j∂lH)

(
ζ2Dh

k ũl
)

=
∑
i,j

2∑
l=1

∫
Ω′
δi3(1− δj3)[(Him∂j∂lH)hDh

k(∇ũ)mj

+ (∇ũ)mjDh
k (Him∂j∂lH)]

(
ζ2Dh

k ũl
)

≥ −ε′
∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 − C (Ω′, ε′,H)

∫
Ω′
|∇ũ|2 .

Making similar calculations for the pther terms, we obtain

∫
Ω′
F1(ũ) : F0

(
−D−h

k

(
ζ2Dh

k ũ
))

≥ ε′
∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 − C (Ω′, ε′,H)

∫
Ω′
|∇ũ|2 .

Next, we consider

∫
Ω′
F0(ũ) : D

(
−D−h

k

(
ζ2Dh

k ũ
))

=

∫
Ω′
E(ũ) : D

(
−D−h

k

(
ζ2Dh

k ũ
))

=

∫
Ω′
Dh
k (E(ũ)) :

[
ζ2Dh

kDũ+ 2ζAsym

(
Dh
k ũ⊗∇ζ

)]
.

As,

(
Dh
k (E(ũ))

)
ij
= Dh

k

(
2∑
l=1

δ − i3(1− δj3)∂j∂lHũl

)

=
2∑
l=1

δi3(1− δj3)
[
(∂j∂lH)hDh

k ũl + ũlD
h
k(∂j∂lH)

]
,
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it follows that,

∫
Ω′
F0(ũ) : D

(
−D−h

k

(
ζ2Dh

k ũ
))

≥ −ε
∫
Ω′
ζ2
∣∣Dh

kDũ
∣∣2 − C(ε,H,Ω′)∥ũ∥2H1(Ω′).

Next, we consider ∫
Ω′
F0(ũ) : F1

(
−D−h

k

(
ζ2Dh

k ũ
))
.

Indeed, we only look at

∫
Ω′
E(ũ) : H∇

(
−D−h

k

(
ζ2Dh

k ũ
))

=

∫
Ω′
HTE(ũ) : ∇

(
−D−h

k

(
ζ2Dh

k ũ
))

=

∫
Ω′
Dh
k

(
HTE(ũ)

)
:
[
ζ2Dh

k∇ũ+ 2ζ
(
Dh
k ũ⊗∇ζ

)]
≥ −ε′

∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 − C(ε,H,Ω′)∥ũ∥2H1(Ω′).

Thus,

∫
Ω′
F0(ũ) : F1

(
−D−h

k

(
ζ2Dh

k ũ
))

≥ −ε′
∫
Ω′
ζ2
∣∣Dh

k∇ũ
∣∣2 − C(ε,H,Ω′)∥ũ∥2H1(Ω′).

The last term we look into is:

∫
Ω′
F0(ũ) : F0

(
−D−h

k

(
ζ2Dh

k ũ
))

=

∫
Ω′
F0(ũ) : E

(
−D−h

k

(
ζ2Dh

k ũ
))

= −
∑
i,j

2∑
l=1

∫
Ω′
(F0(ũ))ijδi3(1− δj3)∂j∂lHD

−h
k

(
ζ2Dh

k ũl
)

=
∑
i,j

2∑
l=1

∫
Ω′
δi3(1− δj3)D

h
k ((F0(ũ))ij∂j∂lH)

(
ζ2Dh

k ũl
)

≥ −C(H,Ω′)∥ũ∥2H1(Ω′).
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