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Abstract 

Recently considerable attention has been paid to indoor geolocation using wireless local 

area networks (WLAN) and wireless personal area networks (WPAN) devices. As more 

applications using these technologies are emerging in the market, the need for accurate 

and reliable localization increases. In response to this need, a number of technologies and 

associated algorithms have been introduced in the literature. These algorithms resolve the 

location either by using estimated distances between a mobile station (MS) and at least 

three reference points (via triangulation) or pattern recognition through radio frequency 

(RF) fingerprinting. Since RF fingerprinting, which requires on site measurements is a 

time consuming process, it is ideal to replace this procedure with the results obtained 

from radio channel modeling techniques. Localization algorithms either use the received 

signal strength (RSS) or time of arrival (TOA) of the received signal as their localization 

metric. TOA based systems are sensitive to the available bandwidth, and also to the 

occurrence of undetected direct path (UDP) channel conditions, while RSS based 

systems are less sensitive to the bandwidth and more resilient to UDP conditions. 

Therefore, the comparative performance evaluation of different positioning systems is a 

multifaceted and challenging problem. 

This dissertation demonstrates the viability of radio channel modeling techniques to 

eliminate the costly fingerprinting process in pattern recognition algorithms by 

introducing novel ray tracing (RT) assisted RSS and TOA based algorithms. Two sets of 

empirical data obtained by radio channel measurements are used to create a baseline for 

comparative performance evaluation of localization algorithms. The first database is 

obtained by WiFi RSS measurements in the first floor of the Atwater Kent laboratory; an 
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academic building on the campus of WPI; and the other by ultra wideband (UWB) 

channel measurements in the third floor of the same building. Using the results of 

measurement campaign, we specifically analyze the comparative behavior of TOA- and 

RSS-based indoor localization algorithms employing triangulation or pattern recognition 

with different bandwidths adopted in WLAN and WPAN systems. Finally, we introduce 

a new RT assisted hybrid RSS-TOA based algorithm which employs neural networks. 

The resulting algorithm demonstrates a superior performance compared to the 

conventional RSS and TOA based algorithms in wideband systems. 
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Chapter 1                           

Introduction 

 
 
 
 

1.1. Background and Motivation 
 

Localization using radio signals was first introduced in World War II to locate soldiers in 

emergency situations. During the war in Vietnam the Global Positioning System (GPS) 

was introduced. This system became available for commercial applications around 1990.  

In the late 1990s, E-911 technologies and indoor geolocation technologies emerged. The 

current drive for location based services is mostly limited to emergency and security 

services required in wireless networks. However, location based applications will play an 

important role in future wireless markets. A market forecast for the wireless location 

technology is illustrated in Figure 1-1 [1]. Indoor geolocation is motivated by a number 

of applications envisioned for indoor location-sensing in commercial, public safety, and 

military settings [2-5].   Examples of such applications include asset tracking, context 

aware computing [6], pervasive computing [7], wireless access security [8], mobile 

advertising [8], locating public safety and military personnel in their indoor missions, and 

various personal robotics applications [9]. 
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Figure 1-1: Forecast revenue for location based services [1] 

 

More recently, location sensing has found applications in location-based handoffs in 

wireless networks [10] and location-based ad-hoc network routing [11,12].  

 

The desired accuracy of a localization system is dictated by the application requirements 

and the environment. For many outdoor applications accuracies of 30-50 m are 

acceptable [13], while for indoor environment a number of applications demand 

accuracies of 1-10 m [8].  For example, the required accuracy for E-911 standard (also 

known as E-112 in Europe) is 100 meters at %67 of the time. However, an application 

such as child-tracking mandates a locating accuracy within the dimension of a room 

which is only a few meters. The existence of various applications and their accuracy 

requirements increases the need for different approaches to the indoor geolocation 

problem. These needs for more accurate indoor localization have stimulated interest in 

modeling the propagation environment to assess the accuracy of different sensing 

techniques [5,14,15], in developing novel technologies to implement the systems [16,17], 

and in comparative performance evaluation of different technologies.  
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Most existing localization applications rely on the cellular network infrastructure aimed 

for outdoor environments. However, increasing deployment of wireless local area 

networks (WLAN) and wireless personal area networks (WPAN) creates the opportunity 

to provide location based services in indoor areas. These new services rely on the existing 

network infrastructure to determine the position of a mobile user omitting the need for a 

standalone dedicated network for positioning applications or modifications to existing 

mobile devices. Nevertheless, many aspects of WLANs and WPANs as location finding 

applications are not yet fully studied. 

References [2,18] identify the complexity of indoor radio propagation and the ad hoc 

nature of the WLAN and WPAN infrastructure as two main obstacles for accurate indoor 

localization. Performance, cost, and security are among the main operational challenges 

in a successful deployment of a localization system [19].  

 

We have already seen implementation of the first generation of indoor positioning 

products using a variety of technologies [20,21]. The need for a more accurate second 

generation of products demands extensive research in understanding the channel behavior 

and development of relevant algorithms. While commercial products and performance 

studies of indoor geolocation systems are presented in the literature [16,22-25], optimized 

performance evaluation and deployment techniques that can be used as a framework for 

efficiently designing indoor geolocation systems are not available. Moreover, there is a 

literature gap in performance and system bandwidth requirements comparison among 

RSS and TOA based localization techniques used for indoor geolocation. 
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This chapter describes some of the localization terminologies and assumptions that have 

been used throughout this dissertation. Next, the contributions of this research are 

presented in section 1.3. We conclude this chapter by presenting the outline of this 

dissertation. 

1.2. Localization Terminologies 
 
A network infrastructure deployed to determine the relative coordinates of a mobile-

station (MS); with respect to some known reference locations (reference-points); is called 

a wireless positioning system.  For example a global-positioning-system (GPS) receiver 

determines its relative location with respect to a set of reference satellites and converts 

that location to a set of latitude, longitude, and altitude values. Figure 1-2 shows the 

block diagram of a typical positioning system.  Positioning systems can be deployed as 

an overlay service on top of the access network infrastructure. Localization is the process 

of acquiring the location of MS from a positioning system.  This process is also referred 

to as positioning [26], geolocation [2], and location sensing [27] in the literature. We 

primarily use the term localization but all of these terms are used interchangeably.  

 

 

Figure 1-2: A typical positioning system 
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As shown in Figure 1-2, we use the WLAN terminology, in which an access-point (AP) 

provides the connectivity between a MS and the network infrastructure1, AP’s are the 

only entities which transmit localization information2.  A positioning system determines 

the location of a MS by measuring some signal parameters communicated between the 

MS and multiple AP’s, and using the measured signal parameters in a localization 

algorithm to provide the final estimate of location. .   

 

In this dissertation we classify the localization algorithms into distance based and pattern 

recognition algorithms. A distance based algorithm uses the estimated distances between 

the MS and at least three reference points in a process called triangulation to find its 

location. A pattern recognition localization algorithm uses a signal characteristic such as 

RSS or TOA that form a pattern unique to a reference location and creates a set of 

reference points with known signal fingerprints called a radio map in an offline process 

called training or RF fingerprinting [22,23].  During localization, the MS’s location is 

estimated by comparing the observed signals with the existing fingerprints in the radio 

map.  In pattern recognition localization, the radio map is an integrated component of the 

algorithm. A more accurate radio map can provide a better localization performance. 

However, RF fingerprinting using on site measurements is a time consuming process and 

a drawback for an algorithm, it is ideal to replace this procedure with results obtained 

from suitable radio channel modeling techniques.   

                                                 
1 In other parts of the literature the connection point of MS to a wireless network is also referred to as base-
station (BS) [8], or reference point [28]. 
2 Note that we use the term reference point to identify the points with known locations which are not 
necessarily colocated with the AP’s. 
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1.3. Contributions of This Dissertation 
 

This dissertation demonstrates the viability of radio channel modeling techniques to 

eliminate the costly fingerprinting process in pattern recognition algorithms by 

introducing novel Ray Tracing (RT) assisted RSS and TOA based algorithms. Then, we 

use two sets of empirical data obtained by radio channel measurements to create a 

baseline for comparative performance evaluation of localization algorithms. The first 

database is obtained by WiFi RSS measurements in the first floor of the Atwater Kent 

laboratory; an academic building on the campus of WPI, and the other by UWB channel 

measurements in the third floor of the same building. We use these measurements to 

analyze the comparative behavior of TOA- and RSS-based indoor localization algorithms 

employing triangulation or pattern recognition in different bandwidths adopted in WLAN 

and WPAN systems. Finally, we introduce a new RT assisted Hybrid RSS-TOA 

algorithm which employs neural networks. 

 

The results of the research are published in the following manner.  Discovering the 

potentials of using RT algorithms as an alternative to on site measurements to generate 

the reference radio map for pattern recognition algorithms to reduce the deployment cost 

of indoor localization is published in [26,29].   In this dissertation we use RT to design 

new pattern recognition localization algorithms that utilize radio channel behavior to 

reduce the deployment cost. We compare the performance of the new RT algorithms with 

traditional algorithms. 
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Discovering the limits of RSS and TOA approaches for indoor geolocation in practical 

scenarios involved in undetected-direct-path (UDP) conditions and different bandwidths 

is published in [18,30-32].  In these publications we compare the performance and 

bandwidth requirement of TOA and RSS based localization algorithms in indoor 

geolocation systems. Design of an intelligent hybrid TOA-RSS based localization using 

RT trained neural network algorithm is published in [33].    

1.4. The Outline of this Dissertation  
 
This dissertation is organized into five chapters. In Chapter 1 we describe the motivations 

for this research, present a literature review, and list the contributions of this dissertation. 

In Chapter 2 we explain the multipath behavior of an indoor radio channel, its impact on 

TOA and RSS estimation, and applicable models to simulate this behavior. We conclude 

Chapter 2 by examining the accuracy of channel modeling techniques to fit the empirical 

RSS and TOA channel measurements in two scenarios which are used throughout this 

research. Chapter 3 introduces three new RT-assisted algorithms and provides a detailed 

description of the existing localization algorithms considered for comparative 

performance evaluations in the dissertation. In Chapter 4 we first investigate the 

suitability of channel modeling techniques as an alternative to training via on site 

measurements for RSS based localization. Next, we use RT generated channel profiles as 

an alternative to on site measurements in both TOA and RSS based localization 

algorithms to compare the performance of various RSS, TOA, and our novel hybrid RSS-

TOA based localization algorithms. Chapter 5 summarizes the results and provides the 

directions for future research in this area. 
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Chapter 2                          
Channel Behavior and Indoor 

Localization 
 
 
 
 
 
 

2.1. Introduction 
 
In this chapter we introduce all channel models and measurement scenarios which are 

used in the following chapters for design and performance evaluation of both RSS and 

TOA based indoor localization algorithms. In section 2.2 we describe the multipath 

behavior of an indoor radio channel and its impact on TOA and RSS estimation. We 

introduce IEEE 802.11 recommended channel model for simulation of the RSS in 

addition to the Ray Tracing (RT) software for modeling of both RSS and TOA in an 

indoor environment in section 2.3. In sections 2.4.1 and 2.4.2 we describe two scenarios 

(scenario I, and scenario II) which are used for channel measurements; (sections 2.4.1.1 

and 2.4.2.1 respectively); and performance evaluation of various localization algorithms 

in Chapter 4. In sections 2.4.1.2 and 2.4.2.2 we examine the accuracy of the channel 

modeling techniques to fit the empirical RSS and TOA channel measurements in scenario 

I and scenario II respectively.  
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2.2. Multipath and Localization 
 

The channel impulse response between a transmitter and a receiver separated by distance 

 is modeled as [d 34]: 

d
1

h ( ) [ ]
pL

d
i

i
t t d

iβ δ τ
=

= −∑    (2-1) 

where  is the number of multipath components, pL | |
d
ijd d

i i e φβ β=  and d
iτ  represent location 

specific random complex amplitude and random propagation delay of the i-th path, 

respectively.

Based on (2-1) a transmitted impulse ( )tδ  arrives at the receiver as the sum of multiple 

delayed impulses with different magnitude and phases due to multipath behavior of an 

indoor radio channel. A sample channel impulse response is shown in Figure 2-1.   
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Figure 2-1: A sample channel impulse response for a system with infinite bandwidth  
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In practice the system has a finite bandwidth; W ; due to physical or regulatory 

constraints and realistic signals are very short duration pulses rather than an ideal 

impulse. If we represent the transmitted signal by , the received signal,  is 

given by: 

x ( )W t r ( )W
d t

dr ( ) x ( ) h ( )W
d Wt t dτ τ τ

+∞

−∞

= −∫    (2-2) 

 
In our experiments we use a raised cosine signal defined [35]:  
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or equivalently in the frequency domain [35]: 
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where β is called the roll-off factor and take values in the range 0 1β≤ ≤ . In our 

experiments we use ( )0.5β =  

 
Figure 2-2 shows a sample channel profile generated by transmitting a raised cosine pulse 

in a system with 200 MHz of bandwidth. 

 

10 



 

0 20 40 60 80 100 120 140
0

1

2

3

4

5

6
x 10-4

time [nsec]

 M
ag

ni
tu

de

Channel Impulse Response
First Detected Path (FDP)
Expected TOA (DP)
Receiver Threshold

Estimated TOA

Distance Measurement Error
(DME)

 
 

Figure 2-2: A sample channel impulse response for a 200 MHz system  
 

2.2.1. Behavior of TOA Estimation 

We define the direct line-of-sight (LOS) path between transmitter and receiver antennas 

as the direct-path (DP) and time-of-arrival (TOA) of this path indicates the distance 

between the transmitter and the receiver. In TOA based indoor geolocation systems we 

use the first detected peak of the channel profile above a detection threshold as the 

estimated TOA of the DP, we call this peak first-detected-peak (FDP). The TOA of FDP, 

1,ˆ Wτ  is an estimation of the TOA of the DP, DPτ . Therefore the estimated distance 

between the transmitter and the receiver antennas are obtained from: 

1,
ˆ ˆWd c Wτ= ×    (2-5) 

 
where  is the speed of light. We use the subscript W  to reemphasize that generally c 1,ˆ Wτ  

depends on the receiver’s bandwidth W . 
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In an ideal channel, the actual expected and the estimated DP are the same.  However, in 

multipath conditions, as shown in Figure 2-2, the peak of the channel profile shifts from 

the expected TOA resulting in a TOA estimation error caused by the multipath condition. 

We refer to this ranging error as distance-measurement-error (DME), which is defined as 

the error caused by erroneous estimate of the TOA and it is given by: 

 

,
ˆ

d W Wd dε = −    (2-6) 

 

2.2.1.1. Three Classes of Behavior 
 
Reference [5] classifies wideband channel profiles into dominant-direct-path (DDP), 

non-dominant-direct-path (NDDP), and undetected-direct-path (UDP) categories. In A 

DDP channel profile DP which is the strongest path in the profile can be detected by the 

receiver. In NDDP channel profiles the DP is not the dominant path of the channel 

impulse response, however, DP can be detected by a more complex receiver. In UDP 

channels, DP goes below the detection threshold of the receiver while other paths are still 

detectable, the receiver assumes the FDP as DP which causes large DME values. These 

classifications are best illustrated in Figure 2-3(a-c), in which the left hand column shows 

DDP, NDDP, and UDP channel profiles in an infinite bandwidth system and the right 

hand column shows the same profiles if we use a 200 MHz bandwidth system. 
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(a) DDP 
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(b) NDDP 
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(c) UDP 

 
Figure 2-3: Channel profile classification 

 
 

The accuracy of TOA estimation depends on the system bandwidth [36]. This 

relationship is best illustrated by a set of channel profiles. Figure 2-4 (a-b) show the 
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effect of bandwidth in TOA estimation for the case of a DDP and UDP channel 

conditions respectively. It can be seen that as the bandwidth increases the channel 

profiles become more and more similar to the ideal channel profile, i.e. channel impulse 

response represented on the left hand side of the figure. From a TOA based distance 

estimation perspective DDP and NDDP channel profiles exhibit similar behaviors. Thus, 

in this dissertation we classify the channel profiles into none-UDP (NUDP) and UDP 

classes.   

The above example demonstrates that increasing system bandwidth reduces DME in 

NUDP channels. However, increasing bandwidth can not circumvent UDP conditions. In 

other words increasing system bandwidth does not necessarily reduce DME in UDP 

conditions [30].  

2.2.2. Behavior of RSS Estimation 

The total received-signal-strength (RSS) at the receiver is defined as: 
 

2| r ( ) |W
d dRSS t dt

∞

−∞

= ∫    (2-7) 

 
Substituting (2-1) and (2-2) in (2-7) we obtain: 
 

2

1
| x ( ) |

p

i

L
d d

d W i
i

RSS t dtβ τ
∞

= −∞

= −∑ ∫   (2-8) 

 
For the specific case of a system with an infinite bandwidth x ( ) ( )W t tδ= : 
 

2 2

1

2

1

| r ( ) | | ( ) |
p

i

p

i

L
W d

d d i
i

L
d

i

dRSS t dt t dtβ δ τ

β

∞ ∞

=−∞ −∞

=

= = −

=

∑∫ ∫

∑
  (2-9) 
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(a) DDP Channel 
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(b) UDP Channel 

Figure 2-4: Effect of system bandwidth in TOA estimation 
 
 
 
Equation (2-8) is useful for power calculation purpose; however, it does not present an 

explicit relationship between the average received power and the distance between a 

transmitter and a receiver.  

The relationship between the average received power  and the distance d is described 

by path loss models defined as [

rP

22]: 

0
r

pp
dα=   (2-10) 
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where 0p  is the received power at one meter from the transmitter and α is referred to as 

distance-power-gradient. This relationship can be described in decibels as: 

 

10 10 0 1010log ( ) 10log ( ) 10 log ( )rp p d Xα= − +   (2-11) 
or 
 

r 0 1010 log ( )P P d Xα= − +   (2-12) 
 
Where  and  are the received power and the received power 

at one meter from the transmitter in decibels respectively. The variable

r 10P 10log ( )rp= 0 1010log ( )P = 0p

X  in (2-12) is a 

zero mean normally distributed random variable with variance 2
xσ :  

2

221( )
2 .

x

x

X
x

f x e σ

π σ

−

=    (2-13) 

 
which represents shadow fading in decibels. We define the total path loss pL in decibels 

as: 

p t rL P P= −    (2-14) 
 
where  is the transmitted power expressed in decibels.  Substituting tP (2-12) in (2-14) we 

obtain1: 

0 1010 log ( )p tL P P d Xα= − + +   (2-15) 
 
or 
 

0 1010 log ( )pL L d Xα= + +   (2-16) 
 
 

Where 0 10
0

10log tpL
p

⎛ ⎞
= ⎜

⎝ ⎠
⎟

                                                

 represents the path loss in decibels at one meter distance.  

 
1 Since X  is a random variable we use a positive sign.  
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Equation (2-16) indicates that for a decade increase in distance the path loss increases by 

10α  in decibels. For a free space path 2α = and for indoor and urban areas the distance 

power gradient α  is highly dependent to the geometry and physical characteristics of the 

environment [34].  An indoor environment is often non-homogeneous and the overall 

path loss should be described with multiple distance power gradients, each associated 

with a segment of the environment. Various channel models with this approach have been 

addressed in the literature; here we use the IEEE 802.11 recommended channel model in 

this class because this model has been adopted by IEEE standard committee for WLAN 

networks. 

2.3. Channel Models for Localization 
 
In this research we use channel models in two different contexts. We incorporate channel 

models in our new localization algorithms to eliminate on site radio measurements; 

required for the fingerprinting process in existing positioning systems that employ pattern 

recognition. Moreover, we use channel models to create a repeatable framework for 

comparative performance evaluation of localization algorithms.  

Among the existing channel models we use the IEEE 802.11 recommended channel 

model for RSS estimation, because it has been adopted as standard for WLAN systems. 

We also use our two dimensional ray-tracing (RT) channel modeling software for UWB 

channel simulations because it has been shown that RT can generate more realistic 

channel behavior by using the geometrical and environmental information of the 

building. The RT generated channel profiles can be used in both RSS and TOA based 

localization algorithms. 
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2.3.1. IEEE 802.11 Recommended Channel Model 

 
This model provides an estimation of average path loss [37,38].  Different environments 

are grouped in five different models (A-E) based on various rms delay spread values:  

• Model A (optional, should not be used for system performance comparisons), flat 

fading model with 0 ns rms delay spread (one tap at 0 ns delay model). This 

model can be used for stressing system performance, occurs small percentage of 

time (locations). 

• Model B with 15 ns rms delay spread. 

• Model C with 30 ns rms delay spread. 

• Model D with 50 ns rms delay spread. 

• Model E with 100 ns rms delay spread. 

• Model F with 150 ns rms delay spread. 

Among the existing models (B-E) are suitable for indoor channel simulation. The model 

mapping to a particular environment is presented in Table 2-1. 

The path loss model consists of a free space loss,  with power distance gradient of FSL 1α  

up to a breakpoint distance  for distances greater than  a different distance power 

gradient 

BPd BPd

2α  is used. The free space path loss is defined as: 

 
0 1 10( ) 10. log ( )FSL d L d Xα= + +   (2-17) 

 
The overall path loss for any distance is modeled as: 
 

2 10

( )

( )
( ) 10 log

FS BP

FS BP BP
BP

L d X d d

L d dL d X d d
d

α

+ ≤⎧
⎪

= ⎛ ⎞⎨ + +⎜ ⎟⎪
⎝ ⎠⎩

>
  (2-18) 
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Where L , , , d BPd 1α , 2α  represent path loss in dB, distance in meter, breakpoint 

distance in meter, power-distance gradient; before and after the breakpoint; respectively. 

The shadow fading component, X  modeled with a zero mean Gaussian probability 

distribution:   

2

221( )
2 .

x

x

X
x

f x e σ

π σ

−

=    (2-19) 

 
where xσ  is the standard deviation of the shadow fading and defined for different 

environments (Table 2-1). A sample path loss model based on (2-18) is depicted in 

Figure 2-5. 

In this research we have used the model C in our simulations. 

 

 

Table 2-1: IEEE 802.11 Path loss model parameters 

Shadow fading std. dev. xσ  (dB) 
Model Description dBP 

(m) 1α  
2α Before  

BPd  (LOS) 
After  

BPd  (NLOS) 

A (optional) 5 2 3.5 3 4 

B Residential 
Small Office 

5 2 3.5 3 4 

C Typical Office 5 2 3.5 3 5 
D Large Office 10 2 3.5 3 5 
E Large Office 20 2 3.5 3 6 

F 
Large Space 
(Indoors and 

Outdoors) 
30 2 3.5 3 6 
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Figure 2-5: A sample IEEE 802.11 path loss model 
 
 

2.3.2. Channel Modeling Using Ray Tracing 

Existing channel models do not use the geometrical characteristics of an environment 

directly. This is a major shortcoming for these models especially in a multipath rich 

indoor environment. Ray-tracing (RT) is a simulation tool encompassing the geometrical 

information of a floor plan in addition to the reflection and transmission coefficients of 

building materials that models the radio channel behavior in different areas [39-42]. For a 

pair of transmitter-receiver at some known locations, RT determines the necessary 

information of a channel such as | |
d
ijd d

i i e φβ β=  and d
iτ as defined in (2-1), arrival angle, 

departure angle, phase, number of reflections, and number of transmissions by sending a 

set of rays from the transmitter and tracing them until they either reach the receiver or 

largely attenuated that can not be detected by the receiver. The TOA, magnitude, and 
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phase of each path are recorded for each ray. In small indoor areas with soft surfaced 

walls reflection and transmission are the dominant mechanisms for radio propagation at 

frequencies around 1 GHz; whereas for high-rise and urban canyons with roof top 

antennas diffraction is the main mechanism for signal propagation. 

The predictions from ray tracing software are particularly accurate for propagation of 

radio signals at frequencies greater than 900 MHz where electromagnetic waves can be 

described as traveling along localized ray paths. This method is shown to be accurate for 

indoor environments. RT can be used to produce large databases of channel impulse 

responses for statistical analysis of the channel. Therefore RT is a viable alternative to 

physical measurement [34]. Figure 2-6 and Figure 2-7 show a set of transmitter-receiver 

located at the first floor of the Atwater Kent Laboratories and the corresponding RT 

generated channel impulse response respectively.  

 

Figure 2-6: A typical floor plan used by RT for radio channel modeling 
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Figure 2-7: A channel impulse response generated by RT  
 

This model contains all the geometrical information of the floor plan such as walls, doors, 

and windows. To compare the accuracy of RT in channel modeling, two sample channel 

profiles between known transmitter–receiver locations are shown in Figure 2-8 (a-b) for 

both an RT simulation and measurement with bandwidths of 500 and 25 MHz 

respectively. The expected TOA in both cases are shown by the dotted line. This figure 

illustrates that RT predicts the major paths fairly well. However, it should be noted that 

the RT must be calibrated for different areas and in general one should compare the 

statistical characteristics of the channels on a particular area with the results of RT [41]. 

Although RT is not an appropriate channel estimation technique for real time applications 

due to its computation complexity, it is a valuable technique for offline coverage study 

and fingerprinting applications. 
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(b) 
 

Bandwidths :  (a) 500MHz,  (b) 25MHz 
                                          DME (RT) :  (a) 10 [cm], (b) 2.1 [m] 
       DME (Meas.) :  (a) 24 [cm],  (b) 2.2 [m] 
 

Figure 2-8: Typical channel impulse response 
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Figure 2-9 shows the RT parameters that have been used in this research for channel 

simulations. The complete descriptions of all RT parameters are available in [43]. 

 
 
 
 

 

 
Figure 2-9: RT parameters 
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2.4. Channel Measurement Scenarios 
 
Indoor radio propagation has been studied extensively for the evaluation of different 

transmission systems for application in cellular and wireless local area networks. 

However, most of these studies are aimed towards communication applications. In this 

section we describe two channel measurement systems that have been used for 

localization applications.  

In this section we introduce two scenarios which are used for comparative performance 

evaluation of localization algorithms in chapter 4.   

Section 2.4.1.1 describes a measurement system which has been used for power 

measurement required for RSS based localization techniques. The rest of this section 

describes our RSS measurement campaign scenario, and empirical results compared with 

the simulated results generated by RT and IEEE 802.11 recommended channel model.  

We describe the more complex wideband frequency domain measurement system that 

have been used for both RSS and TOA based localization applications in section 2.4.2 

accompanied with our measurement scenario, and empirical results compared with RT 

generated channel profiles.  

2.4.1. Scenario I :  First Floor of AWK 

The first scenario for performance evaluation is at the first floor of Atwater Kent 

laboratory (AWK1) building in Worcester Polytechnic Institute (WPI) campus, which 

represents a three stories typical office building with more than 1600 square meter area. 

Figure 2-10 shows the reference points and the location of the AP’s in that floor.  AP1-

AP7 are seven access points which provide wireless network coverage in this floor. The 
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location of the access points are chosen to provide a comprehensive coverage in 

populated areas within the building. P1-P257 represent all possible locations where a MS 

can visit. Rather than creating an exhaustive high resolution grid for reference points, we 

classified the possible locations in two different categories. The first category includes 

hallways and places where a user can be walking while using a mobile terminal. The 

second category is classes and lecture rooms where a mobile host uses the terminal to 

access a network with limited mobility.  

 

 

 
 

Figure 2-10: First floor of Atwater Kent laboratory (AWK1- Scenario I) 
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2.4.1.1. WiFi RSS Measurement System  
 
Most off the shelf WiFi devices are able to measure RSS from the available AP’s. In this 

section we explain a WiFi measurement system that we have used to record RSS from a 

designated AP. Figure 2-11 shows the major components of this measurement system. A 

Linksys 802.11b/g AP at a known location is used as a transmitter in a designated 

channel. Since most existing positioning systems use the information provided by the 

WLAN interface card we used a laptop computer equipped with a dual band Proxim 

802.11 PC card as our receiver. We used Airopeek which is a commercial WLAN 

analyzer software developed by WildPackets™ to log the RSS measurements from AP to 

the MS over a certain period of time.   

There are two alternative options for communicating with an AP. In the first alternative 

the receiver (an 802.11 card) in a process called active scanning, periodically broadcasts 

a probe request frame, listens for probe responses from available access points in its 

neighborhood and records the associated signal strength. The second alternative is 

passive scanning, in which the receiver sniffs each of the available 802.11 channels 

periodically to discover the RSS values. Since an AP can be configured to not to respond 

to broadcast probe requests and we did not want to make any restricting assumption about 

the WLAN deployment, we relied on the existence of a beacon from each AP and used 

passive scanning. 

An IEEE 802.11b WLAN AP broadcasts a beacon on an assigned channel in the 2.4 GHz 

band every 10 milliseconds to report network availability as well as link quality 

information. The 2.4 GHz band is shared by other equipments in the industrial-scientific-

medical (ISM) band. This band is divided into channels 1-11 each with 26 MHz of 
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bandwidth with three non-overlapping channels. The link level information available in 

each beacon frame includes the AP's name, AP's medium-access-control (MAC) address, 

RSS in dBm, noise in dBm, signal-to-noise-ratio (SNR) in dB and channel number. 

There are many factors that can affect the WLAN based RSS measurements such as MS’s 

orientation, time of day, environment, distance from transmitter, interference from other 

AP’s, and make of wireless cards. We used a dedicated channel for our measurements to 

limit the effect of interference from other AP’s in the area. In order to address the MS’s 

orientation factor the measurement was done in multiple directions at the same location. 

The post processing unit is used to extract the information associated with the desired AP 

and add a time tag and apply a five seconds averaging window to the collected data. 

At the end it should be noted that RSS values reported by most WLAN cards are in 

integral steps of one dBm. Consequently not all possible RSS values can be represented 

and the measurement results are dependent on the sensitivity of the WLAN card. The 

sensitivity of some typical WLAN cards is reported in Table 2-2 [44]. A sample path loss 

model on a line of site path and a sample RSS distribution at fixed location obtained with 

this measurement system are depicted in Figure 2-5 and Figure 2-13 respectively. 

 
 

Table 2-2: Measurable range of WLAN cards  
 

Vendor Model Max RSS 
[dBm] 

Min RSS 
[dBm] 

Range  
[dB] 

Lucent Orinoco Gold -10 -102 92 
Lucent WaveLAN Silver -10 -94 84 
Cisco Aironet 350 series -10 -117 107 

Proxim Orinoco gold -11 -93 82 
SMC EZ Connect SMC2635W -14 -82 68 

D-Link Airplus DWL-650+ -50 -100 50 
 

28 



 

 

 
 

Figure 2-11: RSS channel measurement system for indoor localization  
 
 
In the path loss depicted in Figure 2-12 the observed distance power gradient is 

2.1α = which is similar to a LOS condition. The statistical distribution of the temporal 

behavior of RSS at a fixed location is depicted in Figure 2-13.  
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Figure 2-12: Sample path loss measured by IEEE 802.11 pc card 
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Figure 2-13: RSS distribution at a fixed location obtained by a WiFi measurement system 

 
 

2.4.1.2. WiFi RSS Measurement vs. RT and IEEE 
802.11 Channel Model in Scenario I 

 
We placed seven WiFi AP’s at different locations as mentioned in scenario I, and 

deployed a WiFi RSS measurement campaign using the measurement system we 

described in 2.4.1.1. We collected 802.11 signal strength values from AP1-AP7 at over 

two hundred and fifty different locations. Each of the seven 802.11 AP’s broadcasts a 

beacon on an assigned channel (1,4,6,8, and 11) every 10 milliseconds. Channel 

assignments were conducted in a way to reduce the interference between overlapping 

channels. The receiver was configured to scan channels 1,4,6,8, 11 periodically for 500 

milliseconds. We used the IEEE 802.11 recommended channel model and our two 

dimensional RT software; as described in sections 2.3.1-2.3.2; to simulate RSS 
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measurements at the same reference locations in scenario I and compared the simulated 

values with the measurement results.  

Our observation showed that both ray tracing and 802.11 channel model provide an 

approximation of on site measurement. We have summarized the correlation coefficients 

between RSS values from each access point (AP1-AP7), obtained by measurements, the 

results generated by ray tracing and IEEE recommended channel model in . In 

this table (x,y,z) represent the location of each AP. The smallest correlation coefficient 

can be justified, by considering the fact that AP3 was located at a lower elevation 

compared to the other access points in the building. We observed that generally RT 

provides a better approximation compared to the 802.11 model, mostly because of the 

indoor multipath fading which is highly dependent to the geometry of the building and is 

not counted for in IEEE channel model. The RSS from AP1 at all the reference locations 

are depicted i

Table 2-3

n Figure 2-14. Similar comparative figures for AP2-AP7 are provided in 

appendix A. 

       

 
 
 

Table 2-3: Correlation coefficients between measured and simulated RSS 
 

 
Location of the AP  

Correlation between 
Measurement & 

 
Access 
Point X Y Z Ray- 

Tracing 
IEEE 
802.11 

AP01 13.4 43.2 2.6 0.94 0.86 

AP02 6.3 22.1 3.0 0.91 0.92 

AP03 48.4 6.2 0.9 0.74 0.66 

AP04 6.0 4.0 2.0 0.91 0.87 

AP05 37.4 33.0 3.0 0.84 0.79 

AP06 54.4 27.5 2.0 0.89 0.92 

AP07 19.0 18.0 3.0 0.82 0.76 
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Figure 2-14: Channel models vs. measurements at AP1 

 
 

 

2.4.2. Scenario II: Third Floor of the AWK 

The second scenario for performance evaluation is at the third floor of Atwater Kent 

laboratory (AWK3) building in WPI campus. Three AP’s (AP1-AP3) are located in this 

floor at known locations (Figure 2-15). The MS moves along existing hallways on this 

floor. B1 and B2 are a metallic chamber and a service elevator located in this floor, 

respectively. Both B1 and B2 obstruct the DLOS component of the transmitted signal 

from AP1 and AP3 in some locations on the path, causing ranging estimation errors by 

generating UDP channel profiles. 
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Figure 2-15: Experimental scenario for a typical wideband localization system 

 

2.4.2.1. UWB measurement system for scenario II 
 

Although RSS measurement system provides a convenient and easy to implement 

measurement system, it does not provide channel impulse response which is required for 

development of more complex TOA and RSS based localization algorithms. In this 

section we describe our wideband frequency domain measurement system [5,34,45,46] 

that determines the channel impulse response by sending a narrow pulse and observing 

the effect of the channel on the received signal.  

The major components of our coherent wideband frequency domain measurement system 

are shown in . The wideband network analyzer emulates a coherent 

transmitter-receiver set. A short duration pulse is generated as a frequency sweep by the 

network analyzer and transmitted over the air through the transmitter antenna after RF 

Figure 2-16
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power amplification. The transmitted signal arrives at the receiver antenna, passes 

through a low noise amplifier, and appears at the input of the network analyzer. Since 

transmission of a band-limited signal results in a long duration pulse in the time domain, 

in order to achieve better spectral characteristic we apply a raised cosine window with 50 

percent excess bandwidth ( 1
2β = ) to the transmitted signal. 

 

Network
Analyzer

Power
Amp.LNA

Tx.Rx.

Post
Processing

TOA
RSS

Cable

Frequency Domain
Measurement System

 
 

Figure 2-16: Frequency domain measurement system 
 
 

Figure 2-17 and Figure 2-18 show plot of the magnitude of a typical frequency response 

with and without applying a pulse shaping window measured at a fixed location 

respectively. The pulse shaping window reduces both the frequency selective fading 

effect and out of band interference in the frequency domain. This in turn reduces the 

number of observed paths in the time domain signal. The corresponding magnitude of the 

time domain response for the same experiment is shown in Figure 2-19. This system can 

be used for both TOA and RSS estimation.  
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Figure 2-17: A sample channel frequency response using a rectangular window 
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Figure 2-18: A sample channel frequency response after applying a raised cosine window 
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Figure 2-19:  Sample channel  impulse response    

 
A scatter plot of the power versus the distance on a log scale for a line of site experiment 

in a 500 MHz system is depicted in Figure 2-20. The path loss model for this experiment 

is comparable with the model obtained in Figure 2-12.  The distance power gradient in 

both cases is approximately the same ( 2α ≈ ).  

1 2 3 4 5 10 15 20
-75

-70

-65

-60

-55

-50

-45

-40

-35

-30

-25

Distance [m]

R
S

S 
[d

B]

RSS
Path Loss 

Y = - 21.27  x log
10

(d) - 28

 
Figure 2-20: Sample path loss measured by wideband frequency domain measurement 
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2.4.2.2. TOA and RSS Measurement vs. RT Simulations 
in Scenario II  

 
In section 2.4.1.2 we used RT and IEEE 802.11 recommended channel model to simulate 

the behavior of a radio channel in indoor environments and examined the accuracy of 

both techniques in simulating a WiFi measurement system. In this section we generalize 

the radio channel modeling technique for wideband channel measurement system. In 

order to study both TOA and RSS based systems we need to model the entire channel 

profile rather than a single RSS value. 

We conducted a frequency domain measurement [5,34] as described in 2.4.2.1 at 76 

points along the specified track in scenario II. Our measurement system is centered at 1 

GHz with 500 MHz of bandwidth. The transmitting and receiving antennas were both 

monopole antennas with small metal ground planes whose radiation pattern were 

assumed to be the same as omnidirectional dipole antennas. Both antennas were mounted 

at 1.6 m above the floor. We placed the transmitting antenna at AP1-AP3 and the 

receiving antenna was located at 76 distinct locations along the track representing the MS 

location. The post processing unit; located at the receiver; applies a raised cosine filter 

followed by a peak detection; and estimates RSS and TOA of a received signal. The filter 

can be configured as either a 25 MHz or 500 MHz filter to exemplify WLAN and WPAN 

systems respectively. 

We simulated this scenario with an existing floor plan for AK3 as explained in scenario 

II. Our objective was to compare signal metrics that are used by localization algorithms, 

which are RSS, DME and their associated statistics in both 25 MHz and 500 MHz 

systems. A point by point comparison of RSS values for a 500 MHz system is depicted in 

Figure 2-21. Although the general pattern of simulated and measured RSS values look the 
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same but the difference between simulation and measurement at some of the locations 

was rather large. After some investigation we found that there have been some changes in 

the floor plan since it was originally created. For example a new wall has been added in 

the middle of the floor plan, and also the room in which AP2 was located is surrounded 

by numerous metallic objects which are not counted for in the original floor plan. We 

decided to add these details to the existing floor plan and simulated the same 

measurement scenario with RT using a new floor plan. We compared the RT generated 

channel profiles with channel measurement values using two different bandwidths. We 

used two systems with 25 MHz and 500 MHz bandwidths to represent WLAN and 

WPAN devices respectively. A point by point comparison of RSS values from AP1-AP3 

along the track for a 500 MHz and a 25 MHz system using the new floor plan is depicted 

in Figure 2-22 (a-b) respectively.  
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Figure 2-21: Comparison of RSS obtained by Measurement and RT using the old floor plan 
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(a) BW: 500 MHz 
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 (b) BW: 25 MHz 

 
Figure 2-22: RSS  (Measurement vs. RT ) 
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The mean and standard deviation of RSS from AP1-AP3 for both 500 MHz and 25 MHz 

systems are summarized in Table 2-4. RT simulated RSS values follow the actual 

measurement values except in certain areas. The average estimated RSS from AP3 is less 

than the actual measurements while the average RT estimated values from AP1- AP2 are 

more than the measured values. AP3 is located at the boundary of the building thus some 

of the rays originated from AP3 pass through the hallway wall and never reflect back into 

the building. However, in reality a portion of these rays reflect back after hitting adjacent 

buildings and increase the actual RSS values. The reason for a discrepancy between 

measurement and RT estimated RSS from AP1 at points 60-70 and form AP2 at points 

50-60 is that there are some metallic lab equipment and furniture located at the middle 

part of the floor plan which are not included in the floor plan used by RT. Thus, a more 

complete floor plan may be required to improve the RSS estimation at these points. 

Statistical comparison shows that RT provides an accurate RSS estimation in most points 

on the track.  

 

 

Table 2-4: Mean and std. dev. of RSS from AP1-AP3 

 

System
B.W.
[MHz]

Mean Std. Mean Std. Mean Std. Mean Std. Mean Std. Mean Std.

500 -62.1 9.8 -58 11.4 -57.6 14.8 -61 7.9 -57.1 9.4 -59.6 13.7

25 -66.9 10.4 -63.4 12.4 -62.5 15.4 -66 8.3 -62.9 9.9 -64 14.6

AP2 AP3

 RSS Measurement [dB] RSS RT [dB]

AP1 AP2 AP3AP1
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Figure 2-23 shows that at ninety percent of the locations the difference between the 

estimated and actual RSS value is less than 7.5 dB and 9.5 dB for 500 MHz and 25 MHz 

systems respectively. In order to compare the results obtained using the original floor 

plan and the new results using the updated floor plan we compared the associated CDF 

for both cases in 500 MHz system in Figure 2-24. This figure shows that updating the 

floor plan has reduced the ninety percentile error of RSS estimation by 6.5 dB. 
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Figure 2-23: CDF of relative RSS (Measurement vs. RT) 
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Figure 2-24: Comparison of RSS after the floor plan modifications 

 

The performance of TOA based localization algorithms, are highly dependent on DME. 

We compared DME values based on RT simulation and measurement in both 500 MHz 

and 25 MHz systems in Figure 2-25(a-b) respectively. The quantitative values for DME 

statistics are summarized in Table 2-5. These results show that RT estimated DME values 

are more optimistic compared to the actual DME.  

 

Table 2-5: Mean and std. dev. of DME 

System
B.W.
[MHz]

Mean Std. Mean Std. Mean Std. Mean Std. Mean Std. Mean Std.

500 2.5 1.2 2.3 1.6 2.6 2.3 1.7 2.2 1.5 1.4 0.9 1.2

25 10.1 7.4 9.2 6.6 10 9.5 4.5 5.2 4.4 3.8 2.8 3.2

 DME Measurement [m] DME RT [m]

AP1 AP2 AP3 AP1 AP2 AP3
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(a) BW: 500 MHz 
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(b) BW: 25 MHz 

Figure 2-25: DME (Measurement vs. RT) 
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The discrepancies between measurement and RT generated DME’s are due to lack of 

detailed floor plan information especially in the middle part of the building. Another 

observation is that a 25 MHz system experiences much larger DME values compared to a 

500 MHz system. Moreover, RT estimated TOA fits the actual TOA better in a wide 

band system. Figure 2-26 shows the statistical comparison between simulated and actual 

DME in both 25 MHz and 500 MHz systems. The difference between RT estimated 

DME and the actual measured DME is less than 4 meters in a 500 MHz system. This 

difference is increased to 16 meters in a 25 MHz system. TOA based localization systems 

are very sensitive to distance estimations and large DME values (DME > 2 m) cause 

large localization errors. In other words, Figure 2-26 shows that a 25 MHz system is not 

suitable for TOA based localization. RT provides a good approximation for the actual 

TOA measurements in a 500 MHz system and can be used for TOA based localization. 
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Figure 2-26: CDF of relative DME (Meas. vs. RT)
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Chapter 3                     
Localization Systems and Algorithms 
 
 
 
 
 
 

3.1. Introduction 
 
In this chapter we provide an overview of the RSS and TOA based indoor localization 

techniques considered in this dissertation. These algorithms include a number of 

traditional algorithms already present in the literature as well as four new channel model 

assisted algorithms introduced in this dissertation.  Indoor positioning systems can be 

classified by a set of properties such as sensing metric, localization algorithm, scalability, 

and other system parameters. This taxonomy can be used for characterization and 

performance evaluation of the positioning system [27,47]. In this dissertation our 

classification is based on localization algorithm and the sensing metric (RSS or TOA). In 

section 3.2 we classify the algorithms into distance based and pattern recognition based.  

Then we provide a detailed description of various RSS and TOA based localization 

algorithms in sections 3.3 and 3.4, respectively. In section 3.5, we introduce a new hybrid 

RSS-TOA algorithm which uses neural networks. Finally we conclude this chapter by 

providing a summary of major design and deployment issues related to localization 

algorithms in section 3.6. 
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3.2. Two Classes of Localization Algorithms 
 
An indoor positioning system estimates the location of the MS by using some signal 

metrics from a number of AP’s distributed in the area in a process called localization. We 

classify indoor localization techniques into distance based or pattern recognition based 

methods.  A distance based localization algorithm determines the distances between MS 

and three or more reference points; which may or may not be colocated with the AP’s; 

and locates MS through triangulation. In pattern recognition based algorithms, the 

localization system gets off line training to create a reference database of possible 

locations in an environment with an associated fingerprint at those locations.  So far as 

metrics classification is concerned, in this dissertation we restrict our study to those 

algorithms using RSS, TOA, or a combination of RSS-TOA attribute of a signal. 

Therefore, as shown in Figure 3-1, we have six classes of algorithms. Distance based 

localization requires an accurate and reliable distance measurements from three or more 

reference locations.  Since RSS systems can not provide a reliable distance estimate, most 

practical distance based indoor localization algorithms use TOA rather than RSS.    

Existing pattern recognition algorithms use on site measurements to create the required 

reference radio map, in this dissertation we introduce new algorithms by incorporating 

channel modeling techniques into the localization algorithm to replace the time 

consuming on site measurements.    
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Figure 3-1: Classification of localization algorithms 
 
 

3.2.1.  Distance Based Localization  

A distance based localization algorithm determines the distances between MS and each 

AP1 and locates MS through triangulation. The distance can be estimated from the 

attenuation of signal strength based on path loss, angle of arrival (AOA), TOA, and time 

difference of arrival (TDOA) of a signal. Distance estimation using TOA, TDOA, and 

AOA has been studied extensively for outdoor positioning systems [48]. These 

techniques are suitable for NUDP conditions. However, they suffer from large errors in 

indoor environments with UDP conditions. Distance estimation via TOA and RSS in 

indoor environments is described in this section.  

 

As mentioned in section 2.2 a radio channel impulse response between a transmitter and a 

receiver with infinite bandwidth is modeled as: 

                                                 
1 In distance based algorithms we consider the location of the AP’s as reference points.   
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i
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iβ δ τ
=

= −∑    (3-1) 

However, in a practical system with limited bandwidth W , the received signal r (  is 

given by: 

)W
d t

dr ( ) x ( ) h ( )W
d Wt t dτ τ τ

+∞

−∞

= −∫   (3-2) 

 
 
where  is the transmitted pulse. In a TOA based system the receiver estimates the 

distance between the transmitter and the receiver ( ) by extracting the first detected 

peak of the channel impulse response and applying 

x ( )W t

ˆ
Wd

(2-5). The error in distance estimation 

is quantified by DME defined as: 

,
ˆ

d W Wd dε = −    (3-3) 

where represents the actual distance between the transmitter and the receiver. TOA 

based distance estimation suffers from additive noise, and multipath effects. Extreme 

cases of multipath effect, causes UDP conditions, which can generate large range errors 

especially in systems with less bandwidth [

d

49]. For short range measurements where DP 

exists DME is statistically modeled as Gaussian 2 2N( , )T Tc cμ σ  where Tμ and 2
Tσ  are the 

mean and variance of the TOA estimation error [50]. However, UDP cases generate large 

errors that do not follow a zero mean Gaussian distribution [51]. Distance estimation 

using TOA of a signal has been used in commercial products with good precisions under 

NUDP conditions in wideband systems. A typical localization algorithm which applies 

triangulation using distance estimation is least square TOA (LS-TOA) and is described in 

section 3.4.1.  
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In general, the relation between the average power in dB, dRSS , and distance is given 

by [

d

34,52]: 

1010 logd tRSS P d Xα= − +   (3-4) 

in which α  is the distance-power gradient, X  is the shadow fading 2N(0, )Xσ , and  is the 

transmitted power in dB. In open outdoor environments 

tP

α is a constant value, and for a 

given dRSS estimated distance follows a log-normal distribution given by [53]: 

( )2

d 2

ln( )1f ( ) exp
22

d
d

d

μ
σπ σ

⎛ ⎞−
⎜= −
⎜
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⎟
⎟

  (3-5) 

where: 

10

ln(10);
10 log ( ) 10

t d
X

P RSS
e

μ σ
α
−

= = σ
α

  (3-6) 

 

Figure 2-24 shows a scenario in which the MS is located in the coverage area of three 

access points (AP1-AP3) with the following assumptions: 

• Transmit power from each AP : 0 dBm 

• Constant distance power gradient for AP1-AP3 ( 2α = )  

•  0 30[ ]L d= B

•  2 10[ ]x dBσ =

 

 The actual location of the MS is the cross-section of the three circles. 
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Figure 3-2: Distance based localization using RSS 
 

The estimated location using triangulation by means of RSS based distance estimation is 

shown as blue dots in Figure 3-2. In spite of high RSS coverage from AP1-AP3 (Figure 

3-3) we observe large localization errors due to large DME values.  

 

-80 -75 -70 -65 -60 -55 -50 -45 -40 -35 -30
0

0.02

0.04

0.06

0.08

AP
1

Distribution of RSS From Each AP

-80 -75 -70 -65 -60 -55 -50 -45 -40 -35 -30
0

0.05

0.1

AP
2

-80 -75 -70 -65 -60 -55 -50 -45 -40 -35 -30
0

0.02

0.04

0.06

0.08

AP
3

RSS [dBm]

 

Figure 3-3: Distribution of RSS from each AP 
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The estimated distances from each AP along with the expected distribution obtained by 

(3-5) are shown in Figure 3-4. The statistics of DME from each AP is summarized in 

Table 3-1.  
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Figure 3-4: Distribution of estimated distance from each AP 
 

Although the average DME is not a large number but the large variation in DME causes 

large localization errors.  

 

 

Table 3-1: DME statistics in distance estimation using RSS 
 

AP Mean(DME) 
[m] 

Std. dev.(DME) 
[m] 

AP1 1.4 7.8 
AP2 1.9 12.2 
AP3 3.8 24.5 
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The complementary CDF of the localization error is depicted in Figure 3-5 which 

presents large errors. In summary (3-4) does not provide good distance estimation in 

indoor environment because, α  changes in different buildings and directions. Moreover, 

shadow fading is a highly unpredictable component in indoor environment. Therefore, 

the estimated distance obtained from this equation in indoor environments is very 

unreliable and most practical distance based indoor localization algorithms use TOA 

rather than RSS. Example of location-sensing systems that use TOA or TDOA are GPS 

[27], the Active Bats [54], and the Cricket [55]. 
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Figure 3-5: CCDF of localization error 
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3.2.2. Pattern Recognition Based Localization 

In recent years, pattern recognition techniques have been used for indoor localization as 

an alternative to distance based algorithms since distance estimation in a multipath and 

scatter rich environment is a challenging problem. In pattern recognition based 

algorithms, the localization system gets off line training to create a reference database of 

possible locations in an environment with an associated fingerprint at those locations. We 

refer to this pregenerated database as reference radio map. During the localization period, 

the matching algorithm compares the characteristics of the observed signal with the 

existing fingerprints in the radio map and chooses the reference point that matches best 

with the observed data and declares that as the MS’s current location. The block diagram 

of a pattern recognition based localization system is shown in Figure 3-6. 

 

Figure 3-6: Localization using pattern recognition 
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Pattern recognition techniques generally use a non-geometric attribute feature at a 

reference location such as RSS or TOA of a signal. Pattern recognition techniques do not 

require the MS to be in the coverage area of at least three AP’s to be able to determine its 

location. The main disadvantages of pattern recognition based algorithms are the 

complexity of the localization algorithm, and exhaustive amount of data collection 

required for the training. Existing pattern recognition algorithms, use extensive on site 

measurements to create the reference radio map. We introduce new localization 

algorithms by incorporating channel modeling techniques as part of the algorithm in 

sections 3.3 - 3.5. A generic block diagram for such an algorithm is shown in Figure 3-7. 

Using channel assisted localization algorithms, we not only reduce the deployment cost 

of the system, but also we can improve the performance of the localization algorithm by 

increasing the number of reference points in the radio map. 

 

 

 
 

Figure 3-7: Application of channel models in pattern recognition localization 
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3.3. RSS Based Localization 
 
RSS is a signal metric that most off the shelf wireless devices can measure. As an 

example the MAC layer of IEEE 802.11 WLAN provides RSS information from all 

active AP’s in a quasi periodic beacon signal that can be used as a metric for positioning 

[16,22,56]. Since the total RSS value is the sum of signal strengths of each individual 

path in a multipath environment, RSS based localization algorithms take advantage of the 

existing multipath diversity in the channel. Furthermore, the timing requirement in RSS 

based techniques are less rigorous compared to TOA based algorithms, and the system is 

more tolerant in UDP cases. In open outdoor environments RSS decays linearly with log 

distance thus a MS can uniquely map an observed RSS value to a distance from a 

transmitter and consequently identify its location by using distances from three or more 

AP’s. Unfortunately instantaneous RSS inside a building varies over time; even at a fixed 

location; this is caused largely by channel variations due to shadow fading and multipath 

fading. Consequently statistical approaches using pattern recognition algorithms to 

location estimation prevail. In this section we describe pattern recognition algorithms that 

use RSS metric for indoor localization. 

 

Let ( , )x y  be the MS location to be determined, [ ]1 2 ... mP P P=O  is an observed RSS 

vector from 1 2, ,..., mAP AP AP  located at 1 1 2 2( , ) , ( , ) , ...( , )m mx y x y x y  respectively. Let 

[ ]1 2( , ) ( , ) ( , ) ... ( , )mx y Z x y Z x y Z x y=Z  be the vector of expected RSS measurements at ( , )x y . 

The MS’s location can be estimated as ˆ ˆ( , )x y  where ˆ ˆ( , )x yZ  provides a good 

approximation of [ ]1 2( , ) ... mx y P P P=O . We define the error function as: 
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The estimated location for ˆ ˆ( , )x y must minimize (3-7). In other words: 

( , )x yε∇ = 0                                               (3-8) 

ˆ ˆ( , ) argmin( ( , ))x y x yε=    (3-9) 

 

Applying (3-8) to (3-7) we obtain: 
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  (3-12) 

Path loss models are often represented by a constant and a logarithmic component2 [34

,52]: 

2
i 0 1( , ) ln ( ) ( )iZ x y x x y yβ β ⎡= − − + −⎣   (3-13) 

where 0 1,β β  are some site specific constant values. Thus: 
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  (3-14) 

                                                 
2 This is a simplified version of (3-4) if we do not consider the shadow fading effect. 
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Substituting (3-13) and (3-14) in (3-12) assuming 1 0β ≠ we obtain: 
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Equation (3-15) represents a set of nonlinear over-determined equations. To find a 

numerical solution for the set of nonlinear equations most RSS based use pattern 

recognition localization by creating a priori conditional probability distribution of RSS 

vectors in an environment (radio map) during an offline training phase called 

fingerprinting [22,23,57]. A high resolution grid of reference points at known locations is 

selected. At each k-th reference point on the grid a reference fingerprint vector 

[ ]1 2( , ) ..k k k k kmZ x y Z Z Z=  is collected. During the localization period MS uses a matching 

algorithm to map an observed RSS fingerprint vector to a physical location. In this 

algorithm the MS can determine its location without knowing the exact location of the 

access points.  
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3.3.1. Closest Neighbor (CN) 

The basic algorithm in pattern recognition class is called the closest neighbor (CN) or 

nearest-neighbor (NN) [22]. In this algorithm MS compares an observed RSS vector with 

all available fingerprints in the reference radio map and finds a reference point with the 

smallest Euclidean distance in signal space and reports that as the current location of the 

device. Suppose that MS observes [ ]1 2 ... mP P P=O . The Euclidean distance between this 

vector and the k-th reference point entry in the radio map [ ]1 2( , ) ..k k k k kmZ x y Z Z Z=  is given 

by: 

1/ 2
2

1
( )

m

k i ki
i

D P Z
=

⎛ ⎞
= −⎜ ⎟
⎝ ⎠
∑    (3-16) 

 

The CN algorithm maps the location of MS to an entry on the radio map. Another 

variation of this algorithm finds the M closest reference points and estimate the location 

based on the average of the coordinates of these M points [57]. 

3.3.2. RT Assisted RSS Based Closest Neighbor          

(RT-RSS-CN) 

Generally an RSS radio map is generated using on-site measurement in a process called 

training or fingerprinting. On site measurement is a time and labor consuming process in 

a large and dynamic indoor environment. In [26] we have introduced two alternative 

methods to generate a radio map without on site measurements. The RT-RSS-CN 

algorithm uses RT to generate the reference radio map. During localization MS applies 

the CN algorithm to the simulated radio map. In this way we can generate a very high 
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resolution radio map and obtain higher localization accuracy.  In order to generate an 

accurate radio map in this technique the localization system requires knowing the 

location of the available access points. 

3.3.3. Maximum Likelihood RSS Based Location 

Estimation  

The performance of the CN localization algorithm depends on the grid resolution of the 

reference radio map. Using more reference points on the map provides higher localization 

accuracy. In order to achieve a fine resolution from a coarse location estimation based on 

a given radio map, [21,23] apply a machine learning technique to interpolate between 

several reference points on the map. The advantage of this approach compared to CN is 

that, in this method the estimated location is not restricted to existing reference points, 

thus the number of reference points can be reduced. This provides a trade off mechanism 

between the number of reference points and estimation accuracy.  

Our objective is to estimate the location of the MS, given that  is the 

RSS vector received from  access points (AP

1 2
ˆ ˆ ˆˆ ( , ,.., )mP P P=o

m 1-APm). The following section describes 

the training process used to create a likelihood function at each reference point on the 

radio map through either a measurement campaign or channel simulation. 

Given a set of n  distinct reference locations { }1 2, ,... nL l l l= ; { }( , ); 1,2,...i i il x y i n= ∈ ; in 

area  and k  observations at each location where: A

{ }1 2 n=O O ,O , ...,O    (3-17) 

{ }; {1,2,..., }i i1 i2 ik i= ∈O o ,o , ...,o n   (3-18) 
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1 2( , ,.., )ij ij ij ijmP P P=o    (3-19) 

 
:iO  A set of k observation at reference location  ( , )i i il x y=  

ijo : RSS values from  access points (APm 1-APm) 

ijtP : j-th RSS observation from APt at reference location ( , )i i il x y=  
m  : Number of access points 
 

We denote the probability of observing 1 2( , ,.., )mP P P=o ; as p(  and the prior probability 

of being at location ,  respectively. We obtain the posterior distribution of 

the location by applying Bayes rule: 

)o

( , )l x y= p( )l

o o
l

'

f ( | ).p( ) f ( | ).p( )f ( | )
p( ) p( | ') p( ')

l L

l l l ll
l l

∈

= =
∑

o oo
o o

  (3-20) 

where and  are conditional probability distribution functions of being at 

location  given the observation 

lf ( | )l o f ( | )lo o

( , )l x y= 1 2( , ,.., )mP P P=o , and the probability distribution 

function of observing o  given location ( , )l x y= , respectively. Generally, the prior 

probability density function of  is a mechanism to incorporate previous tracking 

information to this system. Here for simplicity we assume that  follows a 

uniform distribution, and does not depend on location l  so it can be considered as a 

normalization factor. Application of these assumptions reduces 

p( )l

( , )l x y=

p( )o

(3-20) to (3-21), where η  

is a constant normalization factor. 

o
l

f ( | ).p( )f ( | ) .f ( | )
p( )

l ll η= =
oo

o o lo   (3-21) 

The term  is called the likelihood function, which in discrete domain gives the 

probability of observing a profile 

f ( | )lo o

1 2( , ,.., )mP P P=o  at a given location .  ( , )l x y=
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Equation (3-21) shows that estimation of the likelihood function f  leads to finding 

. The posterior distribution function  can be used to find the optimum 

location estimator based on any desired loss function. In particular, using expected value 

of the location minimizes the mean squared error and 

( | )lo o

lf ( | )l o lf ( | )l o

(3-22) shows this estimation: 

[ ] o
'

E | . ' .f ( | ')
l L

l lη
∈

= ∑o o l    (3-22) 

Here we use a Gaussian kernel function to model the likelihood function f . 

Suppose we have observations at point 

( | )lo o

k ( , )l x y= . Equation (3-23) defines one 

prospective likelihood function:  

1

1f ( | ) K( , )
k

i
i

l
k =

= ∑o o o o    (3-23) 

             and  1 2( , ,.., )mP P P=o 1 2( , ,..., )i i i imP P P=o

where  denotes the kernel function. We assume that RSS  from access point t  is 

a Gaussian random variable 

K( , )io o tP

2N( , )tPμ σ= ; where 2σ  is an adjustable parameter. If we 

assume that the consecutive values of  are independent, we can use a Gaussian kernel 

function and obtain:  

tP

( )

21
22

1

( )

Gauss 1 1K ( ,... , ,..., )
2

m

r ri
r

P P

m i im m
eP P P P

σ

πσ

=

− −∑
=   (3-24) 

Combining (3-23),  and (3-24) we conclude: 

21
r22

1

1 m

( P )

p ..p 1
1

1f ( ,.., | )
( 2 )

m

r i
r

k P

m m
i

P P l e
k

σ

πσ
=

− −

=

∑
= ∑   (3-25) 
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This is the likelihood function of observing 1 2( , ,.., )mP P P=o  at location . We 

generate these likelihood functions at each reference point on the radio map during the 

offline training phase. In order to find the location of the MS when it observes the RSS 

vector , we apply this observation to 

( , )l x y=

1 2
ˆ ˆ ˆˆ ( , ,.., )mP P P=o (3-21) and (3-22) at each reference 

point on the map to find the expected value of the location. 

3.3.4. RT Assisted RSS Based Maximum Likelihood   

(RT-MAX-RSS) 

In this algorithm we use RT channel simulations to create the required likelihood 

functions  in of ( | )lo (3-22) at each reference point. RT simulated RSS values are applied 

in (3-23)  to obtain the likelihood function . The variance of ( | )lo 2σ  in the Kernel 

function is an adjustable parameter which can be tuned based on the environment. In the 

rest of this dissertation we refer to this algorithm as RT-MAX-RSS algorithm.    

3.4. TOA Based Localization  
 
There are two shortcomings with current RSS based localization techniques. The first 

limitation is caused by the fact that RSS based systems do not use the physical 

characteristics of the signal directly and rely on an environment dependent radio map 

which needs to be generated and calibrated for each and every building, thus RSS based 

algorithms are restricted to a campus or inside a building area, and do not scale well for 

large service areas. The second shortcoming of RSS based algorithms is low accuracy. In 

mission critical applications such as public safety, patient tracking, etc. the positioning 

system must be able to find the location with an estimation error of less than 1-5 meters 
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in indoor areas. In order to achieve such a high accuracy the localization algorithm must 

rely on other signal metrics such as TOA of a signal. In this section we describe TOA 

based localization techniques that can be used for indoor geolocation applications. 

3.4.1. Least Square TOA (LS-TOA) 

Let ( ,M M )X Y  be the location of MS to be determined, r1, r2, and r3 are estimated distances 

between MS and AP1, AP2, AP3 which are located at 1 1 2 2( , ), ( , ),x y x y and 3 3( , )x y  

respectively. We can find by solving the following set of equations: 

2 2
1 1( ) ( )M M

2
1X x Y y− + − = r

2
2

  (3-26) 

2 2
2 2( ) ( )M MX x Y y− + − = r

2
3

  (3-27) 

2 2
3 3( ) ( )M MX x Y y− + − = r

)

  (3-28) 

 

In an ideal system if these circles overlap, all three equations will be satisfied. In other 

words we can select any two of theses equations, find two candidate solutions 

for ( ,M MX Y . One of the candidate solutions will satisfy the third equation and that 

corresponds to the location of MS.  However, in a more realistic scenario these circles 

may not overlap or they may not overlap at the same location. Thus, none of the 

candidate solutions will satisfy the third equation. Furthermore, the number of AP’s 

might be more than three (Figure 3-8). Thus we need to combine all these equations in 

order to find an optimal solution. For a set of n AP’s this problem can be described by: 

 

;M

M

X
Y

X H⎡ ⎤
⎢ ⎥
⎣ ⎦

= =X b    (3-29) 
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Figure 3-8: Typical TOA based localization scenario 

 
 
 
where:  

2 1 2 1

3 1 3 1 2 2 2

1 1

;
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x x y y
x x y y

H K

x x y y
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  (3-31) 

 
 

The least square solution for this over-determined set of equations can be derived as [58]:  

 

( ) 1ˆ

ˆ
ˆ m T

m

X
H H H b

Y
X

−⎡ ⎤
=⎢ ⎥

⎢ ⎥⎣ ⎦
= T      (3-32) 

where H and b are (m-1) x (m-1) and (m-1) x 1  constant matrices. Various techniques for 

finding numerical solutions for (3-29) have been used in the literature [59,60]. All the 
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algorithms in this class are challenged by UDP channel conditions in a multipath and 

scatter rich indoor environment [61]. 

3.4.2. Closest-Neighbor with TOA Grid (CN-TOAG) 

The performance of LS-TOA algorithm is very sensitive to UDP conditions [30]. 

Reference [28] introduces a TOA based pattern recognition localization technique; 

Closest-Neighbor with TOA Grid (CN-TOAG) Algorithm; where the observed distance 

measurement  vector is compared to vectors of expected distances in the radio map that 

characterize a given indoor area. Associated with each point in radio map is a vector of 

distances from each AP. This vector is known as the range signature. The CN-TOAG 

algorithm compares the vector of observed distance measurements to the range signature 

at each point, and selects the point with the minimum Euclidean distance as the location 

estimate. The range signature associated with each point is exact, since it is based on 

straightforward geometrical calculations. In this way the localization system does a 

database search rather than a complex operation to solve (3-29). The second advantage of 

this technique is that it makes the estimation error a bounded value. Application of 

equation (3-32) for an indoor environment, with UDP conditions can generate very large 

errors but CN-TOAG estimated location must be a reference point within the radio map. 

It must be noted that the estimation accuracy of the CN-TOAG algorithm; like most 

pattern recognition based localization algorithms; depends on the granularity of the radio 

map, which is determined by the spacing between the reference points. 
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3.4.3. RT Assisted TOA Based Closest Neighbor        

(RT-TOA-CN) 

CN-TOAG [28] algorithm uses a deterministic TOA radio map which consists of vectors 

of expected distances from multiple access points, and characterizes a given indoor area. 

During localization an observed distance measurement vector is compared to vectors of 

expected distances in the radio map and the reference point with the minimum Euclidean 

distance is reported as the location estimate. This technique like other TOA based 

algorithms is sensitive to the occurrence of UDP conditions as well as system bandwidth. 

The performance of CN-TOAG can be improved by incorporating site specific TOA 

estimation at each reference point on the radio map rather than an expected deterministic 

value. This can be accomplished by a fingerprinting process either through an on site 

measurement or a wideband channel modeling tool such as RT. In RT-TOA-CN 

algorithm we use RT to generate the reference radio map. During localization MS applies 

the CN algorithm to the simulated radio map to estimate the location. By using a high 

resolution radio map, we obtain higher localization accuracy. 

3.5. Hybrid RSS-TOA Based Localization  
 
As we discussed in previous sections, RSS based localization techniques are less 

sensitive to multipath, UDP conditions, and system bandwidth [30]. TOA based 

localization algorithms on the other hand are more accurate at NUDP points provided that 

we use a wideband receiver (BW > 200 MHz). The complementary behavior of TOA and 

RSS based localization techniques creates a motivation to develop a hybrid RSS-TOA 

algorithm. We use neural networks for this hybrid algorithm because it provides a 
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flexible learning and modeling capability which are the essential requirements for solving 

a nonlinear and complex pattern recognition indoor localization problem. 

In this section we explain the general architecture of the neural network that can be used 

as a hybrid RSS-TOA pattern recognition algorithm.  

3.5.1. Hybrid RSS-TOA Based Using Neural Networks 

(RT-HYB-NN) 

Neural networks are composed of simple interconnected elements (Neurons) operating in 

parallel. The overall function of the network is largely determined by the connection of 

neurons. A neural network can be trained to perform a complex pattern recognition 

function by adjusting the connection between neurons [62]. In most application a neural 

network is trained so that a particular input generates a predefined target output. For 

example the neural network in Figure 3-9 is adjusted based on a comparison of the output 

and the target signal. In a practical system many pairs of input target values are used in 

this supervised learning process to train this network. A brief introduction to neural 

networks is presented in appendix B.  

 
 

Figure 3-9: Supervised learning in a neural network 
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A trained neural network can be viewed as a black box processing unit which estimate 

the location of MS based on the current RSS and TOA observations. A neural network 

does not require any environmental information such as location of the transmitters or the 

geometry of the environment. RSS based pattern recognition localization algorithms 

using neural networks have been used in WLAN systems [63-65]. The accuracy and the 

precision performance of neural networks was reported to be slightly better than nearest 

neighbor algorithm [66]. 

 

 
Figure 3-10: Neural network architecture for hybrid RSS-TOA based localization 

 

We use a multilayer-perceptron (MLP) neural network (Figure 3-10) developed through 

supervised learning, as an underlying engine for a hybrid RSS-TOA based localization 

algorithm. Two sets of input lines are assigned to RSS and TOA measurements from 

AP1-APm in this neural network. The output ( , )x y  is the current location of MS. It has 

been shown that a MLP with a single hidden layer is sufficient to approximate any 

continuous function to some desired accuracy provided that we use sufficient number of 

neurons [67]. The performance function of such a network has the form of a sum of 

squares: 

2
i

1

1E( ) ( O ( ))
2

N

i
i

w T w
=

= −∑    (3-33) 
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Where and are the target and current output values for pattern as a function of 

the network weights  and is the number of training points. We use tan-sigmoid 

defined by 

iT iO ( )w i

w N

(3-34) and the identity function as transfer functions for the hidden layer and 

the output layer respectively. 

 

2

2tansig( ) 1
1 xx

e−=
+

−    (3-34) 

 
 
This neural network is trained with RT generated radio map using Levenberg-Marquardt 

algorithm [68].  

3.6. Summary 

For a successful deployment of a positioning system, a designer needs to determine the 

suitable localization algorithm based on the following interrelated system parameters: 

(Figure 3-11) 

• Application and environment: The application and environment where the 

system needs to be deployed in, determines the required accuracy and coverage 

area.  

• System bandwidth: This is usually dictated by the available access network 

infrastructure and has a large impact on TOA based localization algorithms and 

system performance.   
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Figure 3-11: Positioning system design considerations 

 

• Signal Metric: The attribute of the signal which is used for localization. RSS and 

TOA are the two signal metrics that have been used in this dissertation. The 

advantages and disadvantages of each metric are listed in Table 3-2. 

• Localization algorithm: Using more complex algorithms results in a more 

accurate system.  In other words localization algorithm can be used as a trade off 

mechanism between system complexity and localization accuracy. 

 
 
Figure 3-12 summarizes all localization algorithms used in this dissertation with the 

newly introduced algorithms in red boxes. We compare the performance and bandwidth 

requirement of each algorithm in scenario I and scenario II in Chapter 4. 
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Table 3-2: Comparison of RSS and TOA as localization metric 
 
Signal 
Metric Advantages Disadvantages 

TOA 
• Accurate at NUDP conditions 
• No need for exhaustive training 
• Good scalability 

 

• More bandwidth requirement 
• Complex hardware 
• Very sensitive to bandwidth and 

UDP conditions 
• Complex timing requirements 

RSS 

• Simple hardware 
• No need for complex timing 
• More resilient to UDP 

conditions 
• Less sensitive to system 

bandwidth 

• Not as accurate as TOA based 
localization at NUDP conditions 

• Long training procedure 
• Complex algorithms 
• Does not scale easily to large 

areas 
 
 
 

 

Figure 3-12:  Localization algorithms used in this dissertation 
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Chapter 4                        
Performance Comparison of Localization  

Algorithms 

 

4.1. Introduction 
 

In this chapter we compare the performance of various TOA and RSS based algorithms 

introduced in Chapter 3 using scenario I and scenario II described in chapter 2.  Section 

4.2 investigates the potential use of RT and IEEE 802.11 recommended channel model as 

alternatives for on site measurements in traditional RSS-based WiFi indoor positioning 

systems.  In particular we compare the performance of our channel model assisted 

algorithms with the performance of the Ekahua™ commercial indoor positioning product 

[69] in scenario I in the first floor of Atwater Kent Laboratory.   Section 4.3 compares the 

performance of LS-TOA, CN-TOAG, RT-RSS-CN, and RT-MAX-RSS., localization 

algorithms using systems with bandwidths of 25 MHz and 500 MHz in scenario II at the 

third floor of the Atwater Kent Laboratory.  In this section we use RT for both training of 

the algorithms and generation of channel profiles used for performance evaluation.  

Section 4.4 uses UWB measurements for performance evaluation of LS-TOA, CN-

TOAG, RT-TOA-CN, and RT-RSS-CN in scenario II.  We conclude this chapter in 
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section 4.5 by describing an RT trained neural network architecture adopted for hybrid 

RSS-TOA based localization. In this section we also compare the performance of this 

algorithm with LS-TOA, CN-TOAG, RT-TOA-CN, RT-RSS, and CN in both 25 MHz 

and 500 MHz systems in scenario II. Table 4-1 summarizes all the algorithms that we use 

in this chapter and highlights the newly introduced algorithms in bold and red.   

 

Table 4-1: Classification of localization algorithms 

 

 

4.2. Channel Modeling as an Alternative for 
Measurement in Scenario I 

 
In section 2.4.1.2 we compared the accuracy of RT and IEEE 802.11 recommended 

channel models in RSS estimation. Here we use the same testbed (Figure 4-1) with the 

following objectives:   

1. Study the possibility of using channel simulated results as alternative to on site 

measurements for RSS based indoor localization using two typical RSS based 
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algorithms and compare the results with a commercial RSS based localization 

system trained by on site measurements. 

2. Find the average localization error as a function of radio map resolution in a 

typical RSS based localization system. 

Major components of this testbed are shown in Figure 4-2. Three reference radio maps 

are generated by on site measurement, RT, and IEEE 802.11 recommended channel 

model. We have considered nearest neighbor1 and maximum likelihood RSS based 

localization as typical localization algorithms. Ekahau™ [69] is a commercial RSS based 

indoor positioning system which uses WiFi technologies. We used Ekahau positioning 

engine trained with on site measurements to create a baseline for performance 

comparison. RSS observation from AP1-AP7 at different locations are simultaneously 

fed to the localization algorithms and two instances of Ekahau positioning engine; trained 

at 4 and 13 reference points respectively. The estimated location reported by the system 

and Ekahau positioning engines are compared with the actual location of the MS.   

 

Figure 4-1: First floor of Atwater Kent lab (AWK1- Scenario I) 

                                                 
1 We use the term nearest neighbor and closest neighbor interchangeably. 
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Figure 4-2: Major components of the testbed for scenario I 
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4.2.1. Results and Discussions 

The most important performance metric in a positioning system is the localization error 

which depends on the resolution of the reference radio map. The performance of a typical 

localization algorithm can be improved by using a finer grid of reference points. Figure 

4-3 shows the impact of the number of reference points on the distribution of the 

localization accuracy in a system using nearest neighbor localization algorithm. 

Increasing the number of reference points from 4 to 250 reduces the ninety percentile of 

the localization error from 20 meters to 5 meters.   
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Figure 4-3: Impact of number of reference points on localization error using CN algorithm 
 

Although we can increase the number of reference points to achieve any desired accuracy 

for scientific empirical performance comparisons, in real-world situations this approach 

is impractical. Creating and maintaining a high resolution reference radio map using on 
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site measurements is a challenging process in a dynamic WLAN environment. In other 

words, for practical applications the optimal obtainable accuracy is often not the most 

important goal, but the issue is how easy it is to obtain a practically applicable accuracy. 

Here we explore the feasibility of radio channel modeling techniques to answer this 

question by demonstrating the average error as a function of the reference grid resolution. 

We used nearest neighbor and maximum likelihood localization algorithm as two typical 

RSS based localization algorithms. We applied both algorithms to three different radio 

maps generated by means of on site measurement, ray tracing, and IEEE 802.11 

recommended channel model with different number of reference points.  
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Figure 4-4: Average localization error for a system trained with on site measurement 
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Figure 4-5: Average localization error for a system trained with RT channel simulation 
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Figure 4-6: Average localization error for a system trained with IEEE 802.11 model 
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Figure 4-4 - Figure 4-6 show the average distance error estimation of both algorithms as a 

function of grid resolution for these radio maps. The two horizontal lines in those graphs 

are the average estimation error reported by Ekahau positioning engine with four and 

thirteen training points. Using these curves, a system designer can determine the optimum 

number of reference points to achieve a desired localization accuracy which is dictated by 

the application requirements. From these plots we can see that the performance of an RT 

trained RSS based localization system is comparable to a system which is trained by on 

site measurements. For example Figure 4-5 shows that the average localization error for 

nearest neighbor algorithm in a system which uses an RT generated reference radio map 

with 10 m grid resolution is 7.2 meters which is a good approximation for the 

corresponding average error in Figure 4-4 for any practical deployments. This is further 

illustrated in Figure 4-7 which shows the performance of the  nearest neighbor  algorithm 
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Figure 4-7: CCDF of localization error for different training alternatives  
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using the three reference radio maps, provided that the system is trained at sixteen 

training points. Between the two channel modeling methods, RT proved to be a more 

robust technique because it uses the physical and geometrical information of a building, 

in addition to the distance between the MS an AP to simulate the radio channel behavior. 

Usage of a generic model such as the IEEE 802.11 recommended channel model is not 

validated for all types of indoor environments. On the other hand, the IEEE 802.11 

recommended channel model can be employed more easily because it does not require a 

detailed floor plan and the RT software to create a reference radio map. Using channel 

modeling techniques, we can easily increase the grid resolution to achieve higher 

localization accuracy while increasing the number of reference points using on site 

measurements is a real challenge. In both channel modeling techniques the system needs 

to know the exact locations of the AP’s in order to create the reference radio map. 

However, a positioning system trained with on site measurements does not require 

knowing the location of the AP’s. 

In summary we demonstrated that RT and IEEE 802.11 channel models can be used to 

generate a reference radio map for RSS based localization in scenario I. We have 

summarized the advantages and disadvantages of each training alternatives in Table 4-2. 
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Table 4-2: Comparison of radio map generation alternatives 

Method Advantages Disadvantages 

On site 
Measurements 

 
• High reliability. 
 
• Generally algorithm 

does not need to know 
about the location of 
access points. 

 
• No need for accurate 

floor plan 
 

• Expensive 
• Positioning fails if there is 

no training 
• The number of required 

measurements grow 
exponentially with grid 
resolution 

• Any minor changes in the 
geometry of the network 
needs a new set of 
measurements 

Ray 
Tracing 

• No need for 
measurement 

 
• Higher resolution is 

achievable by using a 
finer grid with no 
substantial cost increase 

 
• Changes in network 

geometry can be 
reflected in a new set of 
simulations 

  
• Grid resolutions can be 

adjusted based on the 
application 

 
• Need for a third party 

software (RT) 
 
• An accurate floor plan of the 

building is needed 
 
• The location of all AP’s 

must be known in advance 
 
• Generally less accurate 

results compared to on site 
measurements. 

 

IEEE  802.11 
Model 

 
• No need for 

measurement 
• Higher resolution is 

achievable by using a 
finer grid with no 
substantial cost increase 

• Changes in network 
geometry can be 
reflected in a new set of 
simulations 

• Grid resolutions can be 
adjusted based on the 
application 

 
• The location of all AP’s 

must be known in advance 
 
• The results are less accurate 

compared to ray tracing or 
on site measurements.  
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4.3. TOA vs. RSS Based Localization Using RT in 
Scenario II  

 
This section presents experimental results that demonstrate a systematic comparison 

between RSS and TOA based localization techniques. We use RT to create a common 

framework for performance evaluation of localization algorithms. We present a 

comparison among LS-TOA and CN-TOAG algorithms from the TOA based algorithms, 

with RT-RSS-CN and RT-Max-RSS from the RSS based algorithms for applications with 

bandwidths of 25 MHz and 500 MHz, representing typical WLAN and WPAN 

positioning applications. We use RT to simulate UWB radio channel behavior in scenario 

II (Figure 4-8) which was introduced in section 2.4.2. We select 578 points on the middle 

path as all the possible locations where the MS can be present.  

 

 
Figure 4-8: Third floor of Atwater Kent lab (AWK3 - Scenario II) 
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B1 and B2 obstruct the direct line of site (DLOS) component of the transmitted signal 

from AP1 and AP3 in some locations on the path, causing ranging estimation errors by 

generating UDP channel profiles.  

 

 
 

Figure 4-9: Major components of the simulation for scenario II 
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Major components of this simulation scenario are depicted in Figure 4-9. The required 

radio map for RT-RSS-CN and RT-Max-RSS are generated by RT using 1040 reference 

points covering the entire floor plan in scenario II. The reference radio maps can be 

configured as a map generated by a system with 25 MHz or 500 MHz of bandwidths. 

Note that both the reference radio map and the MS’s observations along the path are 

simulated by RT. We apply a filter to simulate the behavior of either a 25 MHz or 500 

MHz system representing WLAN and WPAN systems respectively. We assume that 

AP1-AP3 are time synchronized so we can apply any TOA based localization algorithms. 

The objective of this experiment is to determine the X-Y location of the MS by applying 

various TOA and RSS based localization techniques, and compare the performance and 

bandwidth requirements for each algorithm. The required signal metrics for each 

algorithm are fed to the localization algorithm and the estimated location is compared 

with the actual MS location.    

4.3.1. Results and Discussions 

The effect of UDP conditions in DME in a 500 MHz TOA based distance estimation 

from AP1 and AP3 are shown in Figure 4-10 (a-b) respectively. The existence of the 

metallic objects B1 and B2 cause large DME values at some locations on the path. The 

light shaded areas represent the locations with UDP conditions. The DME values in these 

areas are more than 5 m. This situation can be caused by two reasons. First the MS might 

be out of the coverage area of an AP and the received signal is largely attenuated. In this 

case the MS experiences large DME and low RSS values. The second reason for UDP 

condition, is the obstruction of the DP while the other paths are not largely attenuated.   
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Figure 4-10: Effect of UDP condition on DME (BW: 500 MHz) 

 
 

For example the required receiver sensitivity for WLAN communications is around -85 

dBm which indicates that if MS observes RSS levels in the range of -60 to -75 dBm from 

an AP, it is located well within the coverage area of the AP. However, being in the 

coverage area of an AP does not guarantee the existence of the DP. To further illustrate 

this situation the RSS values from AP1 and AP3 at all locations in the floor plan are 

depicted in Figure 4-11.  
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Figure 4-11: Effect of UDP condition on RSS (BW: 500 MHz) 
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Comparison of Figure 4-10 and Figure 4-11 reveals that, in spite of good RSS coverage at 

certain points on the map we observe large DME values due to the UDP conditions. 

Large DME values between MS and both AP1 and AP3 at the lower segment of the path, 

cause significant localization errors in TOA based algorithms. The overall track of 

movement of MS along with the estimated track by LS-TOA algorithm in a 500 MHz 

system and the estimated track by RT-Max-RSS algorithm with only 25MHz of 

bandwidth are depicted in Figure 4-12(a-b) respectively. The starting point index on the 

track is the lower left corner of the path. We observe that LS-TOA algorithm experiences 

large localization errors (10 < error < 40 m) on the lower horizontal part of this track, 

while it provides very accurate estimation (0 < error < 1 m) on the other parts of the path.  

 

This observation motivates us to classify the points on the path into two distinct classes. 

A point is defined as an NUDP point if it observes NUDP channel profiles from all three 

access points. On the contrary we define a UDP point as a point that observes at least one 

UDP channel from an access point. Based on our simulations all UDP points are located 

at the lower part of the path as shown in Figure 4-10 (a-b). This observation explains the 

poor performance of the LS-TOA algorithm along the lower part of the path in Figure 

4-12a. However, RT-Max-RSS algorithm with 25 MHz of bandwidth provides better 

location estimation along the same region compared to the LS-TOA with 500 MHz of 

bandwidth. If we limit our experiment to all NUDP points on the path and use a 500 MHz 

receiver, we see that TOA based systems perform better than RSS based systems. 
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(a)  LS-TOA (BW: 500 MHz) 
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(b) Max. Like. RSS (BW:25 MHz) 

 

Figure 4-12: Estimated track 
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In order to further clarify the effect of bandwidth on localization error at NUDP points, 

we have provided the RMS of the localization error for all the algorithms at NUDP points 

in Figure 4-13 which shows that increasing system bandwidth improves the performance 

of TOA based localization techniques while having no major effects on performance of 

RSS based localization.  
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Figure 4-13: RMS of localization error at NUDP points 

 

Statistical comparison of the localization error among each individual algorithm at NUDP 

points for both 25 MHz and 500 MHz systems are illustrated in Figure 4-14 (a-b). Note 

the superior performance of the RSS based localization algorithms in a 25 MHz system. 

On the other hand, TOA based algorithms achieve much better localization performance 

compared to RSS based systems in a 500 MHz system at NUDP points as a consequence 

of smaller DME values. Among the two TOA based algorithms CN-TOAG shows a 

better performance compared to the LS-TOA algorithm in a 25 MHz system, because the 

CN-TOAG restricts the estimated location to land on a reference point in the radio map. 

However in a 500 MHz system CN-TOAG and LS-TOA algorithms show comparable  
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(a) BW: 25 MHz 
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(b) BW: 500 MHz 

 
Figure 4-14: Complementary CDF of localization error at NUDP points 
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results at NUDP points. The fact that LS-TOA is a distance based algorithm which does 

not require a reference radio map for localization, makes it the preferable choice for 

wideband TOA based localization in scenarios with NUDP conditions. As we discussed 

in Chapter 3 distance based localization algorithms are more scalable compared to the 

pattern recognition algorithms because the algorithm only needs to know the location of 

at least three reference points to perform the triangulation.   

The initial and final points on our experimental path correspond to UDP points 

consequently we observe large errors at these locations. Although increasing the 

bandwidth reduces DME in TOA based algorithms, but in this scenario TOA techniques 

can not outperform RSS based systems at UDP points. This is shown in Figure 4-15  

which shows the RMS of localization error at UDP points for each algorithm with 

different system bandwidths. 
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Figure 4-15: RMS of Localization error at UDP points 
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Statistical comparison of localization error among all four algorithms for 25 MHz and 

500 MHz systems at UDP points are depicted in Figure 4-16 (a-b) respectively. Unlike 

the NUDP points, the localization performance of TOA based algorithms is inferior 

compared to the performance of RSS based algorithms even in 500 MHz system in this 

scenario. The poor performance of TOA based techniques is caused by large DME values 

as a result of UDP conditions. Among the two TOA based algorithms CN-TOAG shows 

a better performance compared to the LS-TOA algorithm especially at 500 MHz system, 

because the CN-TOAG restricts the estimated location to land on a reference point in the 

radio map. The overall CCDF of localization error at all points on the path is shown in 

Figure 4-17. The existing distribution of NUDP and UDP points in this scenario shows 

that, RSS based algorithms achieve a better localization performance compared to the 

TOA based techniques even in a 500 MHz system.  

 

The existing data shows that, TOA based systems do not have much to offer in a system 

with bandwidths around 25 MHz, because TOA estimation suffers from large errors due 

to multipath, even in the absence of UDP conditions. However, for systems with 

bandwidths of at least 500 MHz TOA system can provide a better solution compared to 

RSS systems at NUDP points. In TOA based positioning systems using WPAN 

technologies, it is important to install the AP’s at locations where they provide a 

comprehensive coverage as well as NUDP channel conditions within their coverage area. 

This may require increasing the number of AP’s in certain areas in a building. In a 

practical system adding a new AP in a TOA based positioning system is more 

challenging compared to an RSS based system because TOA based localization requires  
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(a) BW: 25 MHz 
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(b) BW: 500 MHz 

 
 

Figure 4-16: Complementary CDF of localization error at UDP points 
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time synchronization mechanism between the MS and AP. On the other hand, in RSS 

based positioning systems the AP does not require to be connected to a network and there 

is no need for time synchronization between the MS and AP. Adding the number of AP’s 

can improve the performance of RSS based positioning systems using WiFi technologies 

as well [69]. However, since the number of non-overlapping channels in IEEE 802.11b 

systems is limited adding new AP’s may increase the interference in adjacent areas [44].  
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(a) BW: 25 MHz 
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(b) BW: 500 MHz 

 
Figure 4-17: Complementary CDF of error for all the points 
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4.4. TOA vs. RSS Based Localization Using 
Channel Measurements in Scenario II 

 
This section presents a comparison between RSS and TOA based localization algorithms 

using UWB channel measurements. The experimental testbed for is the same setup that 

we used for UWB channel measurements in section 2.4.2.2 using scenario II. We used 

RT to generate the required reference radio map for pattern recognition algorithms and 

UWB measurements to emulate MS’s signal observations from AP1-AP3 at 76 points 

along the measurement path (Figure 4-18). The components of this testbed are depicted in 

Figure 4-19. The UWB measurements are the same data set that we used in section 

2.4.2.2 for channel simulations. We use RT; with the modified floor plan as discussed in 

section 2.4.2.2; to simulate channel profiles in a grid of 1040 reference points in scenario 

II.  

 

Figure 4-18: Third floor of Atwater Kent lab (scenario II) 
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The objectives of this experiment are as follows: 

 

1. Using the updated floor plan create a new set of reference radio maps that can be 

used by RT-RSS-CN and RT-TOA-CN localization algorithms in a 25 MHz and 

500 MHz system.   

 

2. Provide a comparative performance evaluation among LS-TOA, CN-TOAG, and 

RT-TOA-CN from the TOA based class, and RT-RSS-CN from the RSS based 

class of localization algorithms with both 25 MHz and 500 MHz of system 

bandwidth.  

 

Note that in this scenario the reference radio map is generated by RT, however the MS’s 

observations are the actual channel measurements rather than RT simulations. We 

decided to use the RT-RSS-CN algorithm from the class of RSS based algorithms 

because for a high resolution radio map ( . 1res m<= ) the performance of RT-RSS-CN is 

superior to RT-MAX-RSS. We added the RT-TOA-CN algorithm instead because we 

believe that RT-TOA-CN can provide a better performance compared to the conventional 

TOA based algorithms especially under UDP conditions because RT-TOA-CN uses RT 

which provides additional environmental information; including possible UDP 

conditions; to the localization algorithm.  
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Figure 4-19: Major components of the testbed for scenario II 
 
 

4.4.1. Results and Discussions 

Statistical comparison of localization error among all four algorithms for 25 MHz and 

500 MHz systems are depicted in Figure 4-20 (a-b) respectively. Unlike our original 
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results in section 4.3.1, the performance of wideband TOA based localization algorithms 

are superior to RT-RSS-CN. However, Figure 4-20 (b) illustrates that RT-RSS-CN 

provides the best performance compared to the other algorithms in a 25 MHz system 

which is in line with our previous results. Among the TOA based localization techniques 

pattern recognition based algorithms (CN-TOAG and RT-TOA-CN) result in a better 

estimation compared to distance based methods like LS-TOA in both 500 MHz and 25 

MHz systems due to the existing UDP conditions. 

 

These results show that, RT can be used as an alternative to the time and labor consuming 

wideband channel measurements in pattern recognition localization algorithms in both 25 

MHz and 500 MHz systems.  Moreover, by incorporating the RT generated channel 

information into the localization algorithms we can achieve better localization 

performance.  
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(a) BW: 25 MHz 
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(b) BW: 500 MHz 

Figure 4-20: CCDF of localization algorithms 
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4.5. Hybrid RSS-TOA Localization Using Channel 
Measurements in Scenario II 

 

Motivated by the complementary behavior of TOA and RSS based localization 

algorithms in a wideband (BW=500 MHz ) system as shown in Figure 4-12, in this 

section we use a hybrid RSS-TOA RT assisted algorithm using neural networks to 

achieve a better localization performance. The experimental testbed for this section is 

similar to the one explained in section 4.4. Thus, we can easily compare the performance 

of the new hybrid algorithm with our previous results in section 4.4.1.  

We use a multilayer-perceptron (MLP) neural network ( ) developed through 

supervised learning, as an underlying engine for a hybrid RSS-TOA based localization 

algorithm. Two sets of three input lines are assigned to RSS and TOA measurements 

from AP1-AP3 in this network. The output ( ,

Figure 4-21

)x y is the current location of MS. It has 

been shown that a MLP with a single hidden layer is sufficient to approximate any 

continuous function to some desired accuracy provided that we use sufficient number of 

neurons [ ]. We use a single hidden layer network with 20 neurons. The performance 

function has the form of a sum of squares

67
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Where and are the target and current output values for pattern as a function of 

the network weights  and is the number of training points. We use tan-sigmoid 
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defined by (4-2) and the identity function as transfer functions for the hidden layer and 

the output layer respectively. 
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This neural network is trained with RT generated radio map using Levenberg-Marquardt 

algorithm [68]. 
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Figure 4-21: Neural network architecture for hybrid RSS-TOA based localization 

 
 
 

4.5.1. Results and Discussions  

The CCDF of LS-TOA, LS-TOA, RT-TOA-CN, RT-RSS-CN, and the new hybrid 

localization algorithms in a 25 MHz and 500 MHz system are compared in Figure 4-22 

(a-b) respectively. The superior performance of the new algorithm compared to the other 

algorithms in a 500 MHz system is obvious. The underlying neural network relies on the  
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(b) BW: 25 MHz 
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 (b) BW: 500 MHz 
Figure 4-22: CCDF of  localization error  
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more accurate TOA, and RSS information at NUDP and UDP points respectively. The 

neural network implicitly identifies NUDP and UDP points using RT generated training 

data. However, in a 25 MHz system the performance of the hybrid algorithm is better 

than TOA based techniques and worse than RT-RSS-CN. In other words it seems that the 

TOA data does not provide any additional information for the hybrid algorithm. In order 

to further investigate this phenomenon, we used the existing RT generated radio map to 

create a new scenario. We use half of the reference points in the RT generated radio map 

as training points and use the other half as performance evaluation points and compare 

the performance of three separate neural networks with similar architectures. The first 

neural network uses RSS information, the second network uses TOA information and 

finally the third network uses both TOA and RSS information. We train all three 

networks with the corresponding RSS, TOA, and RSS-TOA information at all the 

training points and compare the localization performance of each network. Figure 4-23 

(a-b) compare the performance of these three networks in 25MHz and 500MHz systems 

respectively. Figure 4-23(b) confirms that the performance of the hybrid network is better 

than both sole TOA and sole RSS based network in a 500MHz systems.  This result is in 

line with our previous results in Figure 4-22(b). On the other hand in a 25 MHz system, 

the performance of the hybrid network is better than the TOA based network and worse 

than the RSS based network. In other words combining TOA and RSS information 

enhances the localization performance in a 500MHz system because the algorithm relies 

more heavily on TOA information at NUDP points and weighs more on RSS information 

at UDP points. However, in a 25MHz system TOA information is less accurate than RSS 
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information at both UDP and NUDP points. Thus, the hybrid algorithm is mislead with 

the additional TOA information in a 25 MHz system. 

 

0 2 4 6 8 10 12 14 16 18 20
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Error [m]

Pr
ob

ab
lit

y

Comparison of Estimation Error (BW: 25 MHz)

Neural Net 20-2 (RSS-TOA)
Neural Net 20-2 (RSS)
Neural Net 20-2 (TOA)

 
    (a) BW: 25 MHz              
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 (b) BW: 500 MHz 

Figure 4-23: CCDF of localization error for neural network based algorithm 
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Chapter 5                        
Conclusions and Future Research 
 
 
 
 
 
 

This dissertation introduced applications of channel modeling techniques for indoor 

localization algorithms. Generating a reference radio map via on site measurements for 

pattern recognition based algorithms, and comparative performance evaluation of 

localization algorithms are two major challenges in any practical deployment of indoor 

positioning systems. Methodologies for using channel modeling techniques to cope with 

both of these problems are proposed. Channel modeling techniques are considered as an 

integrated part of a set of channel model assisted localization algorithms to eliminate the 

time consuming training process in pattern recognition based methods. Moreover, indoor 

channel modeling methods are used to create a repeatable framework for comparative 

performance evaluation of indoor localization algorithms.  

  

RT-RSS-CN, RT-MAX-RSS, and RT-TOA-CN are introduced as a set of new RT 

assisted localization algorithms which use RSS and TOA attribute of a signal for 

localization. These algorithms use RT to reduce deployment cost and improve the 

performance of a localization system.  
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Two sets of empirical data obtained by radio channel measurements are used to create a 

baseline for comparative performance evaluation of localization algorithms. The first 

database is obtained by WiFi RSS measurements in the first floor of the Atwater Kent 

laboratory (Scenario I); an academic building on the campus of WPI; and the other by 

UWB channel measurements in the third floor of the same building (Scenario II).  

 

The performance of measurement trained and channel model assisted localization 

algorithms are compared in scenario I. The performance of measurement trained and 

channel model assisted algorithms are very close except for the times, when the number 

of training points is increased substantially. In particular, on the average the performance 

of the RT assisted algorithm is less than 2 meters worse than the average localization 

error of a system which is trained by on site measurements in scenario I. This difference 

can be easily compensated by increasing the number of reference points in the reference 

radio map using channel modeling techniques.  

 

Channel modeling techniques are used for comparative performance evaluation of TOA 

and RSS based localization in WLAN and WPAN systems in scenario II. RSS based 

localization using WLAN technologies are less sensitive to multipath and system 

bandwidth. TOA based localization algorithms are better than RSS based systems in 

NUDP conditions, but they may perform even worse than RSS based algorithms in UDP 

areas. The conventional TOA based algorithms do not have much to offer in a WLAN 

system with bandwidths around 25 MHz, because TOA estimation suffers from large 

errors due to multipath, even in the absence of UDP conditions. However, for WPAN 
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systems with bandwidths of at least 500 MHz TOA based algorithms can provide a better 

solution compared to RSS based techniques. For example the average localization error 

in scenario II with 25 MHz of bandwidth for LS-TOA and RT-RSS-CN algorithms were 

16 and 2 meters respectively. On the other hand, in the same scenario with 500 MHz of 

bandwidths at NUDP points the average localization error achieved by LS-TOA and RT-

RSS-CN were 50 cm and 1.5 meter respectively.  

 

A novel hybrid TOA-RSS based algorithm using neural networks is introduced that 

utilizes the complementary behavior of RSS and TOA based localization and achieves a 

better performance in a WPAN system in scenario II. The hybrid algorithm shows a 5 

meters improvement in localization error compared to the other algorithms in scenario II. 

The average localization error is reduced by using the hybrid algorithm to less than 2 

meters in the same scenario.   

  

For the future there are several aspects of indoor localization problem that can be studied. 

The coverage of an indoor localization system using existing network infrastructure and 

the coverage of the wireless access network are two interrelated problems. The 

performance of a localization system improves by adding more AP’s with overlapping 

coverage areas. However, network operators are looking for methods to reduce the 

overlapping coverage areas to minimize the deployment cost and interference in their 

wireless access networks. Thus, analyzing the relationship between the number of AP’s 

and the localization accuracy is a useful research study. Design of algorithms with 

tracking capabilities using spatial diversity embedded in measurements obtained in 
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neighboring locations can improve the performance of the algorithms and needs to be 

investigated. Designing neural network algorithms which are trained with other 

parameters such as arrival time and strength of other paths can improve the performance 

of localization and is another area of interest. Developing new algorithms to detect 

occurrence of UDP conditions and adjust the location estimate with the associated bias 

caused by UDP is another important contribution for future work. More advanced 

algorithms that use other paths to detect the arrival time of the direct path also deserve to 

be considered for future research. Analyzing the effects of clustering on the performance 

of channel model assisted algorithms to reduce the complexity of the algorithm is another 

important research topic.  
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Appendix A                          

WiFi RSS Measurements in Scenario I
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Figure A. 1: Channel models vs. measurements at AP1 
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Figure A. 2: Channel models vs. measurements at AP2 
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Figure A. 3: Channel models vs. measurements at AP3 
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Figure A. 4: Channel models vs. measurements at AP4 
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Figure A. 5: Channel models vs. measurements at AP5 
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Figure A. 6: Channel models vs. measurements at AP6 

 

50 100 150 200 250
-100

-90

-80

-70

-60

-50

-40

-30

 Point

 R
SS

 [d
Bm

]

Comparison of RSS from AP7

Measrement
Ray-Tracing Model
IEEE-802.11 Model

 
                      

Figure A. 7: Channel models vs. measurements at AP7 
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Appendix B                                         

Neural Networks 

 
 

Neural networks are composed of simple interconnected elements (Neurons) operating in 

parallel. The overall function of the network is largely determined by the connection of 

neurons. A neural network can be trained to perform a complex pattern recognition 

function by adjusting the connection between neurons [62]. In most application a neural 

network is trained so that a particular input generates a predefined target output.  

 

 
 

Figure B.1: Supervised learning in a neural network 
 
 
The neural network in Figure B.1 is adjusted based on a comparison of the output and the 

target signal. In a practical system many pairs of input target values are used in this 

supervised learning process to train this network.  
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The basic component in a neural network is a neuron. An example of such a neuron is 

shown in Figure B.2 This neuron consists of a set of  input links which are weighted 

with weight matrix W and summed to a bias b . The summer output goes to a transfer 

function f which produces the scalar neuron output calculated as: 

R

a

 
f( )a = +Wp b    (B-1) 

 
Both and are adjustable parameters of the neuron. Typically the transfer function is 

chosen by the designer and then the parameters and will be adjusted by some 

learning rule so that the neuron input/output relationship meets some specific goal. The 

transfer function is chosen to satisfy the specification of the problem that the neuron is 

attempting to solve. Two functions that have been used in this document are linear and 

tansig transfer functions defined by 

W b

W b

(B-2) and (B-3) respectively.   

   

 

f( )a b= +Wp

 
 

Figure B.2: An R-element input neuron 
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purelin( )x x=    (B-2) 
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   (B-3) 

 
 

In order to model more complex functions multiple neurons are interconnected in parallel 

in a layer on neurons. A single layer of  neurons is shown in Figure B.3. Note that each 

of the  inputs is connected to each of the neurons and the corresponding weights are 

shown on the connecting lines. The weight matrix now has  rows and defined as: 

S

R

W S

 
1,1 1,2 1,3 1,

2,1 2,2 2,3 2,

,1 ,2 ,3 ,

...
...

. . . ... .
...

R

R

S S S S R

w w w w
w w w w

W

w w w w

⎡ ⎤
⎢ ⎥
⎢= ⎢
⎢ ⎥
⎢ ⎥⎣ ⎦

  (B-4) 

 
 
 It is common for the number of inputs to be different from the number of neurons. The 

output of this single layer is given by: 

 

1,1 1,2 1,3 1,1 11

2,1 2,2 2,3 2,2 22

,1 ,2 ,3 ,

...
...

f
... . . ... .

...

R

R

S SRS S S S R

w w w wa bp
w w w wa bp

a bpw w w w

⎛ ⎞⎡ ⎤⎡ ⎤ ⎡ ⎤⎡ ⎤
⎜ ⎟⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥
⎜ ⎟⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥= = +⎜ ⎟⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥
⎜ ⎟⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎜ ⎟⎢ ⎥ ⎢⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦⎣ ⎦⎝ ⎠

a   (B-5) 

 

Multiple layers of neurons can be connected in series and the resulting network is called a 

multi-layer-perceptron (MLP). Each layer has its own weight matrix , its own bias 

vector , its own input net n , and its own output vector . We use superscript numbers 

to distinguish between different vectors in different layers. 

W

b a
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f( )= +a Wp b
 

Figure B.3: Layer of S Neurons 
 

 
 

Figure B.4 shows a three layer perceptron with  inputs and outputs. The first, 

second, and third layers contain , and neurons respectively. A layer whose output 

layer is the output of the network is called the output layer and the other layers are called 

hidden layers. The output of the network shown in Figure B.4 as a function of input 

vector can be written as: 

R 3S

1S 2S 3S

 

 
3 2 1f ( f ( f ( ) ) )= +3 3 2 1 1 2a W W W + + 3p b b b   (B-6) 
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3f ( )= +3 3 2a W a b1 1 1 1f ( )= +a W p b 2 2 2 2f ( )= +1a W a b 3

 
 

Figure B.4: Three layer neural network 
 
 
 
The same network architecture is drawn in Figure B.5 in an abbreviated notation.  
 
 
 
 
 
 
 

 
Figure B.5: Three layer neural network using abbreviated notation 
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Appendix C                          

Sample Results of UWB Measurements
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