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ABSTRACT: 
In this project, we study the design challenges of developing a microphone array for ear health 
monitoring. We investigate the effects of sampling rate, distance between microphones, and the 
number of microphones on the design. Literature[28] shows that the distance between two 
microphones needs to be half of the wavelength to have beneficial phase difference.Therefore, 
we found that the minimum sampling rate of such a microphone array needs to be at least 
8000Hz with a minimum of 1.5cm distance between the microphones. Then we investigate 
various data reading and processing protocols available in common of the shelf embedded 
platforms with the goal to identify the suitable protocol and platform. We looked into three 
designs, where we used Raspberry Pi with I2S protocol in the first design, Arduino and 
Raspberry Pi (with external ADC) with SPI protocol in the second design, and Raspberry Pi with 
4-channel ADC (supports I2S interface) in the third design. Our first design achieved the desired 
sampling rate but failed to support more than two microphones. However, literature shows that 
having a three-microphone array is important to remove front-back ambiguity[25]. Our second 
design acquires data from four microphones but fails to achieve the desired sampling rate. In the 
third design, we used Raspberry Pi and 4-channel ADCs with I2S to support four microphones 
with minimum sampling rate of 8000Hz.  
 
 
 

1. Introduction  
Earbuds or in-ear headphones have become increasingly popular over the past decay due to their 
compact size and convenience. For instance, Apple sold 19.3 million units of AirPods in Q1 
2022 alone. All true wireless (TWS) headphones shipments in the third quarter of 2022 are 76.9 
million units, with 4.2 million units representing the latest Apple AirPods Pro 2[29]. These small 
earpieces fit inside the ear canal and wirelessly connect to smartphones, tablets, or other 
computing devices. They are a popular alternative to over-ear headphones for listening to music, 
podcasts, and other audio content on the go.  
 
There are earbuds with various health applications beyond just listening to music or audio 
content. Some earbuds come with built-in sensors that can monitor various health metrics such as 
heart rate from Bose Soundsport Pulse wireless[1] and blood pressure from Valencell[17]. These 
features can be particularly useful for individuals who are looking to track their fitness goals or 
manage certain health conditions.  Therefore, earbuds have the potential to offer a range of 
health benefits beyond just entertainment, making them an increasingly popular choice for 
health-conscious individuals[18]. 
 
Ear health is essential for maintaining overall well-being and quality of life. The ears play a 
crucial role in our ability to communicate, maintain balance, and process sound, making it 
important to take care of them. Issues with hearing, balance, or other ear-related problems can 
significantly impact our daily lives, causing difficulties with communication, mobility, and 
overall health. 
 



 

 
 

The location of these earbuds at the entrance of ear canals gives us a unique opportunity to 
monitor ear health, which is expensive and cumbersome to monitor. It enables individuals to 
monitor their ear health and identify potential issues at home, although it is important to note that 
these devices are not a substitute for professional medical care and advice. The current ear health 
parameters that can be monitored with earbuds include ruptured eardrum, earwax buildup and 
blockage, and otitis media[18]. Previous works[20] has shown the benefits of using the existing 
sensors – microphones and inertial measurement units (IMU) of earbuds for monitoring ear 
health. These works only focus on the single in-ear microphone present in commercial earbuds.  
Microphone arrays have shown promising success in many acoustic health applications[21] and 
can suppose complex acoustic signal processing algorithms, e.g., beamforming, sound source 
localization, and source separation.  
 
MEMS microphones are most commonly used for earphones due to their omnidirectional pickup 
responses. This property allows them to respond equally to sounds in different directions. 
However, to focus on different parts of the environment dynamically, multiple microphones can 
be arranged in an array and create a directional response or a beam pattern. This allows for the 
isolation of sounds arriving from specific directions while suppressing noise and interference 
from other directions. This makes it a valuable tool in applications such as speech recognition, 
acoustic sensing, noise reduction and spatial information sensing in various environments; some 
of these applications can’t be achieved with one single microphone. 
 
However, none of the existing earbuds are equipped with in-ear microphone array. To illustrate, 
the AirPods Pro from Apple (Figure 2.2.1) has one microphone facing inside of the ear in each 
piece of earbuds for noise cancellations and ear tip fit test. Thus, to study the opportunities 
presented by an in-ear microphone array, we first investigate the challenges of designing such 
array. In this study, we focus on analyzing different design choices of an in-ear microphone 
array. 

 

1.1 Goal 
This project aims to design the new hardware that solves the limitations of the current earables 
for spatial acoustic sensing on a smaller scale. In particular, the hardware design should satisfy 
the following requirements: 
 
R1. The microphone array needs to be small enough to fit in an in-ear microphone.  
 
R2. The distance between two microphones in the array needs to be sufficient to preserve 
diversity in spatial information among the mic-array. 
 
R3. The microphones arrangement must have both central symmetry and axial symmetry. For 
instance, the arrangement of microphones can be in a square, a circle, or an equilateral triangle. 
 
R4. The sampling rate from multiple microphones needs to be sufficiently high during dada read 
using an embedded system. 
 



 

 
 

In this project, we present three hardware designs which aims to satisfy these requirements with 
various advantages and limitations. By providing a comparative analysis, we show the 
shortcomings of current components and describe the necessary steps required to develop the 
target platform in the future.  

2. Related Works 
This section presents the state-of-the-art for earables and the custom designs that are used in 
health applications.  

2.1 Earable for Ear-Health 
 
One of the works[15] that has been done on ear-health with earphones is EarEcho, which is using 
ear canal for wearable authentication. The EarEcho takes advantages of the unique physical and 
geometrical characteristics of human ear canal and assesses the content-free acoustic features of 
in-ear sound waves for user authentication in a wearable and mobile manner.   
 
Another work[16] that has been done is TeethPass, which is Dental Occlusion-based User 
Authentication via In-ear Acoustic Sensing. The work investigates novel biometric traits based 
on dental occlusion and discovers that the bone-conducted sound of dental occlusion recorded in 
the canals of the ears contains distinctive characteristics of various bones and teeth. The 
TeethPass collects occlusal noises in binaural canals using headphones. To identify bone-
conducted noises, the work develops an event detection technique based on spectrum variance 
and double thresholds. After filtering out motion noises from the sounds using time-frequency 
analysis, three distinct user characteristics can be derived: bone structure, occlusal position, and 
occlusal sound. Finally, they create a Siamese network based on incremental learning to build the 
classifier.2.2 Current Earable Mic Design. 
 
Most flagship earbuds in the industry, e.g., AirPods Pro, are equipped with multiple microphones 
to support active noise cancellation. Active noise cancellation uses a microphone on the outside 
of the earbud that listens to the background noises and block them out to create an immersive 
listening experience. To illustrate, AirPods Pro consists of three microphones, one on the tip of 
the stem focusing on the human speech, one on the base of the stem listening to environmental 
noise for noise cancellation, and one in-ward facing microphone listening inside the ear. 
 



 

 
 

 
Figure 2.2.1: AirPods Pro Teardown[2]  

 
In Figure 2.2.1, there is one microphone facing inside of the ear for noise cancellation in the 
AirPods Pro. The other two microphones are used for speech. 
 
For custom earphone design, one of the examples is ClearBuds[3] from arXivLabs. What is 
unique about ClearBuds is that it is the first hardware and software system to enhance speech 
with neural networks. ClearBuds bridges state-of-the-art deep learning for blind audio source 
separation and in-ear mobile systems by making two key technical contributions, including a 
new wireless earbud design capable of operating as a synchronized, binaural microphone array, 
and a lightweight dual-channel speech enhancement neural network that runs on a mobile device. 
 
As Apple does not allow the users to record using the in-ward facing microphone, most ear-
health works use a plug in in-ear microphone[19] in conjunction with off-the-shelf earbuds to 
collect in-ear data[18].  
 
 

2.2 Current Mic Array 
The most common MEMS microphone array used for research is the ReSpeaker 4-Mic Array[4] 
and ReSpeaker 6-Mic Array[5]. The ReSpeaker 4-Mic Array (shown in Figure 2.3.1 and 2.3.2) 
has four analog MEMS microphones and AC108 Audio codec, specifically designed for the 
voice interface for Raspberry Pi.  
 
As shown in Figure 2.3.1, an analog MEMS microphone is mounted on each corner of the 
ReSpeaker to receive audio data around then transmit them to the codec. The codec integrates 
synchronized ADCs with the mic boost amplifier, to deliver valid channel data to the Raspberry 
Pi/ Pi Zero, where it transits them over I2S ports by standard I2S or PCM format, along with a 
single port in TDM format. 
 



 

 
 

AC108 Audio codec is designed for the multi-microphone array in voice capture applications. It 
is an integrated quad-channel ADC with I2S/TDM transition output, which means it can transit 
four-channel output data over two I2S ports with standard I2S or PCM format. The device also 
has DSP features, including a high-pass filter, mixer, and volume control.   
 
However, the ReSpeaker is not enough to satisfy our requirements because the distance between 
every two microphones is 5.9cm, which means the size of the ReSpeaker is too large that it will 
not fit in ears. Therefore, we need to design our own microphone array with smaller sizes. 
 
 

 
Figure 2.3.1: Top of ReSpeaker 4-Mic Array with MEMS Microphone on the Corners[4] 

 



 

 
 

 
Figure 2.3.2: Bottom of the ReSpeaker 4-Mic Array with AC108[4] 

  
 
 

3. Design Questions 
Developing an in-ear microphone array may have interdisciplinary challenges and new areas to 
discover. In particular, the following design questions need to be answered.  
 
Q1. How many microphones are needed?  
 
In general, the more microphones that are used in an audio beamforming system, the more 
accurate the system will be. The number of microphones used in a beamforming array can vary 
depending on the application and the desired performance. Regarding the minimum number of 
microphones required for audio beamforming, it is generally accepted that at least two 
microphones are required to achieve directional sensitivity. However, a two-microphone array 
has limitations in terms of understanding the degree of arrival of sound and cannot resolve front-
back ambiguity. To address this issue, a minimum of three microphones is typically required[31].  
 
 
Q2. What is the maximum size of the platform to be able to collect in-ear information? 
 
Based on the actual size of AirPods Pro and Bose Soundsport Pulse wireless[1], the maximum 
size of the platform to collect in-ear information is about 1.5cm or 1.7cm.  
 
 



 

 
 

Q3. What is the minimum required distance between 2 microphones to preserve the phase 
information?  
 
In audio beamforming applications, the distance between microphones plays a crucial role in 
achieving accurate and effective sound localization. The distance between microphones 
determines the spatial resolution of the beamforming system, where a shorter distance results in 
higher resolution but a smaller coverage area, while a longer distance provides wider coverage 
but lower resolution. Typically, the distance between microphones is based on the wavelength of 
the sound being detected, with a distance of half the wavelength providing optimal 
performance[25]. However, other factors such as the frequency range, ambient noise levels, and 
the desired beamforming algorithm also play a role in determining the optimal microphone 
spacing. 
 
 
In a microphone array with a sampling rate of 44100Hz, the minimum required distance between 
two microphones can be approximated using the following equation: 
 

𝑉 = 	𝑓 × 	𝜆                                                              (1)  
 

Here, V is the velocity of sound, f is the sampling frequency and 𝜆	is the wavelength. As we 
know that to have phase difference between two receivers, the distance between them needs to be 
half of the wavelength[28], we can write the distance d as following.    

 
𝑑 = !

"
                                                                   (2) 

 
From Equation (1) and (2) we can write the following 
 

𝑉 = 2 × 𝑓 × 𝑑 
𝑑 = #

"$
                                                                    (3) 

Using Equation (3) we can determine the minimum distance between two microphones for a 
sampling frequency of 44100 Hz.  

 

𝑑 =
340	𝑚𝑠%&

2 × 44100 = 	0.00385	𝑚 = 0.385	𝑐𝑚 
 
As 0.385 cm is smaller than the size of the in-ear mic, we can use this sampling rate and distance 
combination.  
 
 
Q4. What is the minimum required sampling rate? 
 
The size of the platform is about 1.5cm to 1.7cm. Any lower sampling rate results in an even 
larger distance between the microphones. Thus, following the answer of Q3 and using Equation 
(3), the minimum sampling frequency needs to be 8000Hz.  
 



 

 
 

Q5. Which embedded platforms and protocol supports the sampling rate for multiple 
microphones? 
 
To support the sampling rate for multiple microphones, the multi-channel ADC with I2S 
protocol supports the sampling rate for multiple microphones, including AC108 and PCM1865, 
is required. The highest sampling rate of I2S is 192 kHz[30]. The embedded platforms that can 
support the sampling rate include Raspberry Pi and ARM Cortex M4. 
 
 
Q6. What should be the arrangement of the microphones?  
The arrangement of microphones for audio beamforming depends on the specific application and 
the desired beamforming algorithm. However, there are a few common arrangements that are 
commonly used[25]: 
 
1. Linear array: In this arrangement, microphones are placed in a line. This is a simple and 
commonly used arrangement. The beamforming algorithm can use the time differences of arrival 
(TDOA) between the microphones to determine the direction of the sound source. 
 
2. Circular array: In this arrangement, microphones are placed in a circle. This arrangement is 
useful when the sound source is omnidirectional or when the direction of the source is not 
known. The beamforming algorithm can use the phase differences between the microphones to 
determine the direction of the sound source. 
 
3. Planar array: In this arrangement, microphones are placed on a planar surface, such as a flat 
board or a wall. This arrangement is useful when the sound source is located in a specific plane, 
such as a person speaking in front of a podium. The beamforming algorithm can use the time and 
phase differences between the microphones to determine the direction of the sound source. 
 
4. 3D array: In this arrangement, microphones are placed in a 3D space. This arrangement is 
useful when the sound source can be located in any direction. The beamforming algorithm can 
use the time and phase differences between the microphones to determine the direction of the 
sound source. 
 
In general, the number and spacing of microphones in the array will affect the resolution and 
accuracy of the beamforming. A larger array with smaller microphone spacing will provide 
higher resolution and accuracy but will also require more processing power. 
 

3.1 Design Variables 
Below includes the design variables that need to be considered in the hardware design because 
these parameters are deeply related to the spatial information important for beamforming or 
sound source localization, and they determine the specs of final hardware design: 

1. d: distance 
2. c: speed of sound in air(343 m/sec at 20°C) 
3. t: time 



 

 
 

4. n: number of samples of delay in DSP. 
5. tD: time delay 
6. fS: sampling frequency 
7. fNULL: frequency of the null 

The relationships between the variables include: 

1. d=c×t           (Distance Sound Travels in a Specified Time) 
2. d = n × c/fS            (Microphone Spacing to Match an n-Sample Delay) 
3. tD = n/fS               (Time Delay for an n-Sample Delay) 
4. fNULL = 1⁄2 × c/d                (On-Axis Null Frequency in a Differential Array) 

 

4 Hardware Design and Prototyping  

This section presents three hardware designs, data acquisition processes, and design challenges. 

4.1 First Hardware Design 

The first hardware design started with the breadboard for prototyping. Based on the original goal, 
there are four Digital MEMS microphones, and each Digital MEMS microphone has an 
individual PCB instead of being integrated into the same PCB. Due to time constraints, the 
hardware design team aims to make fast prototyping.  

4.1.1 Component Overview 
Communication Protocol. Communication protocol refers to the set of rules and standards that 
govern the exchange of information between two or more devices. It defines how data is 
transmitted over a network, including the format of messages, the sequencing of message 
exchange, error checking, and other parameters. Communication protocols are essential in 
enabling different devices to communicate with each other and exchange data seamlessly. They 
are widely used in various industries, including telecommunications, computer networking, and 
the internet. Understanding communication protocols is crucial for ensuring efficient and 
effective communication between devices. The main communication protocol we are going to 
use is I2S. 
 
I2S (Inter-IC Sound) provides a simple and efficient way to transmit high-quality digital audio 
signals between devices. It is a communication protocol used to transmit digital audio data 
between integrated circuits.  
 
I2S is a widely used standard for transmitting digital audio signals in consumer electronics. It 
uses a three-wire interface consisting of a data line, a word clock, and a bit clock to transmit 
digital audio data. The data line carries the audio samples, the word clock synchronizes the 
transmission of each audio sample, and the bit clock provides the timing for the transmission of 
each bit of the audio data. I2S is also capable of transmitting audio data with up to 24 bits of 
resolution and at sample rates up to 192 kHz. I2S is commonly used in audio applications such as 



 

 
 

digital audio interfaces, digital signal processors, and audio codecs. It is also used in many 
microcontroller-based audio applications, including audio playback and recording systems. 
 
Microphone: The main component of the first prototype is the ICS-43432 I2S Digital MEMS 
Microphone. According to the ICS-43432 Datasheet, the ICS‐43432 has a high SNR of 65 dBA 
and a wideband frequency response from 50Hz to 20kHz; the sensitivity tolerance of the ICS‐
43432 is ±1 dB, which enables high‐performance microphone arrays without the need for system 
calibration; the surface mount package is in 4 mm × 3 mm × 1 mm. 
 
 
Embedded System. The second component, Raspberry Pi 4[11], is used for data acquisition from 
digital MEMS microphone. The Raspberry Pi 4 is a powerful and versatile single-board 
computer developed by the Raspberry Pi Foundation. The Raspberry Pi 4 is powered by a 
Broadcom BCM2711 quad-core processor with speeds up to 1.5 GHz, and it comes with up to 8 
GB of RAM, making it more than capable of running a variety of applications and projects. It 
also features dual HDMI ports, which allow for dual display output, and supports 4K video 
playback. In addition to its powerful hardware, the Raspberry Pi 4 is also known for its wide 
range of connectivity options. It includes Gigabit Ethernet, dual-band 802.11ac wireless, 
Bluetooth 5.0, and two USB 3.0 ports, as well as two USB 2.0 ports, a 40-pin GPIO header, and 
a microSD card slot.  
 
The Raspberry Pi 4 includes support for the I2S (Inter-IC Sound) bus, a communication protocol 
used to transmit digital audio data between integrated circuits. This makes it possible to use the 
Raspberry Pi 4 as a platform for audio applications, such as audio playback, audio recording, and 
audio processing. 
 
To use the I2S bus on the Raspberry Pi 4, users must first enable the I2S driver and configure the 
GPIO pins for the I2S interface. This can be done through the Raspberry Pi configuration tool or 
by modifying the device tree overlay file. 
 
Once the I2S interface is configured, users can connect compatible audio devices, such as audio 
codecs, digital signal processors, and audio amplifiers, to the Raspberry Pi 4 and begin 
transmitting digital audio data. The Raspberry Pi 4 supports I2S audio data with up to 32 bits of 
resolution and at sample rates up to 192 kHz. Because of the high sample rates and high 
resolution in the I2S interface, Raspberry Pi 4 is one of the best choices for the in-ear 
microphone array design. 
 



 

 
 

 
Figure 4.1.1.1: Pin Configuration of ICS-43432 (Top View, Terminal Side Down)[7]  

 
 

 
Figure 4.1.1.2: Functional Block Diagram of ICS-43432[7] 

 
PIN NAME TYPE FUNCTION 

1 LR Input Left/Right channel select. When set low, the microphone outputs its signal in the left channel 
of the I2S frame. When set high, the microphone outputs its signal in the right channel. 

2 CONFIG Input Pull to ground. The state of this pin is used at power‐up. 

3 VDD Power Power, 1.62 to 3.63 V. This pin should be decoupled to GND with a 0.1 μF capacitor. 

4 GND Ground Ground. Connect to ground on the PCB. 

5 WS Input Serial Data‐Word Select for I2S Interface 

6 SCK Input Serial Data Clock for I2S Interface 

7 SD Output Serial Data Output for I2S Interface. This pin tri‐states when not actively driving the 
appropriate output channel. The SD trace should have a 100 kΩ pulldown resistor to discharge 
the line during the time that all microphones on the bus have tri‐stated their outputs. 

Table 4.1.1.3: Pin Function Descriptions[7] 
 
 



 

 
 

 
Figure 4.1.1.4: Single ICS-43432 I2S MEMS Microphone in PCB[8] 

 
 

 
Figure 4.1.1.5: Breadboard Prototype with Four I2S MEMS Microphones 

 

4.1.2 Prototype and Data Acquisition 
Prototype design, shown in Figure 4.1.1.5, will also be modified based on the test. The following 
shows the procedures to record data from the Adafruit I2S MEMS Microphones[8] with 
Raspberry Pi. 

Materials Needed: 
● Raspberry Pi board 
● Adafruit I2S MEMS Microphone Breakout 
● Jumper wires 



 

 
 

● MicroSD card with Raspbian installed 
● USB microphone or speakers with 3.5mm jack (optional) 

 
 

We have performed the following steps to collect data from two microphones using a Raspberry 
Pi[8]: 
 

1. Install Python 3 and Pip on Raspberry Pi with command “sudo apt install python3-pip” 
2. Install scripts with the following commands: 

 
cd ~ 
sudo pip3 install --upgrade adafruit-python-shell 
wget https://raw.githubusercontent.com/adafruit/Raspberry-Pi-Installer-
Scripts/master/i2smic.py 
sudo python3 i2smic.py 
 

3. Connect the Adafruit I2S MEMS Microphone Breakout to your Raspberry Pi board using 
the jumper wires. The connections, shown in Figure 4.1.2.1, should be made as follows: 
 

● VIN (microphone) -> 3.3V (Raspberry Pi) 
● GND (microphone) -> GND (Raspberry Pi) 
● BCLK (microphone) -> BCM 18 (Raspberry Pi) 
● LRCL (microphone) -> BCM 19 (Raspberry Pi) 
● DOUT (microphone) -> BCM 21 (Raspberry Pi) 
● SEL (microphone) -> BCM 12 (Raspberry Pi) 

 

 
Figure 4.1.2.1: Circuit Diagram for Raspberry Pi and Adafruit I2S MEMS Microphone[8] 

 



 

 
 

 
Figure 4.1.2.2: Two I2S MEMS Microphone to Raspberry Pi 

 

 
Figure 4.1.2.3: Audio Recording Procedures 

 
4. In the audio recording procedures shown in Figure 4.1.2.3, the command “arecord -l” is for listing 

available devices. Based on the card number “0”, mono audio can be recorded with the command 
“arecord -D plughw:0 -c1 -r 48000 -f S32_LE -t wav -V mono -v file.wav”, and stereo audio with 
command “arecord -D plughw:0 -c2 -r 48000 -f S32_LE -t wav -V stereo -v file_stereo.wav”. 
The sampling rate is 48000Hz, and the data is in 32 bit. Figure 3.3.5 shows an example recording 
command.  



 

 
 

5.  The command “aplay file_stereo.wav” is for playing the file back directly on the device. The 
wav file generated can also be saved in the Raspberry Pi with command “scp 
pi@raspberrypi:file.wav ~/Desktop/file.wav”. Figure 4.1.2.4 shows an example recording.  

 

 
Figure 4.1.2.3:  Recorded Stereo Audio WAV File in Audacity 

4.1.3 Design Challenge 
Limited I2S in Raspberry Pi. The first design challenge for the first hardware design is recording 
data from four microphones instead of two microphones, which is due to the pin configuration of 
digital MEMS microphone, which has the pin for Left/Right channel select. When set low, the 
microphone outputs its signal in the left channel of the I2S frame. When set high, the 
microphone outputs its signal in the right channel. However, there is only one I2S bus on 
Raspberry Pi, which sets barriers to transferring data from 4 I2S digital MEMS microphones to 
Raspberry Pi.  
 
Breadboard Noise. The second design challenge is reducing noise from the prototype based on 
the breadboard; the mounting holes on the breadboard are too loose, which will cause noises in 
the circuit prototype. This issue can be solved by building the circuit on the protoboard.  
 
Larger Size. The third challenge is the size of the prototype. Due to timing constraints, we only 
developed a breadboard version and the distance between the microphones is 1.5cm and the total 
mic-array size is  2.8cm × 1.6cm. Though we have only answered Q4 and Q5 in this question 
this is the first step towards developing the target prototype.   
 



 

 
 

 
Figure 4.1.3.1: Two I2S Digital MEMS Microphones on Protoboard 

 
 
 

 
Figure 4.1.3.2: First PCB Schematic (Digital 2-Mic)  

 
 



 

 
 

 
Figure 4.1.3.3: PCB Design (Digital 2-Mic) 

 
Figure 4.1.3.2 shows the PCB schematic for digital 2-mic array, and Figure 4.1.3.3 shows the 
PCB layout design. Both the schematic and the layout are designed by our own with Altium 
Designer. 

4.2 Second Hardware Design 

Considering the time constraints, the second hardware design aims to solve the problem of 
limitation in the number of microphones in the first design. Different from the first design with 
digital I2S microphones, the second design of hardware is based on analog microphones. Every 
single module used in all prototypes has integrated both a MAX4466 preamplifier and an analog 
MEMS microphone. The second hardware started from a prototype from the breadboard.  
 

 
Figure 4.2.1: Breadboard Prototype with Three Analog MEMS Microphones 



 

 
 

4.2.1 Component Overview 
Microphone. The MAX4465-MAX4469[9] is a series of microphone preamplifiers designed for 
use in low-voltage applications. These preamplifiers can amplify small signals from microphones 
to a level suitable for further processing. The preamplifiers feature a low-noise input stage with a 
fixed gain of 20dB or 26dB, depending on the specific model. They have a wide frequency 
response range of 20Hz to 20kHz, making them suitable for a variety of audio applications. The 
MAX4465-MAX4469 preamplifiers operate from a single supply voltage between 2.4V and 
5.5V, which makes them suitable for battery-powered applications. They also have a low 
quiescent current of only 20μA. The preamplifiers are available in small packages that are easy 
to integrate into a wide range of electronic devices. They also have a shutdown pin that can be 
used to turn off the device when it is not in use, further reducing power consumption. Therefore, 
the MAX4465-MAX4469 microphone preamplifiers are a versatile and low-power solution for 
amplifying microphone signals in a variety of low-voltage applications. 
 

 
 

Figure 4.2.1.1: MAX4465/MAX4466 Pin Configurations[9] 
 
 

Pin Name Function 

1 IN+ Noninverting Amplifier Input 

2 GND Ground 

3 IN- Inverting Amplifier Input 

4 OUT Amplifier Output 

5 Vcc Supply Voltage 
Table 4.2.1.1: Pin Function Descriptions[9] 



 

 
 

4.2.2 Prototype and Data Acquisition 
The development boards used for data acquisition are Arduino Uno and Raspberry Pi 4 because 
both hardware and software teams only have these two development kits. Arduino Uno has six 
on-board ADC channels which can be used to read analog signals, and Raspberry Pi has both SPI 
and I2S interfaces. 
 

 
Figure 4.2.2.1: Three Analog MEMS Microphones on Protoboard (Analog 3-Mic Array) 

 

Test and Data Acquisition with Arduino Uno 
The first test method is based on Analog 3-Mic Array, which is shown above, and Arduino 
Uno[10]. There are five analog pins for ADC, 3 power pins, and three ground pins on Arduino 
Uno. Three analog pins, one 3V3 pin, and one ground pin are used to gather data. 
 



 

 
 

 
Figure 4.2.2.2: Arduino Uno Pinout[10] 

 
 

 
Figure 4.2.2.3: Test with Analog 3-Mic Array and Arduino Uno 

 
 



 

 
 

 
Figure 4.2.2.4: Sketch and Code for Data Acquisition on Arduino IDE 

 
 

 
Figure 4.2.2.5: Data Acquisition with Serial Monitor on Arduino IDE 

 



 

 
 

In Figure 4.2.2.5, there are data gathered from the analog 3-mic array, and time shows the 
number of milliseconds at the time since the program is uploaded to Arduino Uno. 
 

 
Figure 4.2.2.6: Data Acquisition with Serial Plotter on Arduino IDE 

 
Based on Data Acquisition, from the time of 16 milliseconds to 218 milliseconds, there are 10 
samples gathered from the analog 3-mic array. Below is the process to calculate the sampling 
rate: 

 
t1 = 16 msec, t2 = 218 msec, n = 10 samples 
𝚫t = t2 - t1 = 218 msec - 16 msec = 202 msec 

fs = n/𝚫t = 10 samples/202 msec ≈ 49 Hz 
 
The sampling rate of 49 Hz is extremely low for data acquisition in audio applications, which is 
also displayed in the waveform with sharp edges from Figure 3.4.7. Therefore, we chose 
Raspberry Pi to solve the issue of the low sampling rate. 
 



 

 
 

Test and Data Acquisition with Raspberry Pi 

 
Figure 4.2.2.7: Raspberry Pi 4 Pinout[11] 

 
Communication Protocol. Based on Figure 4.2.2.7, there is only one I2S bus on Raspberry 
Pi[11]. Therefore, the second attempt for test and data acquisition with the analog 3-mic array is 
based on the SPI communication interface on Raspberry Pi due to time constraints. The effect of 
time constraints will be described in the next sections. 
 
Analog to Digital Converter. To transfer data from the analog 3-mic array to Raspberry Pi with 
both ADC (analog-to-digital converter) and SPI interface, MCP3008 is selected.  
 
MCP3008[12] is a popular 10-bit ADC chip that can be used to convert analog signals into 
digital signals for processing by a microcontroller or computer. It offers 8 channels for analog 
input, which satisfies the requirement to convert and transfer data from the analog 3-mic array. 
Besides, MCP3008 has a simple SPI (Serial Peripheral Interface) communication protocol, 
which makes it easy to integrate with a wide range of microcontrollers and computers. It also 
offers a wide input voltage range from 0V to 5V, which makes it suitable for a variety of 
applications, including sensor data acquisition, and audio signal processing. 



 

 
 

 

Figure 4.2.2.8: Pinout and Package for MCP3004/3008[12] 

 

 
Figure 4.2.2.9: MCP3008 in Protoboard 



 

 
 

 
Figure 4.2.2.10: Data Acquisition with Python in Raspberry Pi OS 

 
 

 
Figure 4.2.2.11: Data Acquisition in Python Shell 



 

 
 

In Figure 3.4.12 shown above, there are 754 data collected in the time of 10.914814949035645 
seconds and 761 data collected in the time of 11.03279423713648 seconds. Below is the process 
to calculate the sampling rate: 
 

t1 = 10.914814949035645 sec, t2 = 11.03279423713648 sec, n1 = 754 samples, n2 = 761 
samples 

𝚫t = t2 - t1 = 11.03279423713648 sec - 10.914814949035645 sec = 0.1179792881 sec 
𝚫n = n2 - n1 = 761 samples - 754 samples = 7 samples 

fs = 𝚫n/𝚫t = 7samples/ 0.1179792881 sec ≈ 59 Hz 
 
Based on calculations shown above, the sampling rate of 59 Hz is extremely low for data 
acquisition in audio applications. Therefore, a new design is required to achieve the goal and 
requirements of high sampling rates and data acquisition from multiple microphones. This issue 
happens because Raspberry Pi does not support SPI of up to 8000 Hz, which is the frequency for 
low-quality audio[23]; and there are hardware limitations in Arduino Uno because the 
ATmega328P microcontroller in Arduino Uno has a limited processing power and memory, 
which limits the ADC sampling rate. The ADC conversion takes several clock cycles to 
complete, and the microcontroller must also handle other tasks such as data processing, 
communication, and input/output operations[32]. 

4.2.3 Design Challenge 
The design challenge for the second design of hardware is an extremely low sampling rate with 
both Arduino Uno and Raspberry Pi with the SPI communication interface. Therefore, the 
second design is unable to solve the issues in the first design. To solve the issue of a low 
sampling rate for data acquisition from three or more microphones, the hardware with both 
multiple ADC channels and I2S serial bus interface is required. However, most of the ICs 
(Integrated Circuits) with both multiple ADC channels and I2S are in small packages such as 
QFN (Flat no-leads package). The hardware design with IC in QFN must be based on PCB 
(Printed Circuit Board) and receiving the final hardware design product after sending PCB 
design files takes a huge amount of time, which is a huge challenge with time constraints. 

4.3 Analysis of the First and Second Designs of Hardware Design 

Based on Section 3.3 and Section 3.4, each type of hardware design has different issues and 
limitations. Below is the table with the analysis: 
 

Pros (First Design) Cons (First Design) 

The sampling rate of the data is fast, which 
satisfies the requirement for audio 

applications and machine learning tasks with 
model training. 

The number of microphones is limited. To 
achieve more accurate machine learning and 

model training, three or more microphones are 
required. 

Pros (Second Design) Cons (Second Design) 



 

 
 

The data from three or more microphones can 
be transferred to the computer. 

The sampling rate is extremely low, which is 
unable to satisfy the software team’s 

requirements of high sample rates and model 
training with WAV files 

Table 4.3.1: Analysis of the First Design and the Second Design 

4.4 Third Hardware Design 

Based on Section 4.2 and 4.3, the main requirements are data acquisition from three or more 
microphones and a high sampling rate for model training with WAV files, the design for the 
third design of hardware is implemented to solve all the issues from both the first and the second 
hardware designs. 
 

4.4.1 Component Overview 
Considering the issues of time constraints, AC108[6], which has a brief introduction in Section 
3.2, is integrated into the third hardware design. AC108 has both quad-channel ADC and 
I2S/TDM interfaces. In this way, the software team can collect data into WAV files in the new 
compact hardware with the current driver used in their workflow. The third design will be based 
on Figure 3.6.1. AC108 is in QFN package, which means it is impossible to build the prototypes 
on both the breadboard and the protoboard because QFN package is too small. 



 

 
 

 
Figure 4.4.1.1: AC108 Typical Application Diagram from AC108 Datasheet[6] 

4.4.2 PCB Library Documents 

One of the main challenges in PCB design is creating both the schematic and the layout for 
AC108. The AC108 is in the QFN package with 48 pins, and there is no PCB layout data in the 
PCB design software. QFN[22] stands for Quad Flat No-Lead, which is a type of surface-mount 
packaging for integrated circuits. It is a low-profile package with a square or rectangular shape 
that has contacts on all four sides, allowing for a high density of connections in a small area. 
QFN packages are widely used in a variety of electronic devices, including mobile devices and 
automotive electronics. The main reason most of the ICs for audio applications with both multi-
channel ADCs and I2S are in the small QFN package is that the size of the circuitry needs to be 
reduced to minimize noises and signal distortions from parasitic capacitance, resistance, and 
inductance. Parasitic capacitance, resistance, and inductance are all undesired effects that can 
occur in electronic circuits. Parasitic capacitance refers to the capacitance that exists between 
conductive elements in a circuit that was not intentionally designed to be a capacitor. It can result 
from the physical proximity of two conductors, such as the leads of a resistor or the traces on a 
printed circuit board. Parasitic resistance is a similar phenomenon, where resistance is present in 
a component or connection that was not intended to have resistance. Similarly, parasitic 
inductance refers to the unintended inductance that exists in a circuit, which can cause issues 



 

 
 

such as signal distortion or unwanted oscillation. These parasitic effects can negatively impact 
the performance of electronic circuits, particularly at high frequencies, and need to be taken into 
account during circuit design and optimization.  
 

 
Figure 4.4.2.2: 28-Pin QFN package[13] 

 
 
 
 



 

 
 

 
Figure 4.4.2.3:  Package Dimension of AC108[6] 

 
The creation of the PCB library document for AC108 is based on the package dimension shown 
in Figure 4.4.2.3. The package of AC108 has both a small dimension of 6mm × 6mm × 0.75mm 
and 48 tiny pins with a dimension of 0.2mm × 0.4mm × 0.2mm, which makes it even more 
challenging to make the hardware. Besides, the creation of the PCB library for AC108 requires 
information from IC manufacturers and manufacturing technology from PCB companies. Some 
PCB companies are unable to support the manufacturing of PCBs with such small packages; 
therefore, selecting manufactures to make the final PCB also takes a huge amount of time. 
 

 
Figure 4.4.2.4: AC108 Pin Pad Layout Design for PCB 



 

 
 

Figure 4.4.2.4 shows the AC108 pin layout for PCB design. Some of the details in the design are 
extremely important because ignorance of these details will lead to failure in the third design. 
The first detail is the length of the smallest pin pad in the pin layout design, which is about 
0.889mm and longer than pin length L in Figure 4.4.2.3; such kind of design considers the sizes 
of pins and the IC package to make sure that IC won’t peel away after being soldered on PCB. 
Making the pin pad longer is one of the main techniques to solder small IC packages firmly on 
the PCBs. Besides, the pad with label number 49 is the digital ground of AC108, which needs to 
be designed carefully in the final layout because there should be a specific distance between the 
analog ground and the digital ground to reduce signal distortion and crosstalk. 
 

 
Figure 4.4.2.5: AC108 Label for Schematics 

4.4.3 Schematic Design 

 
Figure 4.4.3.6: Third Design (4-Mic Array) Schematic 



 

 
 

In Figure 4.4.3.6, there are four types of blocks, including the AC108, analog MEMS 
microphone, 24MHz CMOS compatible SMD crystal oscillator, and 40-pin female headers. 

 
Figure 4.4.3.7: AC108 Block in Schematic 

 
In Figure 4.4.3.7, some capacitors are connected between power supplies and ground to prevent 
noise propagation to the subsequent circuit by transmitting the noise to the grounded side. The 
analog ground and the digital ground are separated to avoid crosstalk between signal paths. 
Similar methods will be used in analog MEMS microphone blocks and the 24MHz crystal 
oscillator block, which will be shown in Figure 4.4.2.8 and Figure 4.4.2.9. 
 

 
Figure 4.4.3.8: Analog MEMS Microphone Block in Schematic 



 

 
 

 
Figure 4.4.3.9: 24MHz Crystal Oscillator Block in Schematic. 

 
A 24MHz crystal oscillator, which is in a compact package and low in height at 1.2mm, is used 
in the third design. It has low current consumption and a tri-state function to reduce power. VDD 
connects to a 100nF capacitor to reduce noises for stable output frequency. 
 
 

 
Figure 4.4.3.10: 40-Pin Female Headers in Schematic (On the Right Side of the Dotted line) 

 
 



 

 
 

4.4.4 Layout Design 

 

 
Figure 4.4.4.1: Bottom Side of Analog 4-Mic Array PCB Layout in 3D View 

 
 

All the PCB schematics and PCB layout in section 4.4 are designed on our own. Figure 4.4.4.1 
shows the layout of analog 4-mic array PCB design; the dimension of whole PCB is 78.359mm × 
66.802mm, and the distance between every two microphones is 870 mil, which is about 2.21cm 
for a sampling rate of a minimum of 8000Hz. Both PCB schematic and PCB layout takes a huge 
amount of time; the information of IC package needs to be checked to make a stable final 
product and the routing of circuits requires information from different PCB manufacturers so that 
the PCB layout can pass DRC (Design Rule Check). The size of the 4-mic array in the third 
design is significantly smaller than the one in the ReSpeaker 4-Mic Array, which will be a better 
option for the software team to work on audio beamforming and model training in smaller 
spaces. However, it will take some time to get the hardware delivered to the software team in the 
next term because of the time consumed in manufacturing. 
 

4.5 Design Decision 

There are three hardware designs in total. The third hardware design is able to solve the issues 
from the first and second designs, including the limited number of microphones and the low 
sampling rate for audio and machine learning tasks; both of the issues are introduced in Section 
3.5. Therefore, the final decision is the third microphone array design to record data from four 
MEMS microphones in WAV format. However, it takes some time to receive the product of the 
design from manufacturers. 
 



 

 
 

There are three types of hardware design in total. The first design is usable but may not be 
accurate in model training. The second design is unable to solve the problems from the first 
design. The third design is able to achieve the requirements of the software team, but it will take 
a longer time for the software team to get the final version of the microphone array because the 
hardware design team needs time to find and check every single detail and manufacturer spends 
time to make the final product. 
 

 

5 Discussion and Future Plan 

Designing microphone array hardware is challenging because it not only needs to design the 
hardware itself but also work on the software. There were so many mistakes made during the 
design process, including the selection of hardware parts and the direction of development. For 
instance, when designing the first hardware, a huge amount of time has been wasted on the PCB 
design with two digital MEMS microphones, and the prototype of the audio amplifier circuit on 
the breadboard, which was not the initial steps planned for the project. 
The following are some of the technical challenges we have experienced. 
 

5.1 Sensor Data Collection Protocol and Sampling Rate 
The sampling rate is deeply related to data transfer protocols. There are two data transfer 
protocols in the three hardware designs, including I2S and SPI. Raspberry Pi has both I2S and 
SPI transfer protocols. With MCP3008, Raspberry Pi can achieve data acquisition from four 
microphones. However, the sampling rate of SPI protocol on Raspberry Pi is too low. I2S 
supports the required sampling rate, but there is only one I2S bus on Raspberry Pi, which means 
that I2S on Raspberry Pi can only support data acquisition from two I2S digital microphones. 
One of the platforms that has two I2S buses is STM32F413/423[27]. 
 

5.2 Number of Microphones 

The number of microphones that can be used in an audio beamforming system is often limited by 
the physical space available for the microphones and the capabilities of the embedded system 
used to process the data. 
 
Firstly, the physical space available for the microphones can limit the number of microphones 
that can be used in an audio beamforming system. For example, if the system is designed to be 
compact or portable, it may only be possible to accommodate a limited number of microphones. 
Similarly, if the system is designed for use in a specific environment where space is limited, the 
number of microphones that can be used may be limited by the available space. The distance 
between the microphones is also determined by the sampling rate. 
 



 

 
 

Secondly, the embedded system used to process the data can also limit the number of 
microphones that can be used in an audio beamforming system. The processing power and 
memory capacity of the embedded system will determine how many microphones can be read 
and processed in real-time. If the system is designed to use a simple protocol to read data from 
the microphones, such as I2S or SPI, the number of microphones that can be used may be limited 
by the bandwidth of the protocol. 
 

5.3 Potential Integrated Chip Hardware Design Opportunities 
The ultimate goal of this project is to achieve audio beamforming in the earable applications, 
which has new requirements and challenges on both the hardware and software sides, including 
reducing the size of the hardware. Therefore, a customized design for the IC or a more integrated 
PCB design has the possibilities to create a smaller for earable applications and the new software 
needs to consider the effects of the sampling rate and distance between the integrated 
microphones in the custom IC, which may have the intersection among hardware, software, and 
biomedical engineering. In the future, the project has the possibility to become interdisciplinary 
research, which makes me feel excited. 
 

5.4 Lessons Learned 
In the development process, the design for both hardware and software should be inseparable. I 
learned a lot during the development process and realized how important teamwork and 
communication are to achieve a mutual goal. Besides, I realized that designing good hardware is 
challenging because it is not only about designing the hardware itself but also about designing 
the whole system which includes both hardware and software. 
 
 

6 Conclusion 

Based on the three designs, we noticed that there are several key aspects in the hardware design, 
including the sampling rate for data from microphones, the distance between every two 
microphones, and the number of microphones.  
 
The number of microphones used in beamforming affects the beamforming resolution, accuracy, 
and sensitivity. Typically, more microphones result in higher resolution and accuracy, but come 
with higher costs and increased complexity. A common configuration for microphone arrays is a 
linear or circular arrangement, which can be used to enhance the directionality of sound capture 
in one or more directions. 

The distance between microphones in a beamforming system is also an important factor in 
determining its performance. The spacing between microphones determines the directionality of 
the beamformer, where a larger spacing results in a narrower beam and higher directivity. 
However, larger spacing can also result in grating lobes, which are false peaks in the beam 



 

 
 

pattern. Optimal spacing is determined by the wavelength of the sound being captured and the 
desired beam width. 

Finally, the sampling rate of the microphones determines the frequency range and resolution of 
the captured signal. Higher sampling rates are beneficial in capturing higher frequency 
components and providing better time resolution but come with higher data storage requirements 
and processing demands. 

In conclusion, the effectiveness of audio beamforming is dependent on the number and 
arrangement of microphones, the distance between them, and the sampling rate of the 
microphones. These factors must be carefully considered in designing a beamforming system for 
a particular application. 
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