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Abstract 
The project focused on performing a feasibility study to evaluate the public’s interest and comfort level 

with a tour guide robot, and on gaining information for guiding future development of the robot into a 

fully functioning and autonomous tour guide. This paper describes a series of experimental, robot 

guided tours performed on the WPI campus. Volunteers, who had already completed a normal, student-

led campus tour, were guided on a limited, outdoor tour route by a robot. The robot was controlled 

remotely by a student in a “wizard of oz” type trial, without the knowledge of the tour participants. 

After the tours, the volunteers filled out questionnaires pertaining to their thoughts and feelings 

regarding their tour experiences. Overall, the participants were overwhelmingly pleased and 

enthusiastic about their robotic tour experiences leading to the conclusion that robot guided tours are a 

feasible practice for the WPI campus. Through analysis of the questionnaires, it was found that the 

participants mostly desired more interaction with the robot including dialog and interactive interfaces, 

and were most satisfied with the robot’s ability to use gaze direction and body movements to indicate 

tour locations.  
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Introduction 
Development of a fully-autonomous, mobile robotic system is a challenging endeavor, and the task is 

made more challenging when the robot must interact with human users. The ways in which the robot 

interacts with humans must be useful and natural to the users and, often, the interactive behavior must 

be taken into consideration when developing the autonomous capabilities of the system. While 

autonomous behavior is a technical and therefore engineering issue, the preference of humans is not 

and is therefore inherently less predictable. As a result, the development time and cost of an 

autonomous system may be increased due to further design iterations required for adjusting the 

system’s human-robot interaction characteristics. 

Fortunately, increases in development cost and time can be minimized by studying the ways in which 

the system will interact with users before it becomes autonomous. This can be accomplished in several 

ways, one of which is commonly referred to as the “Wizard of Oz” experiment. In this type of 

experiment, human subjects interact with a system that appears to be autonomous but is in fact 

controlled by a human following a precisely prescribed script. The value in this type of study is twofold. 

First, a human operator can simulate a wide range of autonomous behaviors without the need to 

develop a system capable of producing the behaviors on its own. Secondly, the ways in which humans 

tend to communicate with other humans is different than the way in which they interact with machines, 

as has been found in studies pertaining to human-machine dialog [1]. As such, Wizard of Oz experiments 

have been used to develop robotic systems which interact with humans, such as a robotic doorman in 

Finland [2]. 

When a student team at WPI developed a mobile robot system, named GOAT (Guest Orientation, 

Assistance, and Telepresence Robot), capable of acting as a robotic tour guide, it was decided to use a 

Wizard of Oz experiment to study the way in which users would interact with the robot before in depth 

development of its behaviors and interfaces could proceed. To accomplish this, a method of controlling 

the robot remotely was used to conduct experimental tours with volunteers without their knowledge 

that the robot was controlled by a human. Their reactions were studied using video recordings, and their 

thoughts and feelings on the tour experience were obtained using questionnaire forms. The data 

gathered from the experiment will be used in the future development of the system from an 

autonomous capable platform to a fully-autonomous, tour guide robot for the WPI campus. 
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Background 
The tour guide robot, as it existed at the beginning of the study, consisted of a mobile platform with 

various computers, sensors, and other components mounted on it. It was recognized that the 

appearance and behavior of the robot should be conducive to human interaction. To determine how 

best to modify the robot to achieve these goals, previous examples of tour guide robots were studied 

for clues as to which behaviors and aspects of robot appearance would be most effective.  

There are several examples of tour guide robots available. These examples consist of indoor and 

outdoor tour guides which have significantly different design challenges in the way of autonomous 

navigation. However, the ways in which they interact with users is largely independent of whether they 

operate in an indoor or outdoor environment. 

Minerva 
Two examples were researched when deciding what behaviors and capabilities the robot should possess 

for interacting with campus visitors. The first was an indoor tour guide robot, named Minerva, 

developed by Carnegie Mellon University and deployed for a total period of 14 days, from August 24 

through September 5, 1998, in the Smithsonian’s National Museum of American History (Figure 1). 

 

Figure 1: The Minerva tour guide robot  

Minerva used three behaviors to interact with visitors to the museum: simple facial expressions, gaze 

direction, and voice [3]. 

NTU-1 
A second tour guide robot studied was an outdoor example called NTU-1 which gives tours at the 

National Taiwan University (Figure 2).  
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Figure 2: The NTU-1 tour guide robot 

This robot responds to users’ inputs, given by way of a touch screen interface and voice commands, by 

using voice, displays on the screen, LED’s, and motions of the body [4]. 

Due to limited resources for the project, the interactive capabilities that could be implemented for the 

study were limited to the existing platform and some low-cost modifications. Since both examples 

studied used voice to interact with their users, and since GOAT was equipped with a speaker system, it 

was decided that providing the robot with a voice was a must-have for the study. The robot was also 

equipped with a touch screen interface which could be utilized for user input and simulated facial 

expressions. However, upon testing, it was found that the screen was not easily visible in outdoor 

sunlight making these ideas impractical for the study. The final method of interaction considered was 

indicating to visitors which locations the robot was referring to through the use of head direction, as in 

the case of Minerva, and body motions as in the case of NTU-1. Since the purpose of a tour guide robot 

is to explain locations to people who are unfamiliar with them, it was decided that these methods of 

indicating what the robot was speaking about were necessary for the study. 

GOAT Robot 
The robot used for the study was a tour guide robot , known as the GOAT Robot (Guest Orientation, 

Assistance, and Telepresence Robot), developed by a three member, student team at WPI for their 

MQP. The robot as it existed at the beginning of the study is shown in Figure 3. 
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Figure 3: The GOAT tour guide robot used in the robotic tour study 

GOAT was built using a Segway Robotic Mobility Platform (RMP) which is a type of mobile robotic 

platform intended for research and development. Added to the base platform were two Linux based 

computers linked by a local area network (LAN), one for control of the platform and a touch screen 

computer mounted on top to provide a user interface. While extensive effort had already taken place to 

bring the robot toward its final development goal as an autonomous tour guide, much work was left to 

be done until that goal was reached. Instead, additional, previously developed capabilities were used to 

conduct the tour study. These included the ability to manually control the robot using an Xbox 360 

controller, the ability for other computers to connect to the robot’s LAN via WIFI, cameras mounted on 

the robot as part of a computer vision system, and speakers mounted on the robot to interact with users 

through audio. The Xbox control, the WIFI connection, and the cameras were utilized to implement 

remote control of the robot using a laptop computer connected to the robot’s LAN. This allowed a user 

to view images from the robot’s camera and control it using the Xbox controller while remaining unseen 

by anyone interacting with the robot. The speakers were used to play audio information pertaining to 

the tour. Using the GOAT robot allowed for gathering information about how users interact with tour 

guide robots, information that will eventually be used to improve GOAT itself.  
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Project Goals 
● Generate ideas for various robot guided tour scenarios and prepare the scripts 

● Obtain Institutional Review Board approval for conducting the experimental tour study 

● Provide robot guided tours to volunteers  

● Conduct the tours in such a way that the volunteers perceive the robot to be autonomous 

● Gauge the thoughts and feelings of the volunteers pertaining to their tour experience through 

the use of questionnaires and video recordings of their reactions 

● Analyze the results of the questionnaires to draw conclusions about what was effective, what 

was not effective, and what may have been lacking from the robot guided tours 

● Use the conclusions to make recommendations about what behaviors and capabilities should be 

added to the robot to make it an effective, autonomous tour guide 

● Use the conclusions to gauge whether or not robot guided tours are a feasible and attractive 

feature for the WPI campus 

Hypotheses 
In order to frame the questions on the questionnaires provided to the volunteers, it was useful to first 

create hypotheses about how the robot’s methods of interactions, or lack thereof, and people’s 

perception of the robot would affect their tour experiences.  

The primary hypotheses are as follows:     

1. DIALOG: Lack of dialogue with the robot will make participants less engaged and will make them 

feel as though less information was gained.  

2. GAZE: Having the robot turn toward the locations it is talking about will make people more 

interested in what it is saying.   

3. SAFETY: The safer people feel around the robot, the more satisfied they will be with the tour 

experience. 

Several questions were included on the questionnaire to address each of the hypotheses. In addition, 

questions were provided to determine how generally satisfied the volunteers were with the tour 

experience. This allowed the questions pertaining to each hypothesis to be compared with the general 

satisfaction questions in an attempt to find any correlations. 
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Methodology 
Though the purpose of the study was to provide information about how to implement effective, robot 

guided tours, it required the creation of experimental tours along with a method of obtaining feedback 

from the tour participants to gain that information. 

Experimental Tours 

There were three main constraints that were adhered to when designing the experimental tours: 

1. Autonomous Appearance - The volunteers must perceive the robot to be autonomous 

2. Safety Precautions - The tours must be as safe as possible for the volunteers 

3. Tour Script - The robot must provide pre-recorded voice information about each tour location 

and must appear to “look” at each location it is speaking about 

Autonomous Appearance  

To address the first requirement, a method of controlling the robot remotely was devised using an 

external computer connected to the robot’s computer through a WIFI connection. Prior to the study, the 

robot was equipped with a Linux based computer running the Robot Operating System, or ROS [5]. ROS 

is a software framework designed for developing robot applications. The framework is graph based, 

meaning multiple nodes run simultaneously as separate applications which communicate using special 

ROS messages. Prior development included an RMP command node for sending commands to the RMP 

base, an Xbox RMP node for receiving input from an Xbox 360 controller and translating them into RMP 

commands, and a node for processing camera images and publishing them as ROS messages. However, 

the existing ROS configuration was local to the robot’s computer which was not useful for remote 

control. Fortunately, ROS is designed to run on multiple computers linked by a network, with the 

network being transparent to each computer. The robot came equipped with a network router which 

allowed the control computer to communicate with the RMP base via an Ethernet connection. The 

router was also WIFI capable which allowed a computer running ROS to wirelessly connect to the 

network. As a result, it was a simple matter of running the Xbox RMP node on a laptop instead of the 

robot’s computer, along with an existing ROS node, found in the open source ROS repository, which 

allowed the camera images to be viewed on the laptop. This allowed a user to connect the Xbox 

controller to a laptop, connect the laptop to the robot’s wireless network, and control the robot by 

viewing camera images from a forward facing camera on the robot’s body. Figure 4 shows an overview 

of the ROS network setup for remotely controlling the tour guide robot. 
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Figure 4: Network setup for remote control of robot  

Safety Precautions 

As described in the previous section, the robot was controlled remotely using an Xbox 360 controller 

shown in Figure 5.  

 

Figure 5: Xbox 360 controller button mappings for remote control of robot  
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An analog joystick on the controller was mapped to the velocity and yaw rate of the RMP base, with the 

vertical axis of the stick controlling the linear velocity and the horizontal axis controlling the yaw rate. As 

a safety feature, the left analog trigger of the controller was programmed as a “deadman” switch. This 

meant the robot only responded to commands from the control stick if the deadman switch was 

depressed. If the deadman switch was released, the robot would be commanded to set the velocity and 

yaw rates to zero. This ensured that velocity and yaw commands would not be sent to the robot if the 

controller was dropped and the control stick was pressed off-center. In addition to the deadman safety 

feature, a “decel” button could be used to immediately command the velocity and yaw rates of the 

robot to be set to zero, after which the robot would power down. This allowed a remote operator of the 

robot to bring it to a controlled stop should any problems be detected when viewing remote images 

from the robot’s cameras. 

Since all commands sent to the robot from the Xbox controller were relayed to the RMP via ROS 

software, safety features built into the RMP controller firmware were utilized as an additional layer of 

safety. Acceleration, velocity, and yaw rate limits were set in the firmware which constrained the rates 

to safe levels, i.e. no greater than average human walking speed for velocity, and acceleration and yaw 

rates that would not cause the robot to tip over. Also, the platform controller was equipped with an 

input for an emergency stop button. This input was wired to an emergency stop button on the robot 

body (Figure 6), and a relay that could be activated by pressing a button on a wireless fob (Figure 7). 

 

Figure 6: Emergency stop button on robot's  body  

 

Figure 7: Wireless relay fob for robot emergency 

stop system 

The emergency stop system provided a means of stopping the robot if an error were to occur with the 

ROS software, the Linux computer, or the robot’s LAN. During the experimental tours, a study assistant 

joined the volunteer tour groups and followed the robot along its tour route. The assistant wore the 
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wireless relay fob at all times, monitored the robot’s behavior, and was prepared to quickly activate the 

wireless fob or the emergency stop button on the robot body should any unexpected behavior or 

malfunctions occur with the robot. 

Tour Script 

The first step in creating the tours was to determine the route the robot would follow and the locations 

it would provide information about. In addition to locations, it was decided to have the robot provide 

information about itself while in transit between stops for purposes of engaging the tour participants 

and making them more familiar and comfortable with the robot. Since the tours were experimental and 

would require time from volunteers, the route was limited in scope to a subsection of the campus. The 

road encircling the quadrangle and the Bartlett Center was chosen for its relative simplicity, wide lanes 

of travel, numerous locations at which the robot could stop, and open area at its center to allow for the 

best possible reception of the robot’s wireless network. Tests were performed to determine which 

possible tour locations in this area allowed for a strong remote connection with the robot. Based on the 

tests, it was determined that a tour route starting at Harrington Auditorium and ending behind the 

Bartlett Center would enable reliable control of the robot for a remote operator stationed at the center 

of the quadrangle. The design for the tour route is shown in Figure 8, with the tour route and locations 

shown in red, and topics for the robot to speak about while in transit labeled in yellow. 

 

Figure 8: Robotic tour route indicated by red line. Tour locations are labeled in red text, in transit topics in yellow text. 
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Once the tour route was planned, and the locations and in transit topics the robot would talk about 

were chosen, a script (see Appendix E) was developed for what the robot would say during the tour. The 

text of the script was converted to synthesized speech using a free web-based program and the speech 

was saved to separate sound files and copied to the robot’s computer and the laptop computer [6]. A 

ROS sound node was developed which would play each sound file successively in the order determined 

by the tour route when the up button on the Xbox controller’s directional pad was pressed. By having 

the sound node run on the laptop as well as the robot’s computer, the person controlling the robot 

would be able to hear, through the laptop’s built in speakers, what the tour participants were hearing 

which allowed the robot controller to properly choreograph the tour. The tour participants heard the 

audio from the robot played through speakers attached to the robot’s body (see Figure 9). 

 

Figure 9: Speakers on robot for playing tour audio  

To create the appearance that the robot was looking at each location it spoke about, the robot’s frame 

was covered with a body and head (see Figure 10 and Figure 11). The body was constructed using 

disposable ponchos which offered some amount of protection should a rain shower occur during a tour. 

The head was a stuffed toy bought at a local toy store and attached to an existing sensor mast at the 

center of the robot’s frame. The body and head served to personify the robot and indicate to the tour 

participants which location the robot was taking about. 



15 
 

 

Figure 10: Robot base before addit ion of body  

 

Figure 11: Robot with body 

Tour Videos 

To supplement the feedback from the tour questionnaires, a webcam and microphone built into the 

robot’s user interface computer were used to record videos of the tour participants’ reactions to the 

robot (see Figure 12). 

 

Figure 12: Webcam and microphone built  into the robot's  user interface computer  
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Tour Study Logistics 

With the tour route mapped, the script written, technical and safety features developed, and the robot 

body constructed, the time came to work out the logistics of the tour procedure to ensure smooth 

operation of the tours for a successful study.  

First, an expedited approval for the tour was received from the Institutional Review Board. This approval 

is necessary for any study performed by WPI students that involves human subjects. The expedited 

approval letter can be seen in Appendix B. 

Next, Jason Laperriere, the Senior Assistant Director of Admissions was contacted to enlist the 

cooperation of the student tour guides. This was necessary since the tour volunteers would be recruited 

from the student led tour groups. With Jason’s help, approval was gained from the Dean of Admissions 

and the student tour guides were notified of the upcoming study. 

In addition to assistance from the Admissions staff, a study assistant, Erin Leger (see Figure 13), was 

recruited to assist with administering the tour study. 

 

Figure 13: Volunteer tour study assistant,  Erin,  with the tour guide robot  
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Erin’s assistance was critical since the study was performed with only one student investigator which 

was insufficient for coordinating the logistics of recruiting volunteers, performing the tours, and 

obtaining feedback. 

Participant Feedback Questionnaire 

To obtain feedback about the tour, a survey was designed which would be filled out by the tour 

participants at the conclusion of each tour (see Appendix C). The survey consisted of 19 statements, 

each with a corresponding Likert Scale which consisted of four choices: Strongly Disagree, Disagree, 

Agree, and Strongly Agree. The statements were separated into four categories, one for each of the 

three hypotheses and one for general tour satisfaction. With this format, the results pertaining to each 

hypothesis could be compared to the general satisfaction results in an attempt to prove or disprove 

each hypothesis by discovering how each of the tour factors addressed by the hypotheses affected 

people’s satisfaction with the tour. In addition to the Likert scaled statements, three optional, open 

form questions were included with the surveys where participants could explain what they liked or 

disliked about the tours and offer suggestions for improvements. 

Experimental Protocol 
Once the admissions staff, the Institutional Review Board, and the study assistant were on board for the 

study, a procedure was created and rehearsed for recruiting the volunteers, performing the tours, and 

obtaining feedback. 

The procedure was as follows: 

1. Setup a remote operation station at the center of the quadrangle consisting of a chair, a table, 

and box to shade the remote operation laptop from the sun 

2. Meet with the student tour guides at the Bartlett Center before they begin their tours to explain 

the study and ask for their assistance in introducing the student investigator to the tour groups 

3. Bring the robot online inside of Higgins Laboratories and test the systems to ensure proper 

operation 

4. Drive the robot to the start location of the tour route in front of Harrington Auditorium using 

the Xbox controller connected directly to the robot’s computer 
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5. Switch the robot to tele-operation mode allowing for remote control with a laptop connected to 

the robot’s wireless network 

6. Walk to the front of the Bartlett center to meet the tour groups while the study assistant keeps 

watch over the robot 

7. Meet the tour groups in front of Bartlett Center as they complete their tours, explain the study 

and its purpose, and ask for volunteers 

8. Lead volunteers inside the Bartlett Center, handout consent forms, and collect them once 

completed 

9. Lead the volunteers to the robot in front of Harrington Auditorium, introduce the study 

assistant, and explain precautions for maintaining a safe distance from the robot 

10. Concurrent to step 9, the tour assistant starts recording from the webcam on the robot’s user 

interface computer as the volunteers are being led to the robot 

11. Leave the volunteers with the robot and setup remote operation laptop at remote operation 

station in the center of the quadrangle 

12. Remotely operate the robot to follow the tour route while avoiding obstacles, stopping at tour 

locations, and playing tour audio as per the predetermined script 

13. Concurrent to step 12, the study assistant follows the robot along the tour route to ensure the 

volunteers maintain a safe distance from the robot, and to monitor the robot and activate the 

emergency stop system should any errors occur with the robot’s operation 

14. Shutdown remote operation laptop and meet volunteers at the end of the tour route behind the 

Bartlett Center 

15. Lead the volunteers inside the Bartlett Center, hand out the questionnaires, and collect when 

completed 

16. Concurrently to step 15, the study assistant stops the recording from the robot webcam, returns 

the robot to local control with the Xbox controller connected to the robot’s computer, drives 

the robot into Higgins Laboratories, powers down the robot, and begins charging the robot 

batteries 
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Results 
Six experimental tours were successfully performed over three days with a total of 39 volunteer 

participants. Figure 14 shows some examples of volunteers participating in the robot guided tour 

experiment. 

  

  

Figure 14: Volunteers part ic ipating in the robot guided tour experiments  

 The results of the study consisted of three components: the feedback from the Likert scaled survey 

statements, the feedback from the open answer questions included with the survey, and video 

recordings of tour participants’ reactions to the tour guide robot taken from a camera mounted on the 

robot’s user-interface computer. 
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Study Population 
Though demographic statistics for the tour participants were not collected, the tour groups consisted 

predominantly of parents with their prospective student children and siblings of the prospective 

students. As such, the study population was split quite evenly between middle age and teenage, and 

between male and female participants. 

Quantitative Analysis of Likert Scaled Statements 
As part of the process of obtaining feedback from study participants, responses to the Likert scaled 

statements were encoded and analyzed in an attempt to find correlations between the key features of 

the tours addressed in the hypotheses and general tour satisfaction. 

Data Entry and Coding 

Once the experimental tours were complete, the data from the surveys was entered into a spread sheet 

for processing. Appendix F includes the raw Likert scale data as recorded directly from the surveys. The 

Likert scale answers to each statement were given values of one through four, with one being the 

Strongly Disagree option, two being the Disagree option, three being the Agree option, and four being 

the Strongly Agree option. The values of the statements were divided into four groups, three for each of 

the hypotheses pertaining to dialog with the robot (statements 1 through 6), the effect of gaze direction 

(statements 7 through 9), and perception of safety during the tour (statements 10 through 13), and a 

fourth group for the statements pertaining to general satisfaction (statements 14 through 19). However, 

the values for positive and negative statements were entered differently, i.e. a statement that would 

suggest the participant did not like an aspect of the tour by agreeing would be entered using the 

following formula: 

Value = 5 - (Likert value) 

For the above formula, if a participant chose Strongly Agree for a negative statement such as “I was 

concerned the robot would malfunction”, their value would be: 5 – 4 = 1. The statements which were 

given inverted values are the following: 

2. I feel a human tour guide would provide more relevant information than a robot. 
3. I wanted to ask the robot questions during the tour. 
5. There was information I wanted which the robot did not provide. 
6. I feel a human tour guide would provide more information than a robot. 
11. I was concerned the robot would malfunction. 
12. I was concerned the robot would collide with something. 
15. I prefer human guided tours. 
19. I will avoid robot guided tours in the future. 
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For positive statements such as “I enjoy robot guided tours”, the value was entered directly meaning a 

choice of Strongly Agree would be equal to four. This allowed the numbers to be analyzed in a way that 

a higher value meant more satisfaction with the tour and a lower value meant less. 

Next, the mean of each hypothesis category was found for each survey. An example result for one 

survey is shown in Table 1. 

Table 1: Example mean and median category scores for one survey  

 Dialog Gaze Safety General Satisfaction 

Question 
Number 

1 2 3 4 5 6 Mean 7 8 9 Mean 10 11 12 13 Mean 14 15 16 17 18 19 Mean 

Score 4 2 1 3 2 2 2.33 3 4 3 3.33 4 3 3 3 3.25 3 2 3 3 3 3 2.83 

 

Summary Statistics  

The columns showing the mean score for each of the four question categories were used in the 

following analysis. From these mean category values for each survey response, the summary statistics 

including the mean, standard deviation, median, minimum, and maximum were calculated as shown in 

Table 2. 

Table 2: Summary Statistics for each category across al l  surveys  

 
Dialog Gaze Safety 

General 
Satisfaction 

Mean 2.40 3.59 3.37 2.91 

Standard Deviation 0.28 0.43 0.42 0.39 

Median 2.33 3.67 3.25 2.38 

Minimum 1.92 2.67 2.50 2.17 

Maximum 3.17 4.00 4.00 3.83 

* A score of 2.5 corresponds to neutral, where 4 is strongly positive and 1 is strongly negative 

Correlation Analysis  

A correlation analysis was performed to determine the relationship between the three factors 

associated with the hypotheses and the overall satisfaction. The analysis was performed using statistical 

analysis software to find the Pearson Correlation Coefficients for each hypothesis category with the 

general satisfaction category. The results are shown in Table 3. Although the results were not 
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statistically significant due to the small sample size, the results suggest a positive correlation of all three 

hypotheses with overall satisfaction, which is encouraging. Further, it is clear that the factor associated 

with Gaze has the highest correlation, indicating that this factor showed the greatest effect on overall 

satisfaction. 

Table 3: Pearson correlat ion coeffic ients relat ing ea ch of the three hypotheses to general tour 

sat isfact ion 

 Mean Dialog Mean Gaze Mean Safety 

Correlation Coefficient 0.12417 0.23004 0.16712 

P value 0.45137 0.15889 0.3092 

 

Regression Analysis  

A linear regression analysis was performed to further relate the factors associated with the hypotheses 

to the overall general satisfaction. The mean scores corresponding to the hypotheses were plotted 

against the mean of the general satisfaction scores. The results are shown in Figure 15. Note that all 

factors showed a positive slope as expected, with Gaze demonstrating the greatest slope. The low R2 

value is most likely due to compounding factors not accounted for in an individual linear regression.  

 

y = 0.0878x + 2.146 
R² = 0.0154 
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Figure 15: Mean scores  of each hypothesis as a function of general tour sat isfaction  scores 

 

To determine the multivariate effects based on the hypotheses, a multivariate regression was 

performed. The statistical software was used to find a multivariate linear regression model that 

attempts to predict overall satisfaction based on the three study factors. Further, it allows us to 

determine which of the three hypothesis factors had the greatest effect on general tour satisfaction. The 

results of the multivariate analysis are shown in Table 4. Note that the overall p value is 0.35 which is 

not statistically significant. This is most likely due to the small sample population in this preliminary 

feasibility study. However, the results are still promising and useful, suggesting that all three factors 

affect general satisfaction as predicted, and again that Gaze has the largest effect and greatest level of 

statistical significance. 

y = 0.251x + 2.8556 
R² = 0.0529 

0.00

1.00

2.00

3.00

4.00

5.00

0.00 1.00 2.00 3.00 4.00 5.00

M
ea

n
 G

a
ze

 S
co

re
s 

Mean General Satisfaction Scores 

Mean Gaze vs Mean General Satisfaction 

y = 0.1775x + 2.8493 
R² = 0.0279 

0.00

0.50

1.00

1.50

2.00

2.50

3.00

3.50

4.00

4.50

0.00 1.00 2.00 3.00 4.00 5.00

M
ea

n
 S

af
et

y 
Sc

o
re

s 

Mean General Satisfaction Scores 

Mean Safety vs Mean General Satisfaction 



24 
 

Table 4: Coeffic ients and p-values from the mult ivariate analysis 

 
Coefficients P-Level 

Overall N/A 0.35845 

Intercept 1.44966 0.09236 

Mean Dialog 0.08046 0.73785 

Mean Gaze 0.21066 0.16714 

Mean Safety 0.15153 0.34394 

 

Further Analysis  

Next, the survey responses for general satisfaction mean values were classified according to those less 

than the medians of each hypothesis category, and those greater than the medians of each hypothesis 

category. Also, the general satisfaction mean values were split according to how many mean values in 

each hypothesis were greater than or less than the middle possible score of 2.5 (i.e. the neutral score). 

The counts and means of all the splits are shown in Table 5. Note that for the gaze and safety categories, 

there were significantly more participants who provided positive responses than negative responses, 

with all responses related to gaze being positive. On the other end of the spectrum, the dialog split 

shows a significant number of negative responses. Adding support to the hypotheses, the means of the 

satisfaction scores split by the neutral score of 2.5 show a positive correlation between satisfaction in 

each category and general tour satisfaction, as do the general satisfaction scores split by the median in 

the gaze and safety categories.  

Table 5: Counts and means of splits  for general sat isfact ion scores  

  Categories 

 
Splits for 

Categories 
Dialog Gaze Safety 

Count 

<= 2.5 29 0 2 

> 2.5 10 39 37 

<= Median 13 24 20 

> Median 26 15 19 

Mean 
General 

Satisfaction 

<= 2.5 2.861 N/A 2.667 

> 2.5 3.045 3.045 2.921 

<= Median 2.933 2.86667 2.857 

> Median 2.923 2.99444 2.962 
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Open Answer Questions 
The survey filled out by tour participants included three open answer questions: 

1. What did you like about the robot guided tour? 

2. What did you dislike about the robot guided tour? 

3. How could the robot guided tour be improved? 

The answers to each of the questions were subdivided into categories which were determined by finding 

common themes in the feedback from the tour participants. The number of responses falling under each 

category was then tallied in an effort to determine which aspects of the tours had the greatest impact. 

The results of compiling the user comments are shown in Table 6. Note that the comments have been 

paraphrased. For quoted comments, refer to Appendix G. 

Table 6: Paraphrased survey comments divided into categories 

Question Sub Category 
Tally for Sub 

Category 
Example Comments 

What did you like about 
the robot guided tour? 

Efficient and 
informative tours 

21 

1. Nothing gets forgotten, to the point, 
efficient 

2. More information than current tours 

3. Information about the robot 

Shows guests the 
possibilities of an 
education at WPI 

19 

1. Great innovation, exciting technology 

2. Example of WPI as a University, shows 
student accomplishment 

A fun experience 15 
1. Fun, cool 

2. Different, novel 

Easy to understand 7 
1. Easy to hear, good voice 

2. Good personality 

What did you dislike 
about the robot guided 

tour? 

 

Lack of interactivity 21 

1. Not interactive 

2. Can’t ask questions 

3. No info on special interest areas 

Limited mobility 12 

1. Can’t go inside, limited tour area 

2. Slow moving 

3. Must stay behind the robot 
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Difficult to identify with 10 
1. No human element (stories, opinions, etc.) 

2. Might replace student tour guides 

Too “robotic” 5 

1. Monotone voice 

2. Boring, pure information 

3. Too much information about itself 

Safety Concerns 2 
1. Almost went off course 

2. Might be dangerous for small children 

How could the robot 
guided tour be 

improved? 

More interactivity 23 

1. Human sidekick 

2. Answer questions 

3. UI for specific needs and interests, touch 
screen fully integrated 

4. Different languages available 

5. Smart phone connection for Q & A 

Movement 
improvements 

12 

1. Make it faster, more fluid/natural  

2. Gesture toward buildings 

3. Appear to walk backwards like a human 
tour guide 

4. Indicate intended motion 

Expanded tour area 8 

1. More campus coverage 

2. Go inside buildings or show videos of the 
inside on touch screen 

3. Include more info on a variety of topics 

 

Improve the personality 
(jokes, etc) 

2 
 

Add the robotic tour to 
the beginning of the 
human-guided tour  

2 
 

Let people know when 
the robot is coming 

their way 
2 
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Video of Tour Participants 
Unfortunately, the video of the tour participants did not pick up any useful audio comments. However, 

there were two common reactions found throughout the footage. Perhaps most significant was the 

tendency for people to look at the robot and especially its rear facing computer monitor as it was 

speaking. Also, participants tended to look bored and listless when the robot was not speaking. 
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Discussion 
In general, the successful execution of the robotic tours demonstrated their feasibility, and the 

enthusiasm and positive comments from the participants indicated their attractiveness as a permanent 

feature for the WPI campus. While these results suggest an intuitive sense of positive tour experiences, 

a more analytical approach of analyzing the survey results was utilized in an effort to find support for 

which features of the tours added to their success and which missing features decreased their 

attractiveness. 

The results from the analysis of the Likert scaled statements suggest a correlation between the tour 

features addressed by each of the three hypotheses and the general satisfaction of tour participants as 

indicated by the upward trend in the graphs of the mean hypothesis scores with respect to overall 

satisfaction mean scores. The analysis also indicates which feature contributed most to the overall 

satisfaction, namely the ability of the robot to indicate which location it was speaking about using gaze 

direction and body movements with a mean score of 3.59. The correlation analysis also supports this 

finding, with the highest correlation value being 0.23004 for the mean score of the survey statements in 

the gaze category. Finally, the multivariate regression analysis also shows a significantly higher p-value 

for the mean gaze scores. However, it should be noted that the overall p-value of the multivariate 

analysis is 0.35845 which is much higher than the typical critical threshold of 0.05 for indicating 

statistical significance. This is not surprising considering the study was intended to be a limited feasibility 

study. Even so, the fact that the gaze factor appeared to have the greatest impact on general tour 

satisfaction in all three quantitative analyses is a strong indication that this is an important factor for the 

tour experience. Consequently, enabling the robot to indicate the locations it is referring to using gaze 

and other forms of “body language”, such as body movements and gestures, should be considered an 

important ability to develop for the robot.  

Overwhelmingly, the comments found in the open answer survey questions appear to demonstrate 

enthusiasm for the robotic tours, not only in the answers to what people liked about the tours, but in 

their wide variety of creative suggestions for improvements. Commonly, people seemed to like the idea 

of robotic tours for their own sake, referring to them as a novel and creative idea and also as a good way 

to boost WPI’s reputation as a University and for demonstrating student accomplishment. 

Interestingly, the comments found in the open answer questions add further support to the first 

hypothesis. The most commonly disliked aspect of the tour experience was the lack of interaction from 

the robot, including the inability to ask the robot questions. In addition, the most commonly suggested 
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improvement was for increased interaction including the ability to ask questions and an interactive and 

fully functioning user interface. While this result does not correspond with the quantitative analysis, 

which identified gaze and other gestures as the most significant factor for tour satisfaction, it is still 

significant in a qualitative sense and suggests that increased interaction with the robot should be a 

primary goal of future development. 

Despite the reduced satisfaction associated with lack of interaction, people seemed to be satisfied with 

the information they gained from the robot. The most commonly liked features pertained to the amount 

of information gained, including information pertaining to the robot itself. While this demonstrates the 

robot’s utility as a tour guide, it also further suggests that interaction is important for engaging 

participants since they generally felt a lack of interaction despite being satisfied with the informational 

content of the tours. 

The fact that the second most common type of suggestions called for additional gestures, more natural 

movements, and additional methods for the robot to indicate its intent, adds additional support to the 

findings of the quantitative analysis, i.e. gaze, and possibly other types of gestures, were an important 

factor in how satisfied participants were with the tour. While the second hypothesis only covered gaze 

direction and body movements for indicating locations of interest as a result of the limited abilities of 

the robot, in general, the comments support the idea that natural interactions above and beyond simple 

verbal communication are necessary for making the experience natural, comfortable, and engaging for 

tour participants. 

While the user comments do not shed further light on how the participants’ perception concerning the 

safety of the robot affected their satisfaction with the tour, they do show that safety was not a primary 

concern for most individuals. There were a mere two comments showing concern for the robot 

appearing to go off course and also a concern for its safety around small children. The concern for the 

robot going off course can be attributed to technical difficulties which arose during the tours where the 

video feed from the robot became intermittent or was lost entirely, resulting in erratic control from the 

remote operator. In a sense, the lack of concern for the robot’s reliability is a result of the remote 

operation which allowed human intelligence to be used for obstacle avoidance and path planning. The 

occasional incidents where it did appear to lose control show the robot must not only be reliable when it 

eventually becomes autonomous, but must also operate smoothly and efficiently so as not to detract 

from the tour experience by causing undo concern with erratic movements. Essentially, the sense of 

safety during the remotely controlled tours should be maintained for autonomous control. 
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The videos taken during the tours add further support to the idea that the robot should be as interactive 

as possible. The fact that people appeared disinterested when the robot was not speaking indicates the 

experience would be more engaging if the robot were able to have a dialog with participants during the 

gaps between the prerecorded audio segments. Also, participants often looked at the robot and 

especially at the user interface computer when it was speaking, indicating the need for more interaction 

and perhaps personification rather than simple prerecorded audio. 

Future Work 
The purpose of this study was to gain information about real users’ experiences with the tour guide 

robot that could be used to help improve its function in the future. Based on the feedback, several key 

features appear to be important in helping the robot fulfill its proposed function: 

1. The robot should be able to interact with users as much as possible, including dialogue 

capabilities, a functioning user interface, and further personification of the robot 

2. The robot should have increased ability to use movements, gestures, and gaze direction to 

indicate what it is talking about and where it intends to move 

3. Any future autonomous capability of the robot should not only be functional and reliable, but 

should be as smooth and efficient as possible to prevent concern over the safety of the robot 

In general, the feedback gained from tour participants in this study could be analyzed in many ways and 

many conclusions could be drawn about what features and capabilities are important for a tour guide 

robot. However, it appears quite clear that people were enthusiastic about the idea of a tour guide 

robot, suggesting that robotic tours as a permanent feature of the WPI campus are indeed feasible. 

Certainly, more studies can be done to draw more conclusions about what capabilities are most 

important for tour guide robots, and to further validate the feasibility of robotic tours. Furthermore, 

additional studies could experiment with additional tour scenarios such as the following: 

 Robot conducting custom tours for individuals allowing the user to specify locations through the 

touchscreen interface computer. 
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 Robot working in conjunction with human tour guides to allow for more specific questions and 

personal stories. Perhaps have some scripted dialog between the robot and the tour guides as 

well. 

 Have robotic tours as a supplement to human guided tours, either before or after a normal tour 

to cover information or locations not included in the human guided tours. 

 Have the robot follow individual visitors and describe their surroundings, essentially a robot 

assisted, self-guided tour. 

 Allow remote users to log into the robot and experience telepresence tours. These could be 

tours with predetermined routes, custom tours chosen by an individual, or custom tours chosen 

by popular vote of remote users. 

There are many possibilities for robot guided tour studies and fully implemented robotic tours in the 

future. It is the author’s hope that this report offers guidance to those who would make those 

possibilities a reality. Above all, this report, and the success of the study it describes, should serve as 

validation that robotic tours are not only feasible, but an exciting possible addition to the WPI campus. 
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Appendix D: Consent Form 
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Appendix E: Tour Script 
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Appendix F: Likert Scaled Statement Results 
Dialog Gaze Safety General Satisfaction 

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 Q13 Q14 Q15 Q16 Q17 Q18 Q19 

4 3 4 3 3 3 3 4 3 4 2 2 3 3 3 3 3 3 2 

3 3 4 3 3 3 4 4 4 3 2 3 3 2 3 3 3 3 2 

3 3 3 4 2 3 4 4 4 4 2 2 3 3 3 3 3 4 2 

4 3 4 3 3 3 4 4 3 4 2 3 3 3 3 3 4 3 2 

3 
 

4 3 3 
 

4 4 3 3 2 2 2 4 
 

3 4 4 1 

3 3 3 2 3 3 4 4 3 3 3 3 3 4 2 3 3 3 2 

2 1 4 3 3 1 4 1 3 4 1 1 4 4 4 4 4 4 1 

3 3 3 2 3 2 4 4 2 4 1 2 4 3 3 3 2 2 2 

3 3 3 2 3 3 4 4 3 4 1 2 3 4 3 3 3 3 1 

3 2 4 3 3 2 3 3 3 4 2 2 3 4 2 3 3 4 2 

3 4 3 3 2 3 4 4 4 3 3 3 3 2 3 3 2 2 3 

3 4 3 3 3 4 4 4 3 3 2 2 3 3 3 2 3 3 1 

3 2 2 3 3 3 4 3 4 4 1 2 4 3 2 3 3 2 2 

4 3 4 2 3 3 2 3 4 3 2 2 3 3 4 2 2 3 2 

4 4 3 3 3 4 3 3 2 3 2 2 3 3 4 2 2 2 2 

3 3 3 3 3 3 3 3 2 4 2 2 3 3 3 3 2 3 2 

4 3 3 3 
 

4 4 4 3 4 1 2 3 4 3 4 2 3 1 

4 2.5 4 2 3 3 4 3 2.5 4 2 2.5 2.5 2.5 3 2.5 3 3 1 

3 3 4 3 3 2 4 4 2 4 1 3 3 2 3 2 3 2 2 

3 2 4 3 3 3 4 4 4 4 2 3 3 2 3 3 3 3 1 

4 3 2 3 2 2 4 3 3 3 1 3 
 

3 3 3 3 3 2 

3 3 3 3 2 3 4 3 3 3 1 1 4 3 3 2 2 3 2 

4 2 3 3 2 3 4 4 4 4 1 1 4 3 
 

3 3 3 1 

3 4 3 3 3 4 3 3 3 4 1 2 3 3 3 3 2 3 1 

3 3 2 3 3 3 4 4 3 4 2 2 4 3 3 3 2 2 2 

3 4 3 2.5 3 4 4 4 4 3 2 2 3 4 3 3 3 4 1 

4 3 2 3 3 4 4 4 4 3 2 2 4 3 3 3 2 3 1 

4 2 3 3 3 3 4 4 4 4 2 2 4 3 3 
 

3 
 

2 

3 4 1 3 3 4 4 4 3 3 2 1 4 3 3 3 3 3 2 

4 3 3 3 2 3 4 4 4 4 2 2 3 3 3 3 3 3 2 

3 3 3 3 4 3 4 4 4 4 1 1 4 4 2 4 4 4 1 

3 2 4 3 3 3 4 4 4 4 1 1 4 3 3 3 3 3 1 

4 3 3 3 2 3 4 4 4 3 1 1 3 3 2 3 4 4 1 

3 4 2 3 2 4 4 4 4 4 2 3 4 4 4 4 4 3 1 

4 2 2 2 3 2 4 4 4 4 2 2 4 3 3 3 3 3 2 

3 4 3 3 3 3 4 4 4 4 1 1 4 3 3 3 2 2 2 

3 3 4 4 2 3 4 3 4 4 1 2 4 3 3 3 3 3 1 

3 3 4 2 3 3 3 3 3 4 1 1 4 3 4 3 3 3 2 

4 2 2 3 2 2 4 3 3 3 1 1 4 3 2 3 3 3 1 
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Appendix G: Quoted Survey Comments 
“I also enjoyed learning about the G.O.A.T. and how it works.” 

“I like to hear personal experiences, ask questions, and feel that it’s important to see a student 

being enthusiastic about college.” 

“More interaction and being able to go inside buildings.” 

“The robot tour provides you an option of a tour of the campus when a human guide is not 

available.”  

“It represents very well the spirit of the University; definitely impressing upon us what a future 

at WPI would look like.” 

“Possibly different languages?” 

“The technology aspect of the tour was really cool.” 

“The robot tour for a technology school like WPI is a very good idea.” 

“Need to supplement the robot tour with a human tour – both would be good!” 

“[It] needs a moving gesture toward the building it is referring to.” 

“Showcased technology at WPI, which otherwise we did not have an opportunity to see.” 

“Do it before the human-being guided tour, without a release form – that would create an 

impression and distinguish WPI from its competitors. The short guided tour was the perfect fit.” 

“Rain ponchos are distracting, not finished looking.” 

“Travels well, but at one point I was worried the robot was going off-course.” 

“Offer as a supplement to live tours – part via robot, part with live person.” 

“Can’t ask questions (yet), would need human back-up to hear unusual questions.” 

“It has the opportunity to be simple, concise and to the point without a lot of rambling.” 

“It stopped to talk about itself and the monotone voice leads to disinterest.” 

“It gave out pure information – something funny or witty would make it more interesting.” 

“The ability to ask questions, tell jokes and have a more interesting voice would make the robot 

much better.” 

“No ability to adjust presentation for situation or audience.” 

“Silly idea – human tour guides walk backwards – robot always faced front. Have robot head 

pivot (?) or pretend he is going backwards.” 

“A light could be added to indicate whether it was going to stop or start moving.” 
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“Voice easy to hear and listen to.” 

“[I disliked] having to stay behind and uncomfortable with some of the jerky movement. Would 

be concerned with small children in group.” 

“Robot more fluid of motion so not worried about malfunction.” 

“Robot stating where it’s going before it moves – i.e. to my right or left like a human would.” 

“It was a little slow.” 

“It might get rid of students giving tours.” 

“It can’t have a personal opinion of the school.” 

“It was so unique, and he had personality.” 

“I wish his looks were more finalized.” 

“The tour should be expanded to points which are of more interest to applicants.” 

“Overall, really awesome idea, really good job with the robot!” 

“It would be great if at some point the robot would be able to answer questions.” 

“More talking during the walking. Maybe have it move a little bit faster.” 

“Show video of inside facilities.” 

“While providing visitors with information regarding WPI, the robot illustrates part of the 

capabilities of WPI students and the types of accomplishments the WPI programs allow.” 

“If possible, reaction times and speech enunciation could be improved.” 

“The robot gave substantial info about the area it was covering as well as itself.” 

“I think it was a really cool way to present the information and show potential applicants about 

the cool projects they could be involved with.” 

“I thought there could be a little more information about types of teams and options for sports 

at WPI.” 

“I think you could just add a little more information but Really Really Cool.” 

“It was a new experience.” 

“Only covered part of the campus.” 

“Talk about social aspects of the quad.” 

“Not enough info, needs to be more interactive, would like the robot to be able to bring people 

into the locations.” 
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“Script can be thought out in advance, no need of notes or chance of items forgotten. Leaves 

less to chance.” 

“Human assistant could answer questions but not need practice and script. Future interactive 

user interface could answer many FAQ’s individuals may have to tailor tour to specific needs.” 

“It is a great novelty. It shows WPI’s commitment to solving problems with engineering.” 

“More volume on sound.” 

“Put a USB foam missile launcher to launch at bystanders who stand in front!” 

“Allow people to ask questions via their smartphones.” 

“Have the robot mention when it detects people standing in the way.” 

“I enjoyed trying to figure out how the robot worked.” 

“Interaction – could even use google voice recognition to turn questions into search strings.” 

“I liked the fact that the robot represented the hard work of students who attended and are 

attending this college and demonstrated the potential that students can achieve during their 

time spent at WPI.” 

“Very interesting. So cool to see what students are making but the robot actually provided 

great information.” 

“Too slow. The robot was also a little stop and go.” 

“Say ‘now we are moving on to…’ or something like it so it doesn’t seem like it was walking 

away.” 

“Great innovation!” 

“Build more interactive features – the touch screen is a good idea.” 

“The novelty was interesting. If robot tour guides were to become commonplace I would have 

been less interested.” 

“The robot had an interesting personality and character that makes it appealing and 

entertaining to observe.” 

“It was uninteractive and impersonal.” 

“It cannot answer questions about its student life.” 

“Interactivity and surprises would greatly improve the experience. By surprises I’m referring to 

comedy or Disney-esque elements that make the tour distinct from a human tour. I think 

interspersing elements of entertainment would aid the tour’s overall appeal.” 


