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Abstract

Hanover Insurance evaluates historical data to analyze trends in loss frequency and severity
of claims. The trends are caused by external factors, such as legislative, environmental and
economic forces. Trends were analyzed using two different approaches, one correlating the trends
from prior data to external factors, and another comparing the impact of events to trends in the
data. The analysis mathematically quantified the effect of each external force and isolated factors

which were most significant to the trends.
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Executive Summary

The Hanover Insurance Group is a Worcester-based insurance company offering a variety of
insurance products. The company uses its historical data to evaluate trends in its insurance policies
using several internal methods.

The goal of this project was to examine external factors and compare these with
Hanover’s historical data, helping predict future loss trends. Steps included:

% Studying historical data for Hanover

% Researching external factors and events that may impact the insurance business

s Comparing trends in external factors and the impact of events to trends in historical data

% Determining which external factors and events correlated best with historical data

Two methods were used for comparing external data to historical data. The first method
involved correlating a wide variety of external factors to the frequency, severity, and pure premium
of the historical data. After narrowing down the individual forces which correlated best with the
historical data, a simple linear programming approach was used to observe if a combination of
external factors would correlate better with the historical data.

The second method was to create a scoring method for individual events to compare to the
historical data. A timeline was created of significant events over the past twenty years. Then
historical data trends were examined to find the points in time where large changes occurred,
signifying a possible impact from an event. Events that correlated were given a score based on the
magnitude of the occurrence. Once the events were all scored, generalized event types and
corresponding scores were defined in order to predict the effect of future events.

The purpose of this project was to define which external factors and events shared trends or
impacted the historical data with Hanover. Using this information Hanover would be able to

predict future losses and be able to react to any major event that occurs. We were able to define
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several individual factors that closely correlated to the historical data and create a basic scoring
method for major events impacting insurance. Although we did not find a combination of factors
to perfectly match the historical data, this project provides Hanover with a basis for predicting

future losses and gave the group a better understanding of trends in loss.
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1. Introduction

The Hanover Insurance Group was created in 1852 and is based in Worcester,
Massachusetts. It is a medium-to-large sized company, ranked in the Fortune 1000 and is traded
publicly on the New York Stock Exchange under the symbol THG. Hanover is a property and
casualty insurance company with a main exposure in Massachusetts, Michigan, New Jersey, and New
York. They offer several lines of insurance, ranging from personal to commercial, automotive to
homeowners products. This Major Qualifying Project was proposed to us by Hanover to analyze
data from their homeowner and automotive personal lines of insurance.

The task for the project was to examine external forces such as legislative, economical, and
environmental factors, and compare them to the data that was given in order to explain overall
trends and individual events in the data. We used two approaches to accomplish this: correlation
and linear programming of the factors, and scaling significance of individual events to explain
extreme changes in the data. The first method involved researching several factors across many
different subjects over a long period of time, such as change in population, GDP, etc, and
comparing the trends of these factors to the trends in the data from The Hanover. In comparing
the factors to the data, we looked for very high correlation in order to cull less significant factors.
Once we narrowed the factors down to the most significant ones, we used linear programming to
attempt to find a perfect mix of factors to explain overall trends in the insurance data. The second
method involved researching individual events such as the passing of new laws, inventions, etc, and
scaling the impact of the events to explain their significance to the fluctuation in insurance data.
Once the scaling was complete, each substantial increase or decrease in the data could be explained

by individual events.
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2. Background

2.1 Key Concepts

2.1.1 Correlation Coefficient

A correlation coefficient is a number that represents how well two variables relate. If the
number is positive, then the number means that when the first variable increases (or decreases), then
the second variable increases (or decreases). If the coefficient is negative, then when the first
variable increases (or decreases), then the second variable decreases (or increases). The magnitude
of the number also explains how well the variables relate. A higher number means that the two
variables correlate well, while a number that is close to zero means that the two variables barely
relate.

There are several methods that can be used in order to measure correlation between two
variables. The most common is the Pearson product-moment correlation coefficient. This is the

model that is used during our calculations.

2.1.2 Linear Programming

Linear Programming is a method for optimizing a linear function usually involving multiple
variables. Usually a list of linear equations are submitted and then a mathematical model is made in
order to find the best outcome for the set of equations. In this project a simple linear programming
model was examined. Only two variables were examined at a time and the analysis of the
combination of variables was performed by assigning specific weights to the variables instead of

using a model where computer calculation was needed. (Wolfram Research, Inc.)
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2.1.3 Event Scaling

Event Scaling is the process of assigning a numeric value to an event on a timeline. These values
explain the effect of the events on other data, in this case the historical data for Hanover. The scale
can take any form as long as it is consistent. This project uses a scale of 1, 2, and 3 for events. In
practice, a negative number would mean the event has a negative effect on the data, and a positive

number would have a positive effect.

2.2 Insurance Terms

2.2.1 Rate Making

The process of calculating a premium to charge a customer for an insurance policy is known
as rate making. In this process, loss frequency and severity are analyzed in order to predict how
much money the company must make to break even, and then adjust the price to make a profit.
Pure premium is also reflected in the premium price to account for commissions for insurance
salespeople, company expenses, and other miscellaneous expenses. Premium figure that is created
through this process reflects a group of policy buyers who share a similar expectation of loss. To
create a different premium for each policyholder would be impractical. The data that is examined is

normally recorded on a quarterly basis. (McClenahan, 2001)

2.2.2 Exposure

Exposure is the name for the basic rating unit that affects the premium. The unit varies
based on the type of coverage that is being provided by the insurance company. For example, a car
year is considered one automobile insured for a period of twelve months. A policy covering three
cars for a six month term involves 1.5 car years. There are several exposure statistics examined:
written exposure, which are the units of exposure from policies that were written during the period;
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earned exposure, which are the exposure units that experienced loss during the period; in-force
exposures, which are exposure units that experienced loss at a certain point in time. The units of

exposure that this project uses in calculations are the earned exposures. (McClenahan, 2001)

2.2.3 Claims

The demand for payment by a policyholder or by an injured third party is considered a claim.
The claims are organized by accident date-the date on which the accident occurred, leading to the
claim-and by report date-the date on which the insurer is notified of the claim. The claims are

recorded as “feature-paid” in the historical data for Hanover, which is used in calculations.

(McClenahan, 2001)

2.2.4 Losses

Losses are the amounts paid or to be paid to the claimants under their insurance policy
contracts. There are several divisions of losses that are recorded: paid losses, the losses of a period
that have been paid to the claimant; case reserve, the amount that is expected to be paid for a claim
in the future; accident year-case incurred losses, the sum of paid losses and case reserve for a specific
year; ultimate incurred losses, the accident year-case incurred losses plus the losses that have not yet

been reported. For this project, paid losses are used in calculations with claims and exposure.

(McClenahan, 2001)

2.2.5 Frequency
The amount of claims per exposure unit is called the frequency. The equation for frequency
is:
Fk = (kC)/E,
where Fk is the frequency per k exposure units, k is the scale factor for the frequency, C is the

number of claims, and E is the number of exposure units. The frequency used in this project is
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done on a per-unit basis so it compares to the external data which is also on a per-unit basis, so

there is no scale factor. (McClenahan, 2001)

2.2.6 Severity
Severity is the average loss per claim on a policy. It can be calculated using any recorded
type of losses, such as paid loss, case reserve, etc. In this case, paid losses are used, and the formula
for this calculation is:
S=L/C,
where S is the severity, L equals paid losses, and C equals the amount of claims for the period. The
severity is already calculated on a per-unit basis, so there is no scale factor that needs to be

eliminated. (McClenahan, 2001)

2.2.7 Pure Premium
Pure premium is the amount of money needed to pay the amount of losses over the entire
exposure. The formula for this quantity is:
P=L/E,
where P is the pure premium, L is the paid losses, and E is the number of exposure units. The pure
premium can also be written as:
P=C/ExL/C,
with C equaling claim count, which is the same as:
P=FxS.
Therefore, when frequency is calculated on a per-unit basis, pure premium is the product of
frequency and severity. Since the pure premium is based on both frequency and severity, and is
more volatile than the other factors, it was not examined as closely as frequency and severity were in

this project. (McClenahan, 2001)
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2.3 Background of Historical Information

Hanover offers several insurance products, divided in to personal and commercial lines, and
insuring a wide range of items, such as businesses, cars, homes, investments, and boats. For this
project, we were given information from two different personal lines: homeowner’s and automobile
insurance. The homeowner’s insurance covers a variety of expenses caused by losses, including
additional living expenses (renting a hotel while the house is repaired), liability coverage for damaged
items, medical payments to others, and inflation. The policy can cover catastrophes like floods if
desired, and the company offers coverage to renters and condominium owners in addition to
homeowner’s. The automobile insurance can also covers a variety of expenses such as collision
repairs, medical payments for passengers or other drivers, liabilities for property damage, and several
other possible expenses. (The Hanover Insurance Group)

The information given to us was presented in a Microsoft Excel file and was sorted by
insurance type, state, and coverage. For the homeowner’s insurance, there were twenty-five states
where Hanover conducts business. The possible coverage choices were condominium insurance,
tenant (renter’s) insurance, homeowner’s insurance, and “all,” which is an aggregate of all of the
coverage for the state. Also, for homeowner’s, catastrophes could or could not be included in the
coverage. For the calculations that were performed, only homeowner’s insurance coverage
excluding catastrophes were examined because that is the largest source of business for Hanover in
the states that were covered.

The automobile insurance contained a larger sampling of data because of the multitudes of
coverage offered. Hanover conducts business in twenty-three states for auto insurance, and offers
different coverage options in each state. The possible coverage offered by Hanover are bodily injury:

the money needed to pay for bodily injury to others; collision, the damage caused to the
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policyholder’s vehicle in a collision with another car or object; comprehensive, which is collision
insurance plus car theft if a new car is stolen within six months of purchase; physical damage, which
covers damage caused by the policyholder to property; personal injury protection, which covers
medical expenses for the policyholder and/or passengers; and uninsured motorists protection, which
pays for damages caused by uninsured or underinsured motorists to the policyholder. In this project,
each of the coverage were used because Hanover has differing scales of business for each coverage

in each state.
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3. Methodology

3.1 Searching for Factors

Before we began to compare external factors to Hanover’s historical data, first we
brainstormed any factors that we thought could have an effect on the two different insurance types,
homeowner’s insurance and automotive insurance. The list of possible factors was very broad and
covered a wide range of topics. Next we graded each factor on our list for the ability to research
information on the topic and how well we thought the information would correlate with Hanover’s
data. We then focused on searching for data on a few different topics for each insurance separately.
While we searched online databases for information, we then expanded our search in order to
collect more specific data, i.e. GDP was broken up into GDP-Consumption, GDP-Services, etc.
Once we collected data on as many factors from our original list as we could, we expanded our
search even more, finding data on several things that did not seem to be relative to insurance.
Eventually, we gathered as much data as we thought necessary to begin our correlation comparisons

to Hanover’s data, and began to examine the information.

3.2 Correlation of Factors

In order to correlate the external data to Hanovet’s historical data, we used a Pearson
correlation coefficient. We selected this method for correlation because the Pearson coefficient
because it is widely used to measure the correlation between two variables. The coefficient itself is

IR
r

denoted by the variable “r”” and is calculated in the equation:

N i1 — )i — y)
Xy (n —1)S,S,

The possible values of r range from -1 to +1, with the strength of the correlation being

greatest as the absolute value of r goes to 1. In this study, we decided to eliminate factors that failed
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to have an r value that was less than -0.7 or greater than 0.7. (Trochim) Was we had established the
Pearson coefficient as our guide, we needed to select a time period to compare the data on. Since
Hanover’s data ranged from 1996 to midway through 2008, we selected a ten-year period from
1998-2007 for evaluation. We also initially decided to select data from Massachusetts, Michigan,
New Jersey, and New York from Hanover’s data to compare with the external factors we had found
because those four states were the main sources of business for Hanover. For the homeowner’s
data, we only examined the data from the homeowner’s line that excluded catastrophes, while for
the auto data we originally looked at bodily injury and collision coverage. Eventually once we
created a Microsoft Excel model to automate the correlation calculation, we expanded our
evaluation to all automotive coverage. We were also able to examine all states and different time
period lengths once the Excel model was created.

Once the Excel model was established, we were able to draw conclusions from the data
analysis. We initially filtered the information by state since we wanted to examine each state
individually. Then we looked at the attributes by filtering out correlations that were within our
preferred range mentioned above. Next we examined the resulting correlation for each of the
coverage and determined how consistent the correlations were as the period fluctuated. The factors
that retained a high correlation for each coverage through the greatest number of varying periods
were marked as possible external factors for the state we were examining. We continued our
analysis for each state and generated a chart with the resulting factors [Appendix B & C]. For an
overall conclusion by state we looked at which factors that were marked for the most coverage for

that state and denoted them as the strongest correlation factors.

3.3 Linear Programming
As a supplement to the conclusions from the basic correlation results, we wanted to further

examine our results by using simple linear programming of two or more factors. We hoped that by
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selecting two or more factors that we had found to correlate well with Hanover’s data, then
combining them with varying weights, would result in a stronger correlation to the historical data.
For example, factor A has a correlation of 0.80 to the data, factor B has a correlation of 0.85, and by
assigning a weight of 0.7 to factor A and 0.3 to factor B, then summing the weighted factors, the
combination would correlate to the data with an r value of 0.90. We used Microsoft Excel to carry

out our simple linear programming method.

3.4 Timeline and Event Scaling

We wanted to study if individual events had an effect on the historical data was well as the
trends for external factors. First we researched events that could have impacted both homeowner’s
and auto insurance since 1960, noting events like new legislation, technology, and economic changes.
Once the timelines were created, we restricted the time period to examine, settling on 1990 to 2008
because Hanover’s data was within that timeframe. Next we took the graphs of frequency and
severity for Massachusetts, Michigan, New Jersey, and New York over 1996 through 2008 and
highlighted points on the graphs where the trend changed direction. Next we correlated specific
events on the timeline to the highlighted points, and assigned a score to each event based on the
magnitude of the change in the graph. Once each graph had events correlated and had been scaled,
we compared the score of the events for each state and assigned an average score for the events that
correlated with multiple states. Noticing similarities between events, we were able to create
archetypes of events, such as large economic trends and changes in national interest rates, and assign
a score to each archetype. We concluded that these archetypes with scores were the predictors for

future changes in trends for frequency and severity.
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3.5 Excel Module Usage

For our project, a Microsoft Excel model was build for two reasons. The initial purpose was
to create an aid in generating correlations for our small database of external factors to the Hanover's
insurance data. The next purpose was to develop a user friendly model for Hanover Insurance
which will allow them to include additional external factors or expand on Hanover internal database
in order to draw conclusion on new data. This process was done through Microsoft Excel and the
usage of macros.

In the model the user is able to select from all the possible internal data from Hanover. The
initial option is to select the kind of insurance; Auto or Homeowner. Then a state from a list of state
which is filtered depending on whether the selected insurance is sold for that state. Currently
Hanover sells their policies in 23 states. The user then selects the coverage that is available for the
selected state. Now the user selects the external factors to correlate with the Hanover's data
selections above. Lastly, the period which is the number of years to correlate going back from 2008,
will need to be determined. Once everything is correctly selected, the “Select” macro will output the
correlation data in the “DataOutput” tab for the three attribute, Frequency, Severity, and Pure
Premium.

Additionally, by only selecting a type of insurance and a state, the Generation macro will
cycle through all the coverage for that state, all the external factors, and all the possible periods. The
outcomes of the generated correlations for all the three attributes are stored in the “Results’ tab for
further analysis. Moreover, for Hanover, this model can easily expand on the number of external
factors as more research are done by adding either quarterly or annual data to the Factors tab.
Option in the selection will be able to determine that a new factors is added as well as whether it is

annual or quarterly data for proper periods selection.
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'This was the method we use to find the correlation on the external factors to Hanover's data

however analysis are to be done in the Results tab to draw conclusions.
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4. Auto Insurance Analysis

4.1 Correlation Approach

In this project we worked with two sets of data, the data on Hanover's Homeowner and Auto
Insurance and the externals factors. In order to determine which of the correlation would best help
in predicting future loss trends, we use the Pearson correlation coefficient. With this method we can

measure the strength of the linear relationship between our two sets of data.

4.1.1 Pearson Correlation Coefficient

We used the Pearson Correlation to compute the coefficient "t" which measures the linear
association between our two sets of data. For each set of data, the method required the sum, the
sum of the squares of each item, the sum of the products of the matched items, and the count of
number of items in each set. We then applied those values into the follow formula to determine the

r-value. (Trochim)

S Yie (i = )i — ¥)
Xy (n —1)S,S,

The r-value was what we used to determine whether an external factor has strong correlation
to a set of data from Hanover's data. If the r-value was a positive value, it implied that there was a
positive association thus the factor being examined could be consider as a good determinate for
Hanover's data. Similarly when the r-value was negative. However we needed to also consider the
strength of the r-value. Since we were analyzing two set of arbitrary data, we determined that if a
factor had an r-value of greater than 0.7 or less than -0.7 it would a strong enough correlation to be

considered.
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4.1.2 Time periods

For a factor to be a determinate for future loss trends, it should not only have a strong
correlation with current Hanover's data but also Hanover's historical data. With the information
provided on Hanover insurances and the availability of the information on external data, we were
able to look at a ten year window of historical data for both sets, ranging from 1998 to 2007. If a
factor had a strong correlation aggregately throughout that ten year window, we could conclude that

the factor might be a possible predictor for future trends.

4.1.3 Coverage

Hanover had provided us with comprehensive data on their Auto Insurance over 23 states.
Since Hanover does most of this business in Massachusetts, Michigan, New York and New Jersey,
thus for this project, we focused on those states. Each state has between five to six different
coverage and we examined three attributes for each of the coverage, Frequency, Severity, and Pure
Premium. We wanted to determine how well a given factor would correlate with each of the
attribute over the ten year period. However, since Pure Premium is a determined by Frequency and

Severity, we excluded Pure Premium in our analysis and conclusion.

4.1.4 Massachusetts Analysis

For MA, there were five different coverage; BI, CM, CO, PD, and PIP. This section will
highlight the few factors that were considered a good determinate for each of the coverage.
For BI, the total number of vehicle theft nationally per year (Vehicle_Theft), correlated positively
with frequency and negatively with severity, however the correlation was weaker when looking

beyond the ninth year where the correlation went below an average of 0.7. Structure, which was a
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portion of the Gross private domestic investment, correlated negatively for frequency and positively
with severity throughout the 40 quarters of data with a peak of 0.99, however when looking at a
greater period length, the correlation diminished down to 0.84 for frequency and 0.7 with severity.

For CM, there were many well correlated factors but very few were correlation were
consistently high throughout all periods. Only Personal Consumption and Service of GDP
correlated consistently with an average of -0.95 throughout almost all of the 40 quarters for both
frequency and severity. The factor, population of the United States, was another consistent factor
which correlated negatively with frequency yielding an average coefficient of -0.92. As for Severity,
Diesel Prices correlated well with an average coefficient of -0.85 throughout almost all quarters.

For CO, the number of vehicle occupants killed in fatal nationally per year
(Speed_Vehicle_Occupants), correlated well with frequency peaking at 0.92, but diminishing slowly
each year down to 0.81 by end of the tenth years. The factor, Tobacco_Everyday, which is the
number of smoker that smoke on a daily bases also correlated well with an average coefficient of
0.95 with frequency however it was only within a short term of 7 years. There were no factors that
correlated well with Severity.

For PD, between frequency and severity, there were different factors the yield strong
correlation. Both factors, Crime Rate Total and Vehicle Theft, correlated well with frequency and
yielded a high average correlation coefficient of 0.95, however both factor had a diminishing
correlation when looking at longer period length. On the other hand, severity did not have many
factors that had a strong correlated. Only personal consumption expenditures of GDP (P_Consump)
and Services of GDP, correlated well with an average coefficient of-0.90 or better, however that was

only when looking at first 7 years.
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For PIP, there was only one strong factor that correlated well with frequency. The Crime Rate Total
correlated strong throughout 9 years with a consistent correlation averaging of 0.93. For severity,

there were no factors that had a strong correlation.

4.1.5 Michigan Analysis

For Michigan there are six coverage, BI, CM, CO, CSL, PD, and PIP. Overall there were
many factors have correlated very well with frequency but fewer for severity. Section below will
present those external factors that correlated the best.

For BI, overall the personal consumption and services of GDP correlated well for both
frequency and severity. It correlated consistently with an average coefficient of -0.89 with frequency
and 0.80 with severity. However Population yielded an even better correlation with frequency with
not only a consistent correlation but also an average coetficient of -0.94 for all ten years. For
severity, the fatality rate of 100,000 registered drivers in Michigan (Fatality_Registered), yield an
average correlation of 0.90, also for the past 10 years.

For CM, Population correlated extremely well with both frequency and severity. Throughout
all ten years Population yielded a consistence correlation with an average of -0.96 for frequency. And
for severity, we saw population yield a correlation coefficient average of 0.97 through the past nine
years, and the correlation drop significantly for the tenth year. Additionally for severity, the fatality
rate for 100,000 registered drivers yielded a stunning average correlation coefficient of 0.98 however
it was diminishing as years pass.

For CO, there were many factors that correlated well with frequency however almost none
for severity. Only the GDP factors, personal consumption and services, correlated highly for both
frequency and severity. Both personal consumption and services correlated slightly below a

coefficient average of -0.9 for frequency throughout all 40 quarters. For severity, the two factors,
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correlation yielded an average coefficient of 0.83 and 0.8.4, respectively, throughout the 40 quarters.
Correlations for both were less consistent for the first two years, however as we look at additional
periods, we saw a consistent correlation. Additional for frequency, the fatality rate for register driver
yield an even higher positive average correlation of 0.94.

For CSL, there were no factors that correlated well with severity. As for frequency, we saw
Obese, which was the percentage of population with a BMI that is considered obese, correlated very
well with CSL with an average coefficient of 0.95. BMI_OK, which was the percentage of the
population with a BMI value that is considered normal, also correlated well with CSAL with an
average coefficient of 0.90. Lastly, we also saw population being a well correlated factor of an
average coefficient of 0.85 to CSL but we also see a diminishing average as more periods were
correlated.

For PD, similar to CSL, there were no factors that correlated well with severity. For
frequency, there was wide range of factors that correlated well. The percentage of population that
were consider Obese correlated the best, resulting in a average correlation coefficient of -0.91,
however for the ninth and tenth year we saw large decline in correlation. Additionally, for the
percentage of population with BMI that was considered normal resulted in a more consistent
correlation however resulted with a lower average correlation of 0.85 throughout the ten years.
Lastly for PIP, the strongest correlation for both frequency and severity was with population. The
high correlation coefficient average of -0.93 for frequency and 0.97 for severity for all ten years only
tell half of the story. The correlation was actually increased as the period length gets longer. As we
included more years into the correlations the coefficient value increased for both frequency and
severity. Other factors such as the number of vehicle occupants killed in a fatal crashes nationally
per year and percentage of population that are consider obese correlated well, both had an average

of around -0.90 correlation with frequency and 0.91 with severity.
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4.1.6 New Jersey Analysis

For New Jersey there were six coverage, BI, CM, CO, CSL, PD, and PIP. Overall, many of
the coverage fluctuate significantly over the years however below will highlight those factors that
correlated despite such variations.

For BI, there were no factors that correlated well beyond the first three years therefore no
factors were considered. As for severity, many of the factors showed high correlation; in fact all
factors relating to fatality had a very strong and consistent correlation with an average coefficient of
0.93 to 0.97. Additionally, the factors relating to tobacco, particularly, the number of people who
smokes daily and number of adults who are smokers exhibit a strong correlation both with an
average coefficient of 0.93. Lastly population and GDP properties both yielded a correlation
coefficient of 0.88 with BI severity.

For CM, overall there were almost no factors that yield any significant correlation because in
2000 the frequency for CM was exceptionally high. After excluding such extremities, only
population and crime rate displayed a decent correlation, both with a coefficient of 0.8 for frequency.
For severity even excluding a odd year of 2000, there were no factors that yield any correlation.

For CO, there was not a single factor that it correlated well with except one factor. Since
CO's data fluctuated significantly throughout each year, almost no factors could even correlate to it,
however interest rate was able to follow such fluctuation closely and yield an average correlation
coefficient of 0.81 when looking back for 8 years for CO's frequency.

For CSL, Robbery, which was the number of robberies annually, correlated well with only
frequency, with an average coefficient of 0.85. However this factor has a fast decreasing coefficient

as the period increased in length thus this factor might only be used as a short term predictor. As for
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severity, the total number of fatal crashes annually (Speed_Fatal_Crashes), yielded a significant
correlation coefficient of 0.74, but again only for a short term of only 6 years.

For PD, again there were not many factors yielding strong correlations. For frequency,
Overweight, which is the percentage of the population with a BMI that is considered overweight,
showed an average correlation coefficient of 0.84. And the demand for non-highway gasoline also
showed strong correlation of a coefficient of 0.9 but only for the first 7 years before PD's frequency
turned the other direction.

Lastly for PIP, there are many factors that significantly correlated with the severity, however
not many for frequency due to the sudden dip between the year of 2000 and 2001. Excluding the
extremities for frequency, the price of gas and diesel gas showed a strong correlation of an average
coefficient of 0.84. As for severity, both elements of GDP, personal consumption and services,
showed a very high consistent correlation throughout all 40 quarters yielded an average correlation

of 0.94 and 0.95, respectively.

4.1.7 New York Analysis

For New York there were six coverage, BI, CM, CO, CSL, PD, and PIP.

For BI, there was a sudden increase in frequency and severity only between the years of 2003
and 2005 which was very different from rest of the years. No factors were able to capture such
changes.

For CM, the frequency tended to fluctuate over the years and there was only one factor, the
number of vehicle occupants killed in fatal nationally per year (Speed_Vehicle_Occupants),
correlated decently well with frequency with a average coefficient of 0.84. As for severity, which

fluctuated much more than frequency, correlated well with only one factor. Although not strong
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correlation, the number of smoker that smoke on only at sometimes correlated consistently with an
average coefficient of 0.72.

For CO, the frequency did not correlate well with most of the factors except for two factors.
Overweight which correlated well with an average coefficient of 0.87 but had a decreasing
correlation with longer period length, and the demand for non-highway gasoline correlated very
consistently around the mid -0.95 however after the seventh year it sharply declined. On the other
hand, for severity, we saw many factors that were well correlated. One of the more consistent
factors was population which a strong correlation throughout all 10 years yielding an average
coefficient of 0.97. Other factors that correlated well included robbery, daily and adult tobacco
users, and the number of fatal crashes involving registered vehicles, and factors of related to
fatalities.

For CSL, both the frequency and severity fluctuated over the years. Many factors correlated
when looking at a wider period length. Excluding the short term correlations we saw population
and the percentage of population being obese as the two strongest factors that were more consistent
when looking at a longer period length. Obese yielded an average coefficient of -0.90 with
frequency when looking at least four years of data. And population yielded an average coefficient of
-0.9 with frequency when looking at least five year of data. However for severity, which fluctuated
much more than frequency only saw the demand of non-highway gasoline correlated consistently
with an average coefficient of 0.91.

For PD, although there were no extremities for frequency, only the percentage of the
population who uses tobacco some days has a strong correlation. It held an average correlation
coefficient of 0.80 for eight years. As for severity, we saw very strong correlation with burglary
yielding a consistent high correlation with an average coefficient of 0.96 for nine years. Population

and gas prices also correlated well but only when looking at a wider period range. Excluding shorter
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period range correlations, we saw population yielding an average coefficient of 0.85 when looking at
least three years and gas prices yielding an average coefficient of 0.91 when looking at least 16
quarters.

Lastly, for PIP, the frequency was decently correlated with the percentage of the population
who were consider overweight and the number non-motorists killed in a fatal crash annually, both
yielding an average coefficient of 0.81 and 0.80, respectively. For severity, only the demand for
gasoline held a strong correlation with an average coefficient of 0.89 for highway demand and 0.87

for total demand.

4.1.8 Conclusion

Overall for Massachusetts data, it seemed to have a strong correlation with population and
GDP factors such as personal consumption and services. Some of the minor factors that correlated
with Massachusetts were diesel gas prices and crime rates. For Michigan, we also saw similar
conclusion being that there was a strong correlation with population and factors of GDP. Some of
Michigan minor factors included, daily tobacco user and percentage of the population that is
consider obese. New Jersey, which had the hardest time to correlate with any external factors,
resulted with decent correlation with multiple factors; population, number of fatal crashes involving
registered vehicles, and percentage of population that are consider obese. Minor factors for New
Jersey included GDP factors and percentage of the population that use tobacco daily. Lastly, for
New York, the factors that correlated the best varied among the coverage. Factors included
percentage of the population considered to be overweight, non-highway gasoline demand,

population, factors relating to fatal crashes, and people who uses tobacco daily.
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4.2 Timeline Approach

4.2.1 Years Examined

Similarly to the homeowner’s insurance analysis, a timeline needed to be created in order to
compare events to trends in automotive data. This time, data was gathered on events starting in
1970 and ending in 2008. Data was culled down again to what we considered to be the most
relevant events. Four timelines were made from the data, one from 1970-1980, another from 1980-

1990, another from 1990-2000, and one last one from 2000-present.

1970
- Recession: ~9% drop in PD/Collisions Freq
- Airbag: Introduced and became standard
- Oil: Shortage of ol push for fuel-efficient cars and smaller Japanese cars

/ 1971

- Chrysler infroduces a break-slip control system (early version of antilock breaks)

/ 1972

- Car average 60 mph on freeway (LA)
- Federal law requires front bumpers meet 5 mph crash standard

il 1973

- Side impact standards required for all new cars.
- Federal law requires three-point lap-shoulder belts with inertia reels.

/ 1974

- Congress pass speed limit at 55mph

- General Motors produces the first airbags.

- Federal law requires all vehicles to have seat belt interlock system that prevents engine from starting unless driver
and passengers are buckled up. (later repealed by Congress in response to public outcry over "inconvenience").

- "Richard Grimshaw vs Ford Motor Company”- the Pinto fuel tank issue. Ford estimated 180 people would burn to
death at a cost of $50 million per year to Ford, and the $11-per-vehicle fix would have cost $138 million.

- GM first to install air bags and saved Or Amold Arms, the 1st person to survive a crash.

- GM concerned children would be hurt and killed more with the airbags.

1978
- Japan account for half of imported care into U.S.
- Tennessee is the first jurisdiction in the world to pass a child passenger safaty law.

> T ¢ ¢ | i | T |
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1870 1980

Figure 1: Timeline - Automotive Events 1970-1980

From 1970-1980, several new technologies were introduced and driving laws were passed,

helping make cars safer for drivers, passengers, and pedestrians.
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1980
- Antilock breaking syatem (ABS) avaialble on American cars staring with Lineoln
- Japanese popularize "just in time" delivery, reducing cost.

e

1981
- Pickup truck is the year's best selling vehicle

-

1984
- First U.S. seat belt use law is enacted in New York.
- US government stipulates air bags for all government purchases
Ford breaks with GM and Chrysler and starts complying

1985
- Antilock brakes standard on 5-Class Mercedes models and offered standard or optional
on about 30 domestic and foreign car madels during the 1987 model year
- Every state has passed legislation requiring the use of child safety seats.
- High mounted center stop light required for all passenger cars.
- Mercedes-Benz installs airags on U.5. models.
- Ford and Lincoin offer optional air bags

1986

- GM is the first domestic manufacturer to announce that rear seat lap/shoulder safety belts
will begin replacing lap safety belts as standard equipment, with the phase-in to take place
over the following three years.

1989
- Chrysler bgcomes first American automaker to offer airbags as standard equipment.

¢ \ i | ¢ ¢ T i !

1981 1982 1983 1884 1885 1986 1987 1988 1988
1880 16880

Figure 2: Timeline - Automotive Events 1980-1990

The period from 1980-1990 saw more laws enacted, increasing safety. However, we begin to
see more technological advances happen by manufacturers instead of the industry as a whole.
Similarly to the homeowner’s analysis, events from 1970-1995 were interesting, but largely ignored

because the data for Hanover only ranged from 1996-2008.
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1995

1990 - GPS (Global Positioning System) is introduced.
- Hybrid vehicles that run on an internal combustion engine (ICE) and an - National speed limit of 1974 is repealed o
electric motor charged by regenerative braking - Although available and mandated for years in Canada and Scandinavia,

- Passive restraints required for all new cars. Vehicle manufacturers meet  daytime running lights start to be offered on some new vehicles in the U.S.
standard by either offering driver side air bag or automatic seat-lap belts. - Average American family spands 50% of yearly income for a new car
- First head-on collision accurs between two airbag-equipped cars (Chrysler - All states but one have mandatory seat belt use laws.
LeBarons) in Culpepper, VA. Both drivers walked away. - Breed Technology introduces first aftermarket airbag that can be installed
- First child killed by an air bag - Kyle Lehman. Lawsuits starts en masse. on 1987-1994 vehicles that were not factory-equipped with an airbag. Air

bag is for driver's side only.
/ 1991 D= 1996

- Anti-lock brakes popularized - Zero-emission electric vehicles are re-introduced into the auto showroom.
- Volve introduces side impact protection system. e T 1997
- All Cadillacs come standard with anti-lock brakes, making Cadillag the - Toyota unveils the Prius, the world's first commercially mass-
largest automaker to do so. produced and marketed hybrid car, in Japan. Nearly 18,000 units
- GM offers anti-lock brakes and traction contrel on more models than are sold during the first production year.
any other manufacturer in the world, - Cadillac offers the first American car with autormatic stability conrol
- GM in San Diego demostrates fly by computer-no driver control,
/ 1992 that causes of most accidents. 7 Buick LaISabres travel San Diego's
- Energy Paolicy Act encourages alternative-fuel vehitles adapted freeway at 85mph, 8 feet separating them.
- Chrysler offers integrated child safety seats in its minivan line. G e 1998
- Dual airbags are standard equipment for all passenger cars.
/ 1904 - GM installs less aggressive "next generation” air bags on

Pontiac cars and GMC pickups and SUVs. Bags deploy with
less force to protect children and small adults.

- BMW introduces new inflatable tubular "Head Protection
System” to protect occupants in side collisions.

- Volvo introduces side impact protgction airbags.

1999

Side airbags|offered by Audi, EMW, Ford, General Motors,
Hyundai, Jaguar, Mazda, Mercedes, Nissan. Porsche, Saab,
Volvo and Volkswagen some or all of their 2000 models.

—r—9 ——— |
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1990 2000

Figure 3: Timeline - Automotive Events: 1990-2000

During the 1990s, there were major breakthroughs in technology almost every year.
However, all but one event happened by manufacturer; only two events that affected the entire
industry was in 1995 when the national speed limit was repealed and in 1998 when dual airbags

became standard equipment for all passenger cars. All laws were enacted prior to 1996 as well.
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2000

SmartBelt ™ systems seat-belts that think like airbags, are introduced by The BFGoodrich Company. 2005
/ - On February 16, electric vehicle enthusiasts begin a "Don't Crush™ vigil to stop
2001 G.M. from demolishing 78 impounded EV1s in Burbank, California. The vigil
- Bosch Diesel Systems produced over 5 million direct injection ends twenty-gight days later when G.M. remaves the cars from the facility. In
systems for diesel-powered passenger cars; in total, the company the film "Who Killed the Electric Car" G.M. spokesman Dave Barthmuss states

has produced more than 12 million high-pressure injection systems that the EV'1s are to be recycled, not just crushed.
for automobiles.

I
2002

- G.M. and DaimlerChrysler sue the California Air Resources Board
(CARB) to repeal the ZEV mandate first passed in 1990. The Bush
Administration joins that suit. 2006
A few pure electric cars and plug-in hybrids are in limited production
/ and new ones are on the horizon. Experts differ on how soon rising
oil prices, peak oil forecasts, changing fortunes at car companies,
and public demand for cars that run without gasoline will resurrect the

mass market for electric car in the twenty-first century. The success of

2003 the gascline hybrid Toyota Prius is a promising sign.

- G.M. announces that it will not renew leases pn its EV1 cars
saying it can no longer supply parts to repair the vehicles and
that it plans to reclaim the cars by the end of 2004,

2008
Tire Pressure Monitoring Systems (TPMS) are
required on all new cars and light trucks

2001 2002 2003 2004 2005 2006 2007 2008

2000 2009
Figure 4: Timeline - Automotive Events 2000-present

Like the 1990s, most of the events that occurred were exclusive to the manufacturers. The
only event that affected the entire industry occurred in 2008, when Tire Pressure Monitoring
Systems became required on all new cars and light trucks. Because this event occurred in 2008, it is

too early to tell if it affected the frequency or severity of Hanover’s auto data.

4.2.2 Conclusions

Since there were only three events that occurred during 1996-2008 that could have
affected the entire auto industry, it is impossible to create a scoring method for the automotive
insurance trends. More data from Hanover creating a longer period of analysis would aid in
creating a scoring method, but there are still too few events that affect the entire industry.
Therefore, Hanover’s auto data is affected more by the trends of external factors than by

individual events.
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4.3 Overall Conclusions for Automotive Insurance

The frequency and severity for Hanover’s automotive data is almost exclusively affected by
the trends of external factors. While individual events were examined, it was determined that there
was a lack of events affecting the entire auto industry, and auto insurance itself. An event might
cause a change in frequency or severity from time to time, but the infrequent events made these
changes inconsistent. Overall, external factors that correlated with the auto insurance trends the
most were United States population, gross domestic product (GDP) from personal consumption,

and GDP from services.
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5. Homeowner’s Insurance Analysis

5.1 Correlation Approach

For the homeowner’s insurance the analysis was very similar to the analysis performed on
the auto insurance for Hanover. The specific data for homeowner’s insurance was the homeowner’s
insurance frequency and severity excluding catastrophes. A series of external factors was gathered,
many of them the same as the external factors that were examined for auto insurance. In fact, there
was only one new data set for an external factor that was not applicable for auto insurance, and that
was the median price of homes from 1998-2007. A Pearson correlation coefficient was again used
in order to see the degree of correlation between the external factors and Hanover’s historical data.

There were a few factors that correlated well over the 10-year term from 1998-2007 for
Massachusetts homeowner’s frequency and severity. The best factors to correlate with frequency
were median home values, US population, and the percentage of people with a body mass index
(BMI) that is considered obese. For severity, the US population and the GDP for personal
consumption and services, along with the real GDP, correlated the best. It is possible to further
analyze the data and trends of homeowner’s insurance using an Excel model similar to the model
used in the auto insurance. However, once the model was created, we focused on finding trends for
automotive insurance because there were more coverage for autos from Hanover and because the
scaling method for autos provided no conclusions due to a lack of events affecting the entire
industry. For the future, the Excel model used for the auto insurance can be modified to include
homeowner’s data and provide correlation coefficients for all factors examined on periods of

different lengths.
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5.2 Timeline Approach

5.2.1 Years Examined

In order to create a timeline, we first had to gather any information that we thought was
relevant to homeowner’s insurance. Data was gathered on events starting in the 1960s and ending in
2008. After all of the information was pooled together, we culled the group down to the events that
we thought were the most relevant and would have the greatest effect, if any, on Hanover’s data.
Next we made three timelines, one from 1960-1990, another from 1990-2000, and a final one from

2000-present.

1977
Community Reinvestment Act passed to require banks and savings
and loan associations to offer credit to lower income individuals and
small businesses 12 U.S.C. § 2901

1974 1981
Equal Credit Opportunity Actimposes heavy sanctions for financial Each Federal Reserve bank establishes a Community Affairs
institutions found guilty of discrimination on the basis of race, color, Office to ensure compliance with Community Reinvestment Act

religion, national origin, sex, marital status, or age
1968 /

The Government mortgage-related agency, Federal National
Mortgage Association (Fannie Mae) is converted from a federal
government entity to a stand-alone government sponsored
enterprise (GSE) which purchases and securitizes mortgages to
facilitate liguidity in the primary mortgage market. The move
takes the debt of Fannie Mae off of the books of the government.

1986
986-1991: New homes constructed dropped from
1.8 to 1 million, the lowest rated since World War I1.

1981 1982 1983 1984 1985 1986 1987 1988 1989

1961 1962 1963 1964 1965 1966 1967 19268 1969 1970 1971 1972 1973 1974 19751976 1977 1978 1979 1

1960 1990

1870
Federal Home Loan Mortgage Corpaoration {Freddie Mac) is created
by an act of Congress, as a GSE, to buy mortgages on the secondary
market, pocl them, and sell them as mortgage-backed securities to
investors on the open market.

1985

1985-1991: Savings and Loan Crisis caused by rising interest rates
and over development in the commercial real estate sector, and
exacerbated by deregulation of savings and loan lending standards and

The avg cost of a new home in 1970 is $26,600 ($140,582 in 2007 dollars). a reduction in capital reserve requirements from 5% to 3%.

1980
The Depository Institutions Deregulation and Monetary Control Act
of 1980 granted all thrifts, including savings and loan associations,
the power to make consumer and commercial loans and to issue
transaction accounts, but with little regulatory oversight of competing
banks; also exempted faderally chartered savings banks, installment
plan sellers and chartered loan companies from state usury limits.

The avg cost of a new home in 1980 is $76,400 {$189,918 in 2007 dollars).
Figure 5: Timeline - Housing Events 1960-1990

The events that occurred from the 1960s through 1995 was largely ignored because

Hanover’s data only ranged from 1996 through 2008, but it did provide good practice for locating
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which types of events seemed to occur more often and would have an impact on homeowner’s

msurance.
1990 1999
The avg cost of a new home in 1990 is $149,800 ($234,841 in 2007 dollars). September: Fannie Mae eases the credit requirements to encourage
/ banks to extend home mortgages to individuals whose credit
1991 is not good enough to qualify for conventional loans
US recession, new construction prices fall, but above inflationary -
growth allows them to return by 1997 in real terms. 1999
November: Gramm-Leach-Bliley Act "Financial Services Modernization
/ Act” repeals Glass-Steagall Act, deregulates banking, insurance
1998 and securities into a financial services industry allow financial
Seplember 23, 1998: New York Fed brings together consortium nstitutions to grow very large; limits Community Reinvestment
of investors to bail out Long-Term Capital Management Coverage of smaller banks and makes community groups report
Inflation-adjusted home price appreciation exceeds certain financial relationships with banks
10%/year in most West Coast metropolitan areas x

1998

October: "Financial Services Modemization Act” killed in Senate

because of no restrictions on Community Reinvestment
Act-related community groups written into law

* ¥ |

1981 1982 1993

1880 2000
1992
Federal Housing Enterprises Financial Safety and Soundness
Act of 1992 required Fannie Mae and Freddie Mac to devote a
percentage of their lending to support affordable housing
increasing their pooling and selling of such loans as securities:
Office of Federal Housing Enterprise Oversight (OFHEO)
created to oversee them

1997

1981-1997: Flat Housing prices
Mortgage denial rate of 29 percent for conventional home purchase loans

1997

July: The Taxpayer Relief Act of 1997 expanded the capital-gains
exclusion to $500,000 (per couple) from $125,000, encouraging
people to invest in second homes and investment properties.

1994
Riegle-Neal Interstate Banking and Branching Efficiency Act of
1994 (IBBEA) repeals the interstate provisions of the Bank

Holding Company Act of 1956 that regulated the actiens of bank
holding companies. / 1997
November: Fannie Mae helped First Union Capital Markets

1995 and Bear, Stearns & Co launch the first publicly
New Community Reinvestment Act regulations break down available securitization of CRA loans, issuing
home-loan data by neighborhood, income, and race; encourage $384.6 million of such securities. All carried a Fannie
community groups to complain to banks and regulators by Mae guarantee as to timely interest and principal.

allowing community groups that marketed loans to collect a
brokers fee; Fannie Mae allowed to receive affordable housing
credit for buying subprime securities.

Figure 6: Timeline - Housing Events 1990-2000

The 1990s featured three events that seemed to affect the data from Hanover. Starting in
1991 and lasting through 1997, there was a prolonged period where housing prices in America were
flat and there was a mortgage denial rate of 29% for regular home purchases. In September of 1999,
Fannie Mae eased credit requirements which meant that more people now qualified for home
mortgages, which in turn meant that more people were able to purchase homes. Finally, in
November of 1999, Congtress passed the Gramm-Leach-Bliley Act, which deregulated banking,

insurance, and securities which allowed financial institutions to grow very large.
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2000

2008

2001

2002
2003
2004

2005

2006

2007 —~@———

o

2000 October: Fannie Mae committed to purchase and securitize $2 billion of Community Investment Act-eligible loans,

2000 November: Fannie Mae announced that the Department of Housing and Urban Development {*"HUD") would soon require it to
dedicate 50% of its business to low- and moderate-income families” and its goal was to finance over $500 billion in Community Investment
Act-related business by 2010.

2000 December: Commodity Futures Modemization Act of 2000 defines interest rates, currency prices, and stock indexes as "excluded
commodities,” allowing trade of credit-default swaps by hedge funds, investment banks or insurance companies with minimal oversight,
and contributing to 2008 crisis in Bear Stearns, Lehman Brothers, and AlG.

2001: US Federal Reserve lowers Federal funds rate 11 times, from 6.5% to 1.75%.

2002: Annual home price appreciation of 10% or more in California, Florida, and most Northeastern states."Annual home-value growth at
highest rate since 1980,

2002 June 17: President G.W. Bush sets goal of increasing minerity home owners by at least 5.5 million by 2010 through billiens of dollars
in tax credits, subsidies and a Fannie Mae commitment of $440 billion to establish NeighborWorks America with faith based organizations.

2000-2003: Early 2000s recession (exact time varies by country)
2002-2003: Mortgage denial rate of 14 percent for conventional home purchase loans, half of 1997
2003: Fannie Mae and Freddie Mac buy $81 billion in subprime securities.

2003 June: Federal Reserve Chair Alan Greenspan lowers federal reserve’s key interest rate to 1%, the lowest in 45 years,

2003 September: Bush administration recommended moving governmental supervision of Fannie Mae and Freddie Mac under a new
agency created within the Department of the Treasury, The changes were blocked by Congress.

2004: U.S. homeownership rate peaked with an all time high of 69,2 percent.
2004; HUD ratcheted up Fannie Mae and Freddie Mac affordable-housing goals for next four years, from 50 percent to 56 percent, stating
they lagged behind the private market; from 2004 to 2006, they purchased $434 billion in securities backed by subprime loans

2004 October: SEC effectively suspends net capital rule for five firms - Goldman Sachs, Merrill Lynch, Lehman Brothers, Bear Steams
and Morgan Stanley. Freed from government imposed limits on the debt they can assume, they levered up 20, 30 and even 40 to 1.

1997-2005: Mortgage fraud increased by 1,411 percent

2001-2005: United States housing bubble (part of the world housing bubble)

2004-2005: Arizona, California, Florida, Hawaii, and Nevada record price increases in excess of 25% per year.

2005 February: The Office of Thrift Supervision implemented new rules that allowed savings and loans with over §1 billion in assets to
meet their CRA obligations without investing in local communities, cutting availability of subprime loans.

2005 Fall: Booming housing market halts abruptly; from the fourth quarter of 2005 to the first quarter of 2006, median prices nationwide
dropped of 3.3 percent.

2005 September: The FDIC, Federal Reserve, and the Office of the Contraller of the Currency allow loosening of Community
Reinvestment Act requirements for "small” banks, further cutting subprime loans.

2006: Continued market slowdown. Prices are flat, home sales fall, resulting in inventory buildup. U.S. Home Construction Index is down
over 40% as of mid-August 2006 compared to a year earlier.

2003-2007: The Federal Reserve failed to use its supervisory and regulatory authority over banks, morigage underwriters and other
lenders, who abandoned loan standards {(employment history, income, down payments, credit rating, assets, property loan-to-value ratio
and debt-servicing ability}, emphasizing instead lender’s ability to securitize and repackage subprime loans.

October 2007: The U.S. Treasury Secretary called the bursting housing bubble "the most significant risk to our economy.
December 30, 2008: The Case-Shiller home price index reported its largest price drop in its history

Figure 7: Timeline - Housing Events 2000-Present

In the current decade, four events affected data for homeowner’s insurance. In 2001, the US

Federal Reserve lowered the Federal funds rate eleven times, from 6.5% to 1.75%. Two years later,
the Fed’s key interest rate was lowered to 1%, the lowest in 45 years. In 2004, the HUD ratcheted
up Fannie Mae and Freddie Mac’s affordable-housing goals by six percent. Finally, around 2007 the
housing bubble burst and the homeowner’s market was characterized by falling house prices, sales,

and construction rates.

5.2.2 Trend Matching and Event Scoring

Once the timelines had been created, we needed to compare the sequence of events to the

trends in the frequency and severity in Hanover’s data to see which events had an impact and how
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great the impact was. We took the graphs of frequency and severity for the four main states in
Hanover’s business, Massachusetts, Michigan, New Jersey, and New York, over time, and examined
the dates where the trend changed direction. At each point where the trend changed, we attempted
to correlate an event on the timeline to show that the event had an impact on the data. At each
point where an event correlated, we gave the event a score of one, two, or three to signify the impact
of the event. After scoring the events that correlated with all graphs, we averaged the scores to
create an overall score for the events. This overall score was used to create a set of archetypical
events which accompanying scores which could be applied to future events in order to predict the
new event’s impact on frequency and severity for Hanover. Following are the graphs of frequency

and severity for the four main states with each point that correlated highlighted and matched with its

event.
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Figure 8: Massachusetts Homeowner’s Frequency 1996-2008
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The first event that occurred with an effect on frequency was in December of 1999, when
the result of Fannie Mae easing credit requirements caused frequency to begin increasing with a
score of 2. Next, in 2001 when the Fed lowered the interest rate several times, the frequency began
decreasing with a score of 3. At the end of 2002, the economical recession ended, and frequency
began increasing for a short while, giving the event a score of 1. In 2003, the interest rate was
lowered again and frequency decreased at a score of 2. Finally, in 2007, the housing bubble burst,

ending a long period of decline in frequency, giving the event a score of 3.
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Figure 9: Massachusetts Homeowner’s Severity 1996-2008

The Gramm-Leach-Bliley act that deregulated banking, insurance, and securities in 1999
caused the severity to go from decreasing to increasing, with a score of 2. Next in 2001, the Fed
lowered the interest rate several times, causing the severity to again shift from decreasing to
increasing with a score of 2. The Fed lowered interest rates again in 2003, this time causing severity
to go from decreasing to increasing with a score of 3. Finally, in 2007, the housing bubble burst,

causing the trend to again increase with a score of 3.
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Figure 10: Michigan Homeowner’s Frequency 1996-2008

The frequency of Michigan was affected by similar events to Massachusetts, except there
seemed to be a short lag in the reaction from Michigan to some events. In 1997, the period of flat
housing prices and a mortgage denial rate of 29% ended, causing frequency to drop at a score of 3.
Then in 2001, the Fed lowered the interest rate, causing the frequency to descend at a score of 3.
After a short increase, the Fed lowered the interest rate again, causing the frequency to decrease at a
score of 3. However, the shifts caused by both interest rate changes came a quarter later than the
changes that occurred for Massachusetts. Finally, the housing bubble burst in 2007, reversing a long

trend of decline in frequency at a score of 3.
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Figure 11: Michigan Homeowner’s Severity 1996-2008

The severity of Michigan also featured lag for some events compared to Massachusetts. In
1999, the Gramm-Leach-Bliley Act caused the severity to increase with a score of 1. When the Fed
lowered the interest rate in 2001, the severity increased sharply for a score of 3. A short decline was
reversed in 2003 when the interest rate was lowered again at a score of 2. Once again, the effect of
the change in interest rate was felt after a quarter lag similarly to frequency for Michigan. Finally, the

burst housing bubble caused the severity to start to increase again for a score of 2.
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Figure 12: New Jersey Homeowner’s Frequency 1996-2008

In 1997, the end of the period of flat housing prices and a mortgage denial rate of 29%

caused an end to the declining frequency for a score of 2. Then when Fannie Mae eased credit

requirements in 1999, the frequency began to increase again with a score of 2. The lowering of the

interest rate by the Fed in both 2001 and 2003 caused the frequency to decrease with a score of 3.

Finally, in 2007, when the housing bubble burst, a steep increase in frequency was reversed with a

score of 3.
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Figure 13: New Jersey Homeowner’s Severity 1996-2008

Severity was again affected by similar events to Massachusetts and Michigan. Once the

period of flat housing prices and a mortgage denial rate of 29% ended, the severity decreased sharply

with a score of 3. In 1999 that trend was reversed when the Gramm-Leach-Bliley Act was released

with another score of 3. In 2001, the Fed lowered the interest rate which caused the severity to

decrease with a score of 2. When HUD ratcheted up affordable housing goals in 2004, this caused

the severity to sharply increase after a short period of decline with a score of 3. Finally, just before

the housing bubble began to burst in 2005, the severity began a very volatile increasing trend, for a

score of 3.

45|Page



MY _HO_Frequency

0.03
Fed lovwers interest rate

0.07 tﬁ A\\ (20017
0.06 __Fed loweers interest rate
(2003

0.03

| —4—HO Frequency

0.04
~~.. Housing bubhble burst
0.03 (2007
0.0z Fannie Mae eazes credit
requirements [1399)
0.0
a ™-.Flat housing prices,

mortgage denial rate 29%

@ r O Mo O = o 0 o W @ K
(=] [n ] (=] [my] = = (o} (] (o} (] = (]
e & 4 & & & & & & & & & (1997)
1] [E] 1] (i) (1] (i) [E] 1] (k] 1] (i) (1]
1yl 'y 1yl [ig] iy [ig] Lig] 1yl Lig] 1yl [ig] iy

Figure 14: New York Homeowner’s Frequency 1996-2008

New York’s frequency seemed to be affected by similar events as the rest of the major states
for Hanover. In 1997, and sharp decline in frequency was reversed when the period of flat housing
prices and a mortgage denial rate of 29% ended, for a score of 2. A short decline in frequency was
reversed when Fannie Mae eased credit requirements in 1999 for a score of 1. The lowering of the
interest rate in 2001 and 2003 by the Fed caused sharp decreases in frequency after shorter periods
of increase, both scoring a 3. Finally, when the housing bubble burst in 2007, the frequency ended a

long trend of decline and began increasing for a score of 3.
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Figure 15: New York Homeowner’s Severity 1996-2008

New York’s trend in severity was most similar to Michigan’s. It was first affected when the

Fed lowered the interest rate several times in 2001, for a score of 1, and started a short increasing

trend. In 2003, when the Fed again lowered interest rates, a declining trend was reversed again, this

time into a sharper and longer increase in severity, for a score of 2. When the HUD ratcheted up

affordable housing goals in 2004, a short drop in severity was answered by a steep increase for a

score of 3. Finally, just before the housing bubble burst in 2007, New York experienced a sharp

drop in severity followed by a sharp increase, for an overall score of 3.
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After scoring each of the relevant events, we were able to create an overall score for each event:

Table 1: Overall Score for Relevant Events

Event Score (Frequency) Score (Severity)
Flat housing prices/Mortgage denial rate of 29% (1997) | 2 2
Gramm-Leach-Bliley Act (1999) - 1+

Fannie Mae eases credit requirements (1999) 1+ -

Fed lowers interest rate (2001) 3- 2+

Fed lowers interest rate (2003) 3- 3+

HUD ratchets up affordable housing goals - 3+

Housing bubble burst 3 3+

In this table of overall score, the values that carry a positive or negative sign after the score indicates

that the frequency or severity increases or decreases as a result of the event. If the event has no sign

along with the score, then the event affects the data for Hanover, but each state reacts differently to

the occurrence of the event.

Having created the scoring method for the events on the timeline, an score for generalized

events can be created:

Table 2: Overall Score for Generalized Events

Event Example Score (Freq) | Score (Severity)
End of prolonged economic trend | Housing bubble burst (2007) 3 3
Federal Reserve behavior Fed lowers interest rate (2001) 3 3
Fannie Mae/Freddie Mac behavior | Fannie Mae eases credit requirements | 1 1
New legislation passed Gramm-Leach-Bliley Act - 1

There are several generalized events that occur often enough to affect frequency and severity for

Hanover. However, it is extremely difficult to predict if the event will affect frequency or severity

positively or negatively. If more events had occurred or if a longer time period of data from

Hanover was available, a more specific scoring system could be created. In addition, the scoring
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system is based on the judgment of the person scoring the events, so one person may assign a

completely different score to an event than the scores presented in this project.

5.2.3 Conclusions

There were several events that impacted the frequency and severity of Hanover’s historical
data over the period from 1996 through 2008. After scoring the events, a more generalized set of
events was created as a basis for any future events that could possibly occur. These events included:
the end of a prolonged economic trend; any behavior by the Federal Reserve; any behavior by
Fannie Mae or Freddie Mac; and any new legislation that is passed. A score was assigned for the
events for both frequency and severity. However, a direction of change in frequency or severity for
any of the generalized event could not be assigned. This was because there was not enough data to
infer any assumptions about a change in direction. In addition, the scores assigned to the data were
subject to the discretion of the scorer, and one person may have different judgment from another.
Therefore, a scoring method is an interesting and potentially powerful tool for determining future
loss trends in frequency and severity, but more data is needed, a system to reduce the impact of the

judgment of the scorer, and more research into the method itself can be looked at in the future.

5.3 Overall Conclusions for Homeowner’s Insurance

For the homeowner’s insurance, both the scoring method and correlation approach held
value in helping to predict future loss trends. While a group of factors that affect frequency and
severity for all states in Hanover’s portfolio were not found, once the Excel file used for auto
insurance is modified, results will be attainable. As for the scoring method, the approach works, but
is not completely consistent, and is subject to the judgment of the person scoring the data. Also
some states react differently to events than other states, so with the current quantity of data available

from Hanover, it is virtually impossible to accurately predict the impact of future events on
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frequency and severity. However, this method can be useful once a longer timeframe of Hanover’s
data can be compared to the timeline of events. Therefore, in the future both the correlation
approach and scoring method should continue to be examined in order to provide better, more

accurate predictors for future losses.
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6. Conclusions & Recommendations

Overall we found a few concrete conclusions for the homeowner’s and auto insurance data
from Hanover which will aid in predicting future loss trends. For the automotive insurance, the US
population and the GDP of services and consumption correlate well with the historical data for the
company, and can be used to predict losses in the future. It was also shown that the frequency and
severity for auto insurance were not impacted by external individual events because few events affect
the entire auto industry. Therefore, only the correlation approach should be used in comparing
external factors to Hanover’s data and in predicting future losses for auto insurance.

On the homeowner’s side, conclusions were only drawn for the correlation approach for
Massachusetts, due to emphasis placed on the auto insurance. With further examination stronger
conclusions can be made using the Excel model. The scoring method did prove to be much more
useful for homeownet’s insurance, providing a list of generalized events with accompanying scores.
However, the overall conclusions for scoring were weak because the method is based more on
judgment than actual data and because individual states react differently to events. Therefore, more
emphasis should be placed upon the correlation approach for homeowner’s insurance, but the
impact of external events cannot be ignored.

A simple linear programming method was briefly explored in an attempt to find a
combination of factors which could provide a more accurate predictor of future losses. However,
after initial analysis did not improve upon the correlations of individual external factors to
Hanover’s data, combined with feedback from our sponsors from Hanover, we discontinued using
this method and began to create our Excel model.

While some conclusions were drawn for both automotive and homeownet’s insurance, more
can be done to improve the accuracy and consistency of the conclusions. The linear programming

method is something to be explored in the future, as it is possible that a combination of several
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external factors perfectly correlate with Hanover’s data. The scoring method for homeowner’s
insurance should also be examined further because with more data the accuracy can be improved.
Finally, while we were able to find several external factors that correlated well with Hanover’s data, it
is possible that there are some external factors which we did not obtain data for that may possibly

correlate even better.
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Appendix A: Final List of External Factors Used to Correlate Data

BMI

BMI-OK Percentage of population with a BMI that is considered normal
Overweight Percentage of population with a BMI that is considered overweight
Obese Percentage of population with a BMI that is considered obese

Crime Rate

Property Rate of property crimes per US population per year
Burglary Rate of burglaries per US population per year
Robbery Rate of robberies per US population per year

Total Rate of total crimes per US population per year
Fatality

Fatality Rate

Fatality rate per 100,000 drivers

Fatality/Licensed Fatality rate per 100,000 licensed drivers
Fatality/Registered Fatality rate per 100,000 registered drivers
Fatality/Miles Fatality rate per 100 million vehicle miles traveled
Gas Type

Gas Price of Gas

Diesel Price of Diesel Fuel

Miles Traveled Total miles traveled per year

Gas Consumption

Total

Total gas consumed per year

Highway

Total gas consumed on highways per year

Non-highway

Total gas consumed on non-highways per year

GDP

Real GDP

Total GDP

Personal Consumption

GDP of personal consumption expenditures

Services GDP of services

Structures GDP of structures

Interest Quarterly interest rate of US yield curve
Population Total US population

Speed Related

Fatal Crashes

Total fatal US crashes by year

Vehicle Occupants

Vehicle occupants killed in fatal US crashes by year

Non-vehicle

Non-motorists killed in fatal US crashes by year
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Vehicle and Non-vehicle

Combined occupants and non-occupants killed in fatal US crashes by year

Registered Vehicles

Fatal crashes involving registered vehicles

Licensed Vehicles

Fatal crashes involving licensed drivers

Tobacco

Adult Adults who are current smokers

Everyday People who smoke everyday

Someday People who only smoke on some days
Former People who quit smoking

Vehicles

All Vehicles All vehicles involved in fatal car crashes
Automobiles All automobiles involved in fatal car crashes
All Trucks All trucks involved in fatal car crashes
Light Trucks All light trucks involved in fatal car crashes

Autos and Light Trucks

All automobiles and light trucks involved in fatal car crashes
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Auto Correlation Results

Appendix B
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Appendix C: Homeowner Correlation Results

Factor Frequency Severity

BMI

BMI OK 0.694487078

Overweight 0.255724283 0.030556154
Obese

Crime Rate

Property 0.784124249

Burglary -0.466531021
Robbery -0.699332564

Total -0.385512115 0.728264213
GDP

Real GDP

Personal Consumption

-0.795697954

Services

-0.78752814

Structures 0.106735043 -0.105755631
Home Value -0.517498162
Interest 0.0245 -0.184944788
Mortgage 0.551301878 -0.614328135
Tobacco

Adult

Everyday 0.793419388

Someday -0.123593897 0.300768506
Former 0.235060632 -0.022242511
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