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Overall, this project showcased that despite some disadvantages, 
this PU learning model can be of applicable use in the real world 
and provide accurate predictions on the stability of protein 
isoforms/variants.

For future work, it is recommended to test/train this PU model 
using training/testing sets composed of data samples with known 
labels where the negative samples and a random subset of the 
positive samples are unlabeled before the actual testing/training 
[6]. Next, the selection of features should be managed more 
directly. And finally, physically verify more proteins as the data 
would help testing/training.

BACKGROUND
● Alternative Splicing, known as AS, is the result of RNA splicing 

during different stages of development being regulated such 
that some splicing signals/sequences are ignored resulting in 
different mRNA molecules that encode related proteins with 
sequence and function overlap and distinction [1].

Figure 1. A visual of AS that shows how from the same gene, distinct exon 
mixes are made allowing one gene to code for many proteins [7].

● Protein Structural Stability is important because of protein 
degradation, which has 3 functions [2]. 
1. Store nutrients for use in times of metabolic need [2]. 
2. Eliminate abnormal proteins harmful to the cell [2]. 
3. Regulation of cellular metabolism [2].

● Relevant Past Research examples would be 
○ ProTstab predicts protein stability by predicting the melting 

temperature (TM) of input proteins [3].
○ iStable 2.0 combines different algorithms together, uses 

PDB as a source for its stable data, and goes for ΔΔG [4].
○ SCooP predicts ΔG and TM, uses PDB, but the input must 

have the 3D structure of the target protein [5].
Figure 2. The Protein Data Processing Pipeline. A flowchart showing the 
chronological steps for processing the protein isoform data in this project.

METHODOLOGY

● The key findings of this project was that despite a lack of negatively labeled data 
and the PU learning model constantly overvaluing features less indicative of 
structural stability, the model performed well.

● It was known and acknowledged that there would be a negative bias for the PU 
learning model due to how this implementation of the traditional PU learning 
approach treats unlabeled data as negative.

● It was discouraging to see features less relevant to structural stability valued 
higher than features that have great relevance to structural stability, but such 
irrelevant features do not consistently provide computationally useful values and 
the model recognized this.

PU LEARNING
Positive-Unlabeled learning/PU learning, is when a 
“learner” only has access to positive and unlabeled 
data where the unlabeled data may contain positive 
and negative samples [6]. It uses unlabeled data in 
the learning process and specializes in standard 
semi-supervised learning [6]. 

● P(s=1|x)
● P(y=1|s=1)
● P(s=1|k)
● P(s=1|k)/P(s=1|y=1)

The project objective was to predict the true structural stability of 
a given protein isoform/variant with a machine learning algorithm
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Table 9. Evaluation Metrics for TP53 proteins

Table 8. Evaluation Metrics for CFTR proteins

Figure 6. Permutation feature importances for data with features from first feature selector

Figure 5. t-SNE plot of data with features from the first 
feature selector. Panel A is the plot with the original labels. 
Panel B is the plot with the labels predicted by the PU 
learning model.

k-fold value 
Average

k-fold Standard 
Deviation

Final Value

Recall 0.9535 0.0140 1.0

BC Accuracy 
estimate

1.0 0 1.0

BC Balanced 
Accuracy

1.0 0 1.0

BC F score 1.0 0 1.0

BC Matthews 
Correlation 
Coefficient

1.0 0 1.0

Table 6. Metric Estimations for Data with 
Features from First Feature Selector

B.A.

A.

B.

Alternative splicing contributes to proteome diversity, 
but many classified alternatively spliced proteins lack 
proper verification. To verify the human proteome, a 
Positive-Unlabeled classification algorithm was 
implemented to predict protein existence with 
structural stability as the deciding factor. Using 
features of structural data, it was tested/trained on 
known stable and unknown proteins, and then 
predicted the stability of known stable and unstable 
proteins from genes CFTR and TP53. Improvements 
are necessary, but the testing/training and 
predictions gave reliable results.

DISCUSSION

Figure 13. 3D structure of WT 
CFTR protein. The red section 
shows the deletion in F508del 
CFTR

Figure 14. 3D Structure of WT CFTR 
protein. The red section shows the 
deletion in G542X

Figure 17. 3D Structure of 
p53. The red section shows 
the deletion in Δp53

- Feature selection had 
no effect on results of 
CFTR case study. All 
four selections 
incorrectly predicted a 
stable protein to be 
unstable

- Feature Selection 2 had perfect results for the TP53 case study. 
This along with the differing predictions from the other feature 
selections proves that the feature selection matters.
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