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Abstract

With the rapid development of the urbanization, the government has not only benefited from it,

but also needs to deal with great challenges of urban governance, such as transportation issues,

unhealthy economy development, public safety etc. To address the challenges, the government

requires an accurate understanding of urban entities. For example, it is necessary to know whose

work may involve criminal and where is the dangerous location. With the increasing adoption of

smart devices and GPS modules, more and more human mobility data is generated in cities, such

as trajectory data and check-in data, which makes it possible to infer the meaning of urban entities.

In this dissertation, we propose and develop several novel machine learning techniques to identify

entities in the urban environment based on human mobility data. In particular, we try to solve the

entity identification problems in the following aspects.

1) Map-constrained Trajectory Recovery. First of all, most of the spatio-temporal data min-

ing problems, including urban entity identification, rely on high-sampling-rate trajectories since

fine-grained trajectories can provide more information. In this paper, we revisit the fundamental

research topic, trajectory interpolation, to enhance the trajectory data and support the urban entity

identification more effectively. We propose a Map-constrained Trajectory Recovery framework,

MTrajRec, to recover the fine-grained points in trajectories and map match them on the road net-

work in an end-to-end manner. Extensive experiments based on large-scale real-world trajectory

data confirm the effectiveness and efficiency of our approach.

2) Human Mobility Signature Identification. Identifying human mobility signature is a sig-

nificant task in the urban entity identification, which is helpful in many real-world applications,

e.g., identifying drivers in ride-hailing service and criminal identification. In this topic, we propose

the human mobility signature identification solution to identify human agents from their mobility

data. We make the first attempt to match identities of human agents only from the observed loca-

tion trajectory data by proposing a novel and efficient framework named Spatio-temporal Siamese

Networks (ST-SiameseNet). Experimental results on a real-world taxi trajectory dataset show that



our proposed ST-SiamesNet can achieve an F1 score of 0.8508, which significantly outperforms

the state-of-the-art techniques.

3) Company Real Workplace Recognization. Local business development can help cre-

ate jobs and increase tax revenue. Company real workplace identification is important for the

government to manage companies. In this work, we recognize company’s real workplace by im-

plementing a novel two-step data mining method from employees’ check-in data. Experimental

results show that our proposed method significantly outperforms six baselines. And A real-world

application system has been deployed in Nantong, China since September 2021, demonstrating

the effectiveness of our solution.

4) Illegal Chemical Facility Detection. Detecting illegal chemical facilities is related to

public safety. In this paper, we develop a system for illegal chemical facility detection based on

hazardous chemical truck trajectories. We first generate candidate locations by clustering stay

points extracted from trajectories and filtering out known locations. Then, we rank those locations

in suspicion order by modeling whether it has loading/unloading events. ICFinder+ is evaluated

over the real-world dataset from Nantong in China, and the deployed system identified 20 illegal

chemical facilities in 3 months.

5) Learn to Stay. Stay points of trajectories are key to understanding location and human

mobility. Most of the previous work focus on GPS trajectories which are limited since not all of

the vehicles are equipped with GPS modules. In this work, we design a two-stage method named

SAInf to detect stay points via surveillance camera records which can capture the moving patterns

for all the vehicles. SAInf first detects which surveillance camera record pairs have stay events

within them, and then uses a layer-by-layer stay area identification algorithm to infer the exact

location of an object stay. Experimental results show that SAInf outperforms other baselines by

58%.
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Chapter 1

Introduction

1.1 Map-constrained Trajectory Recovery

With the increasing adoption of GPS modules, there are a wide range of urban applica-
tions based on trajectory data analysis, such as vehicle navigation, travel time estimation,
and driver behavior analysis. The effectiveness of urban applications relies greatly on
the high sampling rates of trajectories precisely matched to the map. However, a large
number of trajectories are collected under a low sampling rate in real-world practice, due
to certain communication loss and energy constraints. To enhance the trajectory data and
support the urban applications more effectively, many trajectory recovery methods are
proposed to infer the trajectories in free space. In addition, the recovered trajectory still
needs to be mapped to the road network, before it can be used in the applications. How-
ever, the two-stage pipeline, which first infers high-sampling-rate trajectories and then
performs the map matching, is inaccurate and inefficient. In this paper, we propose a
Map-constrained Trajectory Recovery framework, MTrajRec, to recover the fine-grained
points in trajectories and map match them on the road network in an end-to-end manner.
MTrajRec implements a multi-task sequence-to-sequence learning architecture to predict
road segment and moving ratio simultaneously. Constraint mask, attention mechanism,
and attribute module are proposed to overcome the limits of coarse grid representation
and improve the performance.
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1.2 Human Mobility Signature Identification

Given the historical movement trajectories of a set of individual human agents (e.g.,
pedestrians, taxi drivers) and a set of new trajectories claimed to be generated by a specific
agent, the Human Mobility Signature Identification (HuMID) problem aims at validating
if the incoming trajectories were indeed generated by the claimed agent. This problem is
important in many real-world applications such as driver verification in ride-sharing ser-
vices, risk analysis for auto insurance companies, and criminal identification. Prior work
on identifying human mobility behaviors requires additional data from other sources be-
sides the trajectories, e.g., sensor readings in the vehicle for driving behavior identifica-
tion. However, these data might not be universally available and is costly to obtain. To
deal with this challenge, in this work, we make the first attempt to match identities of
human agents only from the observed location trajectory data by proposing a novel and
efficient framework named Spatio-temporal Siamese Networks (ST-SiameseNet). For
each human agent, we extract a set of profile and online features from his/her trajectories.
We train ST-SiameseNet to predict the mobility signature similarity between each pair of
agents, where each agent is represented by his/her trajectories and the extracted features.

1.3 Company Real Workplace Identification

Local business development is vital in city growth, which helps to create more jobs and
increase tax revenue. Thus, many governments provide financial support and make strate-
gic policies to attract companies. However, due to traffic congestion and labor shortage,
companies may not settle their workplaces to the registered locations, leading to the gov-
ernment’s financial loss and management inconvenience. Therefore, it is necessary to
discover the real workplaces of the companies. However, existing solutions, such as ac-
tive on-field screening and recruit site crawling, are inaccurate and incomplete. In this
paper, we propose a novel two-step data mining method named LocRecognizer to dis-
cover the real workplaces of companies from human mobility data. The main idea is that
the places where company-related users gather may be the workplaces of the companies.
LocRecognizer adopts a two-stage clustering method to generate location candidates and
further detect correlated workplaces by using a multi-learner deep learning model.
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1.4 Illegal Chemical Facility Identification

Chemical materials are useful but sometimes hazardous, which requires strict regulation
from the government. However, due to the potential economic benefits, many illegal
hazardous chemical facilities are running underground, which poses a significant public
safety threat. However, the traditional solutions, e.g., on-field screening and the anony-
mous tip-offs, involve a lot of human efforts. In this paper, we propose a ubiquitous ap-
proach called ICFinder to detecting illegal chemical facilities with chemical transportation
trajectories. We first generate candidate locations by clustering stay points extracted from
trajectories, and filter out known locations. Then, we rank those locations in suspicion
order by modeling whether it has the loading/unloading events.

1.5 Learn2Stay

Points are not equally important in a trajectory. Among all points, stay points are key
to understanding location and human mobility. Over the past decade, researchers have
conducted extensive work based on stay point, which has had a positive impact. However,
with the popularity of privacy awareness, it is becoming increasingly difficult for city
managers to collect GPS trajectory data, even though they really need it. And traditional
stay point detection algorithms are highly dependent on GPS trajectories. These becomes
an obstacle to understanding the urban knowledge. Fortunately, surveillance cameras that
are widely deployed in urban space provide us an opportunity to perceive stay points from
trajectory. Unfortunately, the uncertainty introduced by surveillance camera record makes
it difficult to determine whether stay event occurs and where stay in. And the robustness
of surveillance cameras will enhance this uncertainty.

1.6 Outline of Dissertation

The dissertation is organized as follows:
Section 2 elaborates how to recover low-sampling-rate trajectories to high-sampling-

rate ones and map match them onto the road network simultaneously.
Section 3 develops a siamese-based network for human mobility signature identifica-

tion only based on the observed location trajectory data.
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Section 4 proposes a novel two-step data mining method to discover the real work-
places of companies from human mobility data.

Section 5 implements a ubiquitous approach to detect illegal chemical facilities with
chemical transportation trajectories.

Section 6 designs a ubiquitous approach to detect stay area with traffic camera trajec-
tories.
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Chapter 2

Map-constrained Trajectory Recovery

Figure 2.1: Intuition of Trajectory Recovery Problem

2.1 Introduction

Nowadays, GPS modules have been widely used throughout all kinds of mobile devices,
and the generated trajectory data have empowered many applications, such as vehicle nav-
igation [44], travel time estimation [27], driver behavior analysis [22]. The effectiveness
of these applications relies on the sampling rate of trajectories, since low-sampling-rate
trajectories lose detailed information for moving objects and increase the uncertainty be-
tween two consecutive sampled locations. However, in reality, there is a large quantity of
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low-sampling-rate GPS trajectory data. For instance, taxis usually report GPS locations
every 2 ∼ 6 minutes to reduce the energy consumption of communication [130].

In order to utilize these low-sampling-rate trajectories more effectively, many infer-
ence methods have been proposed to recover low-sampling-rate trajectories. One straight
forward solution is to assume that vehicles are moving with the uniform speeds [38].
However, the dynamic behavior mobility pattern cannot be captured in this way. To tackle
this challenge, many deep learning based models have been proposed [113, 119, 118].
For example, Wang et al. [113] recovered a high-sampling-rate trajectory from a low-
sampling-rate one with DHTR, which predicts the coarse-grained grid of high-sampling-
rate point by integrating a sequence-to-sequence model with a calibration component of
Kalman Filter. However, after the trajectory recovery process, there is still a map match-
ing [80] task to be done, before the trajectory data can be used by the applications. The
map matching task aligns GPS points in trajectories with the road network, and is a fun-
damental pre-processing step. It not only empowers the road-based applications, e.g., ve-
hicle navigation [44], travel time estimation [27], but also enriches trajectories with more
semantic meanings to benefit driver-based applications, e.g., behavior analysis [22].

Traditional methods solve the map-constrained trajectory recovery problem through
a two-stage pipeline, which first recovers low-sampling-rate trajectories and then imple-
ments a map matching algorithm to project trajectories onto the road network. Although
we can perform map matching based on the recovered trajectory as shown in Fig. 2.1, the
inference error can be accumulated. In addition, the two-stage pipeline is also inefficient
because map matching algorithms are time-consuming [80, 130, 71]. Based on these ob-
servations, a natural question arises: can we recover a high-sampling-rate trajectory based
on a low-sampling-rate one and perform map matching on it simultaneously? The end-
to-end solution is expected to reduce the inference error as shown in the bottom part of
Fig. 2.1, and improve the efficiency.

Luckily, with the renaissance of neural networks, the deep learning technique pro-
vides a promising computational framework to solve complicated tasks, which gives us
an opportunity to tackle the challenges in an end-to-end fashion. To our best knowledge,
this work is the first attempt to recover low-sampling-rate trajectories and map match
them onto the road network simultaneously. Specifically, the map-constrained trajectory
recovery problem is challenging due to the following reasons:

1. Map constraints. Previous work [113, 119, 118] focus on trajectory recovery in the free
space. It is difficult for a deep learning model to generate road network constrained
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coordinates.

2. Coarse grid representations. Converting the numerical coordinates to discrete units is
a common preprocessing strategy for deep-learning-based trajectory modeling [113,
119, 92, 83, 28], since it can reduce the computational complexity of unconstrained
numerical coordinates. However, using discrete units is likely to introduce noises or
inaccurate information into the model, which incurs challenges in the fine-grained
trajectory recovery problem.

3. Diverse complex factors. The recovery accuracy is influenced by traffic conditions, as
vehicles are not moving at constant speeds in the real world. The traffic conditions are
determined by many complex factors, such as the spatial context, temporal dependen-
cies, and weather conditions [110]. In such scenario, only using the low-sampling-rate
trajectory data is not be sufficient to recover the missing points accurately.

To tackle these challenges, in this paper, we propose a novel Map-constrained Trajectory
Recovery model, i.e., MTrajRec, which is based on the sequence-to-sequence (Seq2Seq)
multi-task learning. MTrajRec recoveries the trajectories by interpolating the missing
points on the road network. First, to guarantee the recovered trajectories constrained on
the road network, we introduce a multi-task learning into the classic Seq2Seq generation
framework by predicting road segment IDs and moving ratios simultaneously. In order to
deal with coarse grid representation, we design a constraint mask layer to extract the fine-
grained information. Finally, since the traffic is affected by complex factors, we employ
an attribute module to capture the external influences. Overall, our main contributions
can be summarized as follows:

• We present the first attempt to solve the map-constrained trajectory recovery problem
via Seq2Seq multi-task learning.

• We devise a novel MTrajRec model, which can recover the trajectory and map match it
onto the road network simultaneously. We utilize constraint mask, attention mechanism

and attribute module to improve the performance.

• We conduct substantial experiments using a real-world taxi trajectory dataset to evaluate
the effectiveness and efficiency of our proposed MTrajRec.
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2.2 Overview

2.2.1 Preliminaries

Definition 1. Trajectory. A trajectory τ can be defined as a sequence of GPS positions

with timestamps, i.e, τ = ⟨p1, p2, · · · , pn⟩, where pi = ⟨lat, lng, t⟩, ∀i, 1 ≤ i ≤ n, which

captures the latitude and longitude of the GPS position at timestamp t.

Definition 2. Road Network. A road network is a directed graph G = (V , E), where

V = {v1, v2, · · · , vK} is a set of nodes representing intersections of road segments, and

E = {e1, e2, · · · , eL} refers a set of edges representing the road segments which connect

nodes v in V . For each e ∈ E , it contains three properties: 1) start and end nodes,

indicating the start and end GPS position of a road segment; 2) length, which refers to

the distance of a road segment in meter; 3) level, which indicates the type of road, such

as highway, street, etc., with different colors shown in Fig. 2.2(a).

(a) Road Segments Properties (b) Moving Ratio r

Figure 2.2: Examples of Preliminary Concepts

Definition 3. Map Matching. Due to GPS device measurement errors, the GPS data is

not precise. Map matching is a procedure to convert a sequence of raw latitude/longitude

coordinates, so that the raw GPS points will be projected onto the road network.

Definition 4. Map-matched Trajectory Point. A map-matched trajectory point is denoted

as a = ⟨e, r, t⟩, where e is the road segment ID, r is the moving ratio, which represents

the ratio of moving distance over the length of the road segment, and t is the timestamp.

Fig.2.2(b) gives a detailed explanation of r. With the road segment ID e and the moving

ratio r, we can uniquely represent a location on the road network. The convert function
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is formulated as follows:

p.lat = a.e.start.lat+ a.r ∗ (a.e.end.lat− a.e.start.lat)

p.lng = a.e.start.lng + a.r ∗ (a.e.end.lng − a.e.start.lng)

p.t = a.t

(2.1)

Definition 5. Sampling Rate. A sampling rate ϵ is the time difference between two con-

secutive sampled points for a trajectory, which usually depends on device settings.

Definition 6. Map-matched ϵ-Sampling Rate Trajectory. A map-matched trajectory τ̃

with ϵ-sampling rate is a sequence of map-matched trajectory points, i.e, τ̃ = ⟨a1, a2, · · · , am⟩,
where aj = ⟨e, r, t⟩,∀j, 1 ≤ j ≤ m and aj+1.t − aj.t = ϵ. For simplicity, we name τ̃ as

ϵ-MM trajectory.

Note that although an ϵ-MM trajectory τ̃ is uniformly sampled, points in a trajectory τ

may not be uniformly distributed in timestamps, which is more challenging than uniformly

distributed. Besides, the ϵ-MM trajectory τ̃ is map matched on the road network, while the

trajectory τ is not perfectly constrained on the road network due to GPS noises. Usually,

points in trajectory τ are collected with a low sampling rate.

2.2.2 Problem Definition

Given a low-sampling-rate trajectory τ = ⟨p1, p2, · · · , pn⟩ and a target sampling rate ϵ,

we aim to recover the real map-matched ϵ-sampling-rate trajectory τ̃ = ⟨a1, a2, · · · , am⟩.
This is to say, for each low-sampling-rate trajectory, we will infer its missing points and
map match it onto the road network simultaneously.

2.3 Methodology

To solve the trajectory recovery problem, we are inspired by the classic Seq2Seq model
[103], since our trajectory recovery problem is similar to the machine translation prob-
lem, where low-sampling-rate trajectories can be treated as English sentences and ϵ-MM
trajectories can be treated as the same sentences in French. Thus, Seq2Seq structure could
be potentially used to solve the trajectory recovery problem. However, the challenges of
our problem mentioned in Sec. 2.1 prevent the Seq2Seq model from solving it, since the
Seq2Seq model can generate locations step by step but cannot guarantee the generated
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trajectories are constrained on the road network in an end-to-end manner. Hence, we pro-
pose a novel model – MTrajRec, which can recover missing points and map match them
onto the road network simultaneously.

In this section, we first introduce the basic structure of a multi-task Seq2Seq model to
tackle challenge (1) map constraint (see Sec. 2.3.1), and then present three enhancement
components of our MTrajRec: a constraint mask layer, which deals with challenge (2)
coarse point representation (see Sec. 2.3.2), an attention mechanism, which learns global
correlations (see Sec. 2.3.3), and an attribute module to solve challenge (3) diverse

complex factors (see Sec. 2.3.4). In the following, we elaborate them in details.

2.3.1 Multi-task Seq2Seq Structure

Figure 2.3: Structure of Basic MTrajRec

As illustrated in Fig. 2.3, MTrajRec is composed of an encoder and a decoder. The
encoder learns sequential dependencies for low-sampling-rate trajectories, while the de-
coder predicts road segment ID e and moving ratio r iteratively, using the previous output
as the input vector.
Encoder. The low-sampling-rate trajectory τ = ⟨p1, p2, ..., pn⟩ is encoded into a single
vector to capture the spatial and temporal dependencies of τ . We refer the single vector as
a context vector. Instead of directly using coordinates, we convert the GPS locations into
discrete units. As [138] mentioned, it is more reliable and easy to model ID sequence
than the original numerical sequence. Each numerical coordinate pi can be converted to a
unit, which is described as gi = ⟨xi, yi, tidi⟩,∀i, 1 ≤ i ≤ n, where xi and yi represent i-th
grid cell and tidi = ⌊ ti−t0

ϵ
⌋ is the index of the points in the target ϵ-MM trajectory. Here,

11



ϵ is the target sampling rate and ti is the timestamp of i-th point in the low-sampling-
rate trajectory τ . The reason that we extract tid is to help the model learn how many
points should be interpolated between two consecutive points. The low-sampling-rate
trajectory τ is updated to τ ′ = ⟨g1, g2, ..., gn⟩. As can be seen in Fig. 2.4(a), trajectory
τ = ⟨p1, p2, p3⟩ is updated to τ ′ = ⟨g1, g2, g3⟩ with tid = ⟨1, 3, 7⟩. Note that tid is not
continuous because the low-sampling-rate trajectory is not uniformly sampled.

Since the trajectory data have sequential dependencies, we adopt the Gated Recurrent
Unit (GRU) [16] as the encoder to obtain the context vector of low-sampling-rate trajec-
tory. Such context vector will be used as the initial hidden state for the decoder. GRU
is a variant of Long Short-term Memory networks (LSTM), which is capable of learning
long-term dependencies for sequential data without performance decay. GRU sequen-
tially updates a hidden-state by introducing an update gate z and a reset gate r to control
the flow of information through the time steps. At each time step i ∈ {1, 2, · · · , n}, the
hidden-state vector si is:

zi = σ(Wz · [si−1,gi] + bz)

ri = σ(Wr · [si−1,gi] + br)

s̃i = tanh(Ws · [ri ∗ si−1,gi] + bs)

si = (1− zi) ∗ si−1 + zi ∗ s̃i,

(2.2)

where Wx represents the weights for the respective gate(x) neurons and bx is the bias for
the respective gate(x). To simplify, for getting the context vector of low-sampling-rate
trajectory, the encoder derives the hidden state si as:

si = GRU(si−1,gi−1), (2.3)

where the last state sn will be considered as the context vector as well as the initial hidden
state for the decoder.
Decoder. The decoder is used to recover the low-sampling-rate trajectory to the ϵ-MM
trajectory τ̃ = ⟨a1, a2, · · · , am⟩. As we mentioned before, the standard Seq2Seq model
can predict the numerical coordinates but cannot guarantee the trajectories being map
matched onto the road network. To tackle this challenge, instead of directly predicting
the coordinate, we propose to predict road segments ID e and moving ratio r to make
sure the predicted location must be constrained on the road network. We leverage multi-
task learning [12], which solves those two tasks at the same time by sharing parameters
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(a) Computation of tid (b) Constraint Distance

Figure 2.4: Illustration of concepts

across different tasks, since those two tasks are correlated.The input of the decoder is the
concatenation of the embedding of the road segment ID e vector and moving ratio r. This
is because road segment ID e is a categorical value which cannot directly be fed into the
neural network. Comparing with the one-hot encoding [29], the embedding method can
effectively reduce the input dimension and learn the semantic meanings for road segment
ID e.

The top left in Fig. 2.3 demonstrates detailed information of the multi-task block,
which predicts road segment ID ej and moving ratio rj simultaneously. After applying
the GRU layer to get the output vector, we first use a dense layer with soft-max function
to predict the road segment ID ej . Then, the embedding of predicted ej and the output
vector from GRU layer are concatenated to go through the fully connected layers with a
sigmoid function to predict moving ratio rj . Since the moving ratio rj highly depends on
the related road segment ID ej , we design a “series connection” mechanism to predict rj .
Note that although rj depends on ej , ej and rj have an influence on ej+1 and rj+1. Thus,
both road segment ID ej and moving ratio rj will be used as the input of the decoder.

To this end, for generating a missing point, our decoder derives the hidden state hj as:

hj = GRU(hj−1, ej−1, rj−1). (2.4)

Once we obtain the the hidden state hj from the decoder, we further apply multi-task
block to predict road segment ID ej with a softmax function and to infer moving ratio rj

with a sigmoid function.
The structure mentioned above can guarantee the recovered trajectories constraint on

the road network. However, challenges of inaccurate discrete units and diverse complex
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Figure 2.5: Structure of MTrajRec

factors affect the effectiveness of the trajectory recovery. In the following sections, we
introduce three components to improve the performance: constraint mask layer, atten-
tion mechanism and attribute module. The overall structure of MTrajRec is illustrated in
Fig. 2.5.

2.3.2 Constraint Mask Layer

As we mentioned in challenge (2), most of the previous studies [102, 28] convert the
numerical coordinates into discrete units to mining trajectories since it can reduce training
complexity. However, mapping the GPS coordinates into grid cells makes the precise
information lost, which brings difficulties to the fine-grained MM trajectory recovery.
Thus, there is a trade-off between complexity and accuracy by using discrete units or not.
To tackle this challenge, we devise a constraint mask layer [130, 80]. With the discrete
units in the encoder and the constraint mask layer in the multi-task block, we can benefit
both from less complexity and higher accuracy.

In our model, we first define a distance weight function f [130], which represents the
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influence of point pi to candidate map matched point a′ℓ based on the Euclidean distance
between them, where pi is the i-th sample from low-sampling-rate trajectory τ and a′ℓ is
the map-matched point on road segment ID eℓ. Note that such distance is caused by the
sensing errors of GPS and theoretically pi can be projected onto any road segment in the
road network. As shown in Fig. 2.4(b), the blue points indicate the original GPS points
in low-sampling-rate trajectory τ , while the red points are generated by projecting the
original points to road segments. Let di,ℓ be the Euclidean distance of raw GPS point pi
and candidate point a′ℓ, then f(di,ℓ) denotes the impact of distance di,ℓ on the original point
pi. Following [130], we use an exponential function to capture the influence of distance,

i.e., f(d) = e
− d2

β2 , where β is a parameter with respect to the road network (β = 15 in
our work). In practice, we only consider matching the blue points that are not far away
from road segments [80]. We set 0 probability of any distance from a road segment that
is more than 50 meters away from pi. Note that we only calculate the distance weight
for points existing in the low-sampling-rate trajectories, so that we set 1 probability of
all road segments for missing values. Finally we combine such function with softmax in
multi-task block as the constraint mask layer which is formally defined as:

cj,ℓ =


f(dj,ℓ), if j ∈ {gi.tid|i ∈ [1, n]} and dj,ℓ < 50

0, if j ∈ {gi.tid|i ∈ [1, n]} and di,ℓ ≥ 50

1, otherwise

,

P (êj|hj) =
exp(h⊤

j ·wc)⊙ cj∑
c′∈C exp(h⊤

j ·wc′)⊙ cj
,

(2.5)

where wc is the c-th column vector from a trainable parameter matrix WC. Note that
we use argmax to get the final prediction of road segment ID êj . With the constraint
mask layer, points in low-sampling-rate trajectory τ would be projected onto limited road
segments instead of the whole road segments space.

2.3.3 Attention Mechanism

As above mentioned, we only consider local region constraint, while global correlations
of low-sampling-rate trajectories are not modeled. Inspired by the attention mechanism
that is widely used in natural language translation [107, 7], we introduce the attention
mechanism [7] into the decoder.

The goal of attention mechanism is to compute the similarity between query vector
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(i.e., current hidden state in the decoder) and key vectors (i.e., outputs from the encoder)
to generate a context vector a. Thus, the hidden state hj in the decoder is updated to:

hj = GRU(hj−1, ej−1, rj−1, aj), (2.6)

where the context vector aj is computed by a weighted sum of all the output vectors s

from the encoder, where aj is formulated as:

aj =
n∑

i=1

αj,isi,

αj,i =
exp(uj,i)∑n

i′=1 exp(uj,i′)
,

uj,i = v⊤ · tanh(Whhj +Wssi),

(2.7)

where v, Wh and Ws are the learnable parameters, and hj denotes the current mobility
status from the decoder.

2.3.4 Attribute Module

The recovery accuracy is also influenced by traffic conditions since vehicles are not mov-
ing at a constant speed in the real world. The traffic speed is affected by spatial context,
temporal dependencies and external factors, such as weather conditions, time, POI distri-
bution and etc [64]. To tackle our challenge (3), diverse complex factors, we incorporate
such information to devise an attribute module in our model. The attribute module in-
cludes two types of factors:

• The environmental context features fe. As shown in Fig. 2.5, we incorporate the at-
tributes of weather conditions (sunny, rainy, cloudy, etc), holiday (whether today is a
holiday or not), and time (hour of the day) to extract the effect of the environmental
context features. We attempt to implement the environmental context features as an
independent block. Note that these factors are categorical values which cannot be di-
rectly fed into the neural network. We use one-hot encoding to represent them since the
dimension of each factor is not large. After concatenating the one-hot encoding results,
a fully connected network (FCN) is implemented to learn the embedding of all the fea-
tures, which is fused with the last hidden state of the encoder as the initial hidden layer
of the decoder, i.e. h0 = FCN(sn, Emb(fe)). The intuition is that the environmental
context features do not change significantly with trajectories mobility. Therefore, we
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combine the embedding vector with the context vector of the encoder and input them at
the beginning of the decoder.

• The spatial context features fs. Different from the stable environmental context features,
the spatial context features, such as POI and road network, change rapidly as vehicles
move. Thus, we input such features for each time step in the encoder and the decoder
respectively. We use the POIs density of different categories as POIs features, and
extract the properties of road network as network features, i.e., number of intersections
and level of road segments. Thus, the hidden state si of the encoder and the hidden state
hj are renewed as,

si = GRU(si−1,gi−1, fsj−1),

hj = GRU(hj−1, ej−1, rj−1, aj, fsj−1).
(2.8)

2.3.5 Algorithm Training

We finally elaborate the training procedure of our model which is trained end to end.
Recall that during the training phrase, we predict road segment ID and moving ratio si-
multaneously. For the road segment ID prediction, we adopt the cross entropy as the loss
function:

L1(θ) = −
∑

(τ,τ̃)∈Dsub

|τ̃ |∑
j=1

L∑
ℓ=1

1{aj.e = eℓ} log(Pθ(âj.e = eℓ|d1:j−1)),

s.t. dj−1 = (τ, τ̃1:j−1, fsj−1, fe),

(2.9)

where τ is the low-sampling-rate trajectory, τ̃ is the target ϵ-MM trajectory, |τ̃ | is the
length of the ϵ-MM trajectory, L is the size of road segments, aj.e is the ground truth
of road segment ID, âj is the prediction, Pθ represents the neural network for predicting
road segments, fs and fe are external factors vectors. Dsub means the dataset consisting of
low-sampling-rate trajectories and ϵ-MM trajectories, which is the subset of the training
set D.

We also implement the mean squared error as the loss function for the moving ratio
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prediction:

L2(θ) = −
∑

(τ ′,τ̃)∈Dsub

|τ̃ |∑
j=1

(aj.r −Rθ(dj−1))
2,

s.t. dj−1 = (τ ′, τ̃1:j−1, fsj−1, fe),

(2.10)

where aj.r is the ground truth of real moving ration and Rθ represents the neural network
for predicting moving ratio and other parameters are the same as above.

Overall, the final model optimization function is weighted combined with these two
loss functions and formulated as:

Lt = L1(θ) + λL2(θ) (2.11)

where λ is a tunable parameter that linearly balances the trade-off between two tasks in
our work.

Algorithm 1 illustrates the training process of the MTrajRec model. During the train-
ing process, we apply the gradient descent approach to update parameters θ, with learning
rate η and a predefined epochsmax. We first extract attributes including external factors
fe and spatial context features fc. Then, we select one pair of trajectories τ and τ̃ . Lastly,
we update MTrajRec parameters θ by using Eq 2.11, with η as the step size (Line 5).

Algorithm 1 MTrajRec Training
Require: Trajectories T , ϵ-MM Trajectories T̃ , features fe, fc, initialized parameters θ,

learning rate lr, max iteration epochsmax.
Ensure: A well trained MTrajRec with parameters θ.

1: Extract attributes.
2: Sample a pair of trajectories τ and τ̃ .
3: while epoch < epochsmax do
4: Calculate gradient∇L(θ) using Eq 2.11.
5: Update θ ← θ − η∇L(θ).
6: end while
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2.4 Experimental Evaluation

2.4.1 Experimental Settings

2.4.1.1 Data Description

We validate the effectiveness of our model on a real-world taxi trajectory dataset and a
road network from OpenStreetMap 1. The dataset contains trajectories of 122, 390 drivers
and 6.20 million GPS records in Jinan, Shandong over a period of 1 month, in September
2017. All the trajectories are completed sampled every 15 seconds. It covers a rectangular
area from (36.6456, 116.9854) to (36.6858, 117.0692) which is around 7.47 km long and
4.47 km wide. There are 2, 571 road segments in the area.

We split the dataset into training set, validation set and test set with a splitting ratio
of 7: 2: 1. Since the dataset is completely sampled, we generate low-sampling-rate tra-
jectories by randomly sampling points from high-sampling-rate trajectories with a keep
ratio kr%. According to [130], taxis usually report their GPS positions with a low sam-
pling rate to save communication and energy cost. More than 60% trajectory data is
sampled every 2 ∼ 6 mins. Thus, we further vary the keep ratio of kr% in the set
{6.25%, 12.5%, 25%} to evaluate the robustness of our proposed model. Since the orig-
inal trajectories are sampled every 15 seconds, the generated low-sampling-rate trajecto-
ries with kr% = 6.25%, 12.5%, 25% can be considered as the average time interval of
such trajectories is 4 mins, 2 mins and 1 min respectively. A smaller keep ratio indicates
to a larger number of missing points in the low sampling rate trajectories. For the high-
sampling-rate trajectories, we utilize HMM algorithm on the original trajectories [80]
to get ground truth, since the map matching accuracy can reach as high as 99% with a
sampling interval around 10 ∼ 15 seconds [80].

2.4.1.2 Evaluation Metrics

The purpose of our defined problem is to recover low-sampling-rate trajectories from free
space to high-sampling-rate trajectories constrained onto the road network. Thus, we
adopt both accuracy of road segments recovery and distance error of location inference to
show the performance of our model and baseline methods as follows:
MAE & RMSE. We adopt two distance measurements to evaluate the location recovery
performance. MAE is the mean absolute error and RMSE is the root mean squared error

1http://www.openstreetmap.org/
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between ground truth values and predicted values. However, as shown in Fig. 2.6, if we
directly use earth distance to compute the error, the prediction of pre2 is better than pre1,
while pre2 cannot reach the ground truth through the dash line in the real world. Thus,
we should calculate the distance error based on road network. We update earth distance
to road network constrained distance to evaluate the distance error. The smaller values of
MAE and RMSE are, the better performance the model represents. MAE and RMSE

are formulated as:

MAE =
1

m

m∑
j=1

|dis(aj, âj)|,

RMSE =

√√√√ 1

m

m∑
j=1

(dis(aj, âj))2,

s.t. dis(aj, âj) = min(rn_dis(aj, âj), rn_dis(âj, aj)),

(2.12)

where aj is the ground truth location, âj is the predicted map matched trajectory point
and rn_dis(aj, âj) is the distance of shortest path between prediction and ground truth.
Since the road network is a directed graph, the road network based distance from aj to âj

is not equal to the distance from âj to aj , thus we use the minimal distance as the final
error.
Recall & Precision. We use recall and precision to evaluate the performance of route
recovery by comparing the recovered road segments ER to the ground truth EG. Following
previous work [20, 53], Recall is defined as recall = |ER∩EG|

|EG| , and Precision is denoted
as precision = |ER∩EG|

|ER| . The larger values of Recall and Precision indicate that the
methods predict road segments more accurately.

Figure 2.6: Examples of Distance Error
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2.4.1.3 Baseline Algorithms

We compare our MTrajRec with several representative baselines. To our best knowl-
edge, there is no existing solution that can recover low-sampling-rate trajectories to high-
sampling-rate trajectories and map match onto the road network simultaneously. There-
fore, we design the following two-stage pipelines for comparison:

• Linear [38] + HMM [80]: It recovers the locations by assuming trajectories are mov-
ing straightly and uniformly and then matches trajectories onto the road network. Here
we implement HMM as the map matching algorithm due to its high accuracy in high-
sampling-rate trajectories map matching [80].

• DHTR [113] + HMM [80]: It devises a subseq2seq model with Kalman Filter to
recover trajectories in free space, which is the state-of-the-art method in the field of
trajectory recovery. After getting the recovered high-sampling-rate trajectories, we in-
troduce HMM to match them onto the road network.

• DeepMove [28] + Rule: It incorporates multiple factors with recurrent neural network
to predict human mobility for next-step trajectory prediction. We adapt it to this task by
consecutively predicting each missing road segment and then use the centric location
as the final prediction.

2.4.1.4 Variants

To evaluate each component of our proposed model, we also compare it with different
variants of MTrajRec:

• MTrajRec-noCons: We remove constraint mask layer in multi-task block to evaluate
the relevance of this part.

• MTrajRec-noAttn: We remove the attention mechanism to detect the importance of
attention mechanism.

• MTrajRec-noAtts: We remove the attribute module from our model to reveal the sig-
nificance of this component.

2.4.1.5 Implementations

We train the deep neural network with machine learning library Pytorch, version 1.7.1.
Our experiments run on a GPU server with 64 GB memory and Tesla V100 GPU.
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2.4.2 Results

2.4.2.1 Overall Performance

We compare our MTrajRec with the baseline models in terms of Recall, Precision,
MAE and RMSE. The performance of different approaches with different keep ratios
for trajectory recovery is presented in Table 2.1. We have the following observations:

1. The first two pipelines interpolate missing values for low-sampling-rate trajectories in
free space and then map them onto the road network. Comparing these two models, we
can see that DHTR + HMM is better than Linear + HMM, especially when the keep
ratio is small. This is because DHTR is designed with advanced sequential neural
networks, which is able to utilize the spatio-temporal information in low-sampling-
rate trajectories, while linear interpolation cannot model complex mobility regularity.

2. DHTR + HMM and DeepMove + Rule are deep learning based method, but the perfor-
mance of DeepMove + Rule is better than the former one. As the keep ratio decreases,
i.e., the number of missing points increases as well as the uncertainty between two
consecutive points grows, the performance of DHTR + HMM is worse than Deep-
Move + Rule. This is because DeepMove is directly trained to predict road segments,
which can better capture the constraint of the road network compared with DHTR.

3. It is clear that our approach attains the best performance across all of the evalua-
tion metrics with different keep ratios. Compared with other baselines, the improve-
ment of ratio is the most significant at the lowest keep ratio. Specifically, Recall and
Precision of MTrajRec outperform the best baseline by 8.7% and 3.4% when the keep
ratio is 6.25%. MAE and RMSE are reduced by 20.4% and 14.1% respectively. This
proves the effectiveness of our MTrajRec in trajectory recovery. The fundamental rea-
sons for such improvement lie in two aspects. First, we devise a multi-task Seq2Seq
model to predict road segments and moving ratio simultaneously which is able to re-
duce error compared with two-stage pipelines. Second, we introduce several compo-
nents such as the constraint mask layer, the attention mechanism and the attributes
module to extract more information, which will be elaborated in next section.

2.4.2.2 Running Efficiency

To evaluate the efficiency of MTrajRec, we compare the running time of our algorithm
with other baseline models. As can be seen in Fig. 2.7, MTrajRec and DeepMove+Linear
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run much faster than other baseline models. This is because both of MTrajRec and Deep-
Move+Linear only need to make a forward computation of neural network to recover
trajectories, which only requires O(n) computation complexity. On the contrary, other
two approaches rely on heavy computations of dynamic programming to do map match-
ing task, with a computation complexity of O(n2). With the keep ratio increases, the
running time of MTrajRec and DeepMove+Linear decreases, since less missing points
need to be predicted. However, the running time of other two baseline methods increases
since more and more points need to be matched by HMM. Although MTrajRec is slightly
slower than DeepMove+Linear, the accuracy is much higher. Thus, such difference can
be ignored.

Figure 2.7: Running Efficiency

2.4.2.3 Importance of the Constraint Mask

We introduce a constraint mask layer into MTrajRec to overcome the limits of converting
coordinates to grid cells. To evaluate the importance of constraint mask layer, we compare
MTrajRec-noCons to MTrajRec. As can be seen from Table. 2.1, both MTrajRec and
MTrajRec-noCons get a better performance as the keep ratio increases. But when the
constraint mask layer is removed, the performance declines significantly. Especially, it
causes MAE to grow 25% and Recall to shrink 8% with 6.25% keep ratio. This is
because the constraint masks introduce prior knowledge for the existing points, which
enhances the missing information by utilizing grid cells.
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2.4.2.4 Importance of the Attention Mechanism

In this section, we remove the attention mechanism from MTrajRec to test its contribution.
Similar as above, the performance of both MTrajRec and MTrajRec-noAttn increase as
the keep ratio increases because the missing points are reduced, making the recovery
task easier. As illustrated in Table. 2.1, the results of MTrajRec-noAttn falls obviously
comparing with MTrajRec. Particularly, MAE increases 7% and Precision decreases
2% after removing the attention mechanism at the keep ratio 6.25%. A possible reason is
that attention mechanism can effectively strengthen the spatial constraints for the missing
locations.

(a) MTrajRec (b) DHTR+HMM (c) DeepMove+Rule
Figure 2.8: Screenshots of Trajectory Recovery. Black points represent the low-sampling-
rate trajectory, points in red are ground truth coordinates of 15s-MM trajectory and the
blue points stand for predicted locations of 15s-MM trajectory.

2.4.2.5 Importance of the Attribute Module

We also evaluate the relevance of the attribute module by removing all the external fac-
tors. Table. 2.1 shows that the results of MTrajRec-noAtts drops slightly when taking out
the attribute module. The contribution of attribute module is not as significant as the con-
straint mask and the attention mechanism, i.e., the MAE of MTrajRec only drops 3% and
the Precision of MTrajRec only increases 0.7% when adding this component. Probably
because the previous two provide enough constraints in the model.

2.4.2.6 Parameter Tuning

Apart from evaluating the components of our proposed model MTrajRec, there are two
important parameters to tune in our model.
Weight of multi-task λ. To show the effectiveness of the multi-task learning component,
we first evaluate our model under different combinations λ in range of 1, 10, 50 and 100.
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(a) Varying of λ (b) Varying of cell length

Figure 2.9: Parameters Tuning

As shown in Fig. 2.9(a), the gray and yellow bars show results of MAE and RMSE

and the red and blue lines present Precision and Recall respectively. We get the best
performance when λ = 10, while the performance gets worse as the λ increases more or
decreases. It indicates that our MTrajRec benefits from a good balance of this two tasks.
Cell length. As mentioned in Section 2.3, we map numerical coordinates into discrete
units to extract spatial dependencies and reduce the computation complexity. When a
smaller cell length is used, we can obtain more accurate spatial information but the num-
ber of grid cells increases leading to complex modeling problem and vice versa. Thus,
there is a trade-off between accuracy and complexity with the setting of cell length. We
vary the cell length to 20, 50, 100 and 200 meters to tune the parameter. Fig. 2.9(b) shows
the varying results of different cell lengths. As can be seen, the performance achieves the
best when the cell length is 50 meters. As the cell length increases to 100 and 200 meters,
the Precision and Recall increase and MAE and RMSE decrease, probably some of
the spatial information is lost when mapping to grid cells. However, the performance also
gets worse when the cell length decreases to 20 meters since the large number of grid
cells increase the complexity of training.

2.4.3 Qualitative Analysis

Fig. 2.8 presents screenshots of the visualized recovery results of our MTrajRec com-
pared with two baseline models (DHTR + HMM, DeepMove + Rule) on the same low-
sampling-rate trajectory data at a keep ratio 6.25%. Black points represent the low-
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sampling-rate trajectory. Points in red are ground truth coordinates of 15s-MM trajectory
and the blue points stand for predicted locations of 15s-MM trajectory. It is clear that our
MTrajRec finds the right route and the recovered positions are more reliable and adaptive
than the other two baselines. Fig. 2.8(b) shows the recovery results of DHTR+HMM,
which recovers the low-sampling-rate trajectory in free space and then implements a map
matching algorithm to match the trajectory onto the road network. Although it predicts
the right path, the locations are not correctly recovered especially no correct points are
predicted in the top right area. A possible reason is that there are a large number of miss-
ing values to be predicted, while DHTR cannot recover locations with such low sampling
rate. The keep ratio is only 6.25% which is about 4 times lower than the smallest keep
ratio in DHTR [113]. Fig. 2.8(c) illustrates the recovery results of DeepMove + Rule,
which employs a deep learning model to match the low-sampling-rate trajectory onto the
road network and then uses the centric location as the final prediction. With the constraint
of road network, DeepMove + Rule finds the right path as the left two methods. However,
the recovered points move discontinuously and several blue points in the middle area fail
to move forward. This is because DeepMove + Rule can only predict the possible road
segments but it does not have the ability to infer moving speed of the vehicle.

2.5 Related Work

Trajectory Data Mining. Trajectory data mining [139] discovers various knowledge
from massive trajectory data, namely a few, traffic condition prediction [65], travel time
estimation [91, 37] and driver behavior learning [22, 92]. In particular, Hong et al. [37]
leveraged heterogeneous information graph to solve estimated time of arrival task based
on road network and high sampling rate vehicle trajectories. Dong et al. [22] proposed
a deep-learning framework to analyze driving behavior based on trajectory data. Their
empirical studies revealed that the performance of any approaches can become poor when
the sampling rate is lower than 10 seconds. Such work relies on high-sampling-rate road
network constrained trajectories, which can benefit from our work.
Trajectory Recovery. Recovering low-sampling-rate trajectory is an important problem
to get more information and reduce uncertainty [113, 119, 118]. In particular, Wang et
al. [113] recovered a high-sampling-rate trajectory from a irregular low-sampling-rate
trajectory by integrating the subseq2seq with a calibration component of Kalman Filter.
Xia et al. [119] proposed an attentional neural network model to densify individual
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trajectory by recovering unobserved locations based on historical trajectories. Xi et al.
[118] proposed a Bi-directional Spatial and Temporal Dependence and users’ Dynamic
Preferences model to identify missing POI check-in. Apart from these recovery methods,
some works related to next-step or short-term location prediction can also be adopted for
recovery [79, 28, 62]. However, such frameworks are implemented on free space, as
opposed to our problem which aims to recover trajectories onto road network. Besides,
most of the existing works model the sequence of location IDs rather than the numerical
coordinate information.
Sequence-to-sequence Models. The sequence-to-sequence model (Seq2Seq) [103] is
an architecture for domain translation, which has been widely used in trajectory data
mining, namely but a few, trajectory generation, trajectory similarity learning, anomaly
detection, etc [113, 83, 59, 69]. Park et al. [83] generated the future trajectory sequence
of surrounding vehicles via Seq2Seq model. Li et al. [59] proposed a Seq2Seq frame-
work to learn representations of trajectories to support trajectory similarity computation.
However, to our best knowledge, we are the first one to employ multi-task learning into
Seq2Seq model to recover map constrained trajectories.

2.6 Conclusion

In this paper, we propose a novel end-to-end deep learning model MTrajRec for recov-
ering low-sampling-rate trajectories to high-sampling-rate map-matched trajectories. We
introduce multi-task learning into Seq2Seq model to ensure the generated trajectories
are map matched onto the road network. The constraint mask, attention mechanism

and attribute module are implemented to improve the performance. The experimental
results illustrate that MTrajRec outperforms state-of-the-art works by reducing recover
error around 20.4% with the keep ratio at 6.25% on a real world dataset. As future work,
we plan to extend the proposed model by incorporating more user preference, e.g., user
identification information.

28



Chapter 3

Human Mobility Signature
Identification

3.1 Introduction

Given the historical movement trajectories of a set of individual human agents (e.g.,
pedestrians, taxi drivers) and a set of new trajectories claimed to be generated by a specific
agent, the Human Mobility Signature Identification (HuMID) problem aims at validating
if the incoming trajectory was indeed generated by the claimed agent. The HuMID prob-
lem has many real-world applications. Fig. 3.1 shows a few such examples. One of the
major applications is automatic driver identification for taxi and rider-sharing services.
According to the New York City Taxi and Limousine Commission (TLC) released statis-
tics, there were on average 850, 000 trips taken by taxis and ride-sharing services per
day in New York City in 2018 [4]. Meanwhile, the safety concerns have been raised by
people recently. For example, some unauthorised drivers are reported to have taken the
place of authorised drivers, and behave offensively towards passengers. Companies like
Uber have taken actions to ensure the safety of passengers by enabling on-trip reporting
from the APP [101, 78]. HuMID can help identify the above illegal driver substitutions
as early as possible and help improve the safety of the passengers. Another example is
insurer identification in the auto insurance industry. Insurance companies need to make
sure that a vehicle was driven by the insured driver rather than others when the insurer
filed a claim. All of these examples are downstream applications of and can benefit from
solving HuMID problems.

Many prior works pay attention to the driving behavior identification problem, an in-
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Figure 3.1: Applications of HuMID problem

stance of the HuMID problem. Hallac et al. [32] identified driver using automobile sensor
data from a single turn. They monitored 12 sensors installed inside and outside the vehi-
cle and implemented a hand-crafted rule-based classifier, which classifies up to 5 drivers.
Chowdhury et al. [18] extracted 137 statistical features from smartphone sensors and used
a random forest classifier to classify trajectories into small groups of 4 to 5 drivers. Kieu
et al. [50] presented a multi-task learning model which captured geographic features and
driving behavior features of trajectories in 3D images as input to perform trajectory clus-
tering and driver identification. Oh and Iyengar [81] used inverse reinforcement learning
in sequential anomaly detection problem. They estimated reward function for each driver
and evaluated 10 individuals from GeoLife-GPS dataset and aggregated normal behaviors
of taxi drivers from Taxi Service Trajectory dataset.

Nonetheless, there exist significant limitations when implementing these methods in
real-world applications. First, some of these works require additional data rather than the
GPS records by installing sensors on the vehicles, for example, 12 sensors in Hallac et
al.’s work [32]. However, few vehicles is equipped with these additional sensors, and it
will be costly to install sensors to the vehicles. Second, most existing works can only deal
with a small group of drivers because they employ classification or clustering approaches.
For example, Chowdhury et al. [18] employed random forest to classify the trajectories
of 4 to 5 drivers, and Oh et al. [81] estimated 10 reward functions for 10 drivers by using
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inverse reinforcement learning. In real-world cases, the pool of drivers is large. Thus,
these methods are hard to be implemented. Third, a group of previous works require
that all the drivers be known in advance [32, 18, 81]. Those methods are unsuitable for
applications where only a subset of the drivers is known at training.

To address these limitations, in this paper we propose a Spatio-temporal Siamese net-
works (ST-SiameseNet) framework to identify the behavior of a large group of human
agents (e.g., drivers) by using only their movement trajectory data. Since GPS devices
are widely equipped on vehicles and smart phones nowadays, the data ST-SiameseNet
requires can be easily collected. Also, ST-SiameseNet can deal with large groups of hu-
man agents in a single model and be used on new agents who are previously-unseen from
training pool. To be more specific, we first extract different transit modes of the agents
from the trajectory data. For example, there are two transit modes in taxi driving, i.e.,
the seeking trajectory where the vehicle has no passengers on-board, and the driving tra-
jectory where the vehicle has passengers on-board. Besides, we extract different profile
features and online features from the historical trajectories of each agent to augment the
performance of ST-SiameseNet. Then, we input the trajectories together with the profile
features to ST-SiameseNet pair-wisely and train the ST-SiameseNet to identify the sim-
ilarity of each pair of inputs. Experiments on a real-world taxi trajectory dataset show
that ST-SiameseNet outperforms all baselines in identification performances. Our main

contributions are summarized as follows:

• We formulate the Human Mobility Signature Identification (HuMID) problem as a
predictive analysis problem and, for the first time, employ the idea of the Siamese
network to identify agents by their “mobility signatures” from solely their trajectory
data.

• We design a novel ST-SiameseNet framework that can handle multimodal trajectory
data. We also utilize both profile features and online features extracted from the
agents’ trajectory data to train ST-SiameseNet.

• We conduct substantial experiments using a real-world taxi trajectory dataset to
evaluate the performance of our proposed ST-SiameseNet.

The remainder of the paper is organized as follows. Section 2 presents an overview of
the key ideas of our research problem. Section 3 provides detailed methodology of our
proposed model. We discuss the experimental results on different datasets and the related
work in sections 4 and 5. Section 6 concludes the paper.
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3.2 Overview

3.2.1 Problem Definition

In this section, we introduce some important definitions and formally define the problem.

Definition 7. Human-generated spatio-temporal trajectory tr. With the wide use of GPS

sets, people can generate massive spatio-temporal data while they are using the devices

equipped with GPS sets, e.g., the GPS records of vehicles, smartphones, smart watches,

etc. Each GPS point p consists of a location in latitude lat and longitude lng, and a time

stamp t, i.e. p = ⟨lat, lng, t⟩. A trajectory tr is a sequence of GPS points with a label of

the agent a who generated the data, denoted as tr = {a, ⟨p1, p2, ..., pn⟩}, where the set of

trajectories is T .

Definition 8. Transit mode. Transit modes are defined as a set of categories of trajecto-

ries, where each category is generated under a different mobility pattern. For example,

taxi driving trajectories can be categorized into two modes, i.e., with and without any pas-

senger on-board. Private car trajectories can be grouped into commute and recreational

driving trajectories, etc. In this paper, we use taxi driving as the application. The seeking

trajectory Ts is the sequence of GPS records while the vehicle is without any passengers

on-board, and the driver is seeking for passengers to serve. The driving trajectory Td is

the sequence of GPS records while the vehicle is with passengers on-board, and the driver

is taking the passengers to the destination.

Definition 9. Profile feature fp. Each agent has unique personal (or profile) charac-

teristics which can be extracted from his/ her trajectory data, such as frequent start/end

locations, average trip time duration, and preferred geographic area, working as different

dimensions fp,i of the profile features, where i is the i-th dimension of these features. The

profile features of each agent can be extracted in different time period. Here we denote

time period as T , where T can be one hour, one day or one week, etc.

Definition 10. Online feature fo. Online features represent agents’ mobility patterns

resulting from the agent’s personal judgment, experience and skills, such as speed, accel-

eration, turning left, turning right of each grid cell, working as different dimensions fo,i
of the online features, where i is the i-th dimension of these features. For each trajectory,

we build the online features.

Problem definition. Given a set of historical trajectories T collected from a group of
agents A in time periods T0, T1, ..., Tt, we aim to develop a framework to verify if the
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Figure 3.2: Solution framework

incoming trajectories T t+1 which are claimed being collected from an agent a’s vehicle
in Tt+1 are indeed matching the agent a’s behavior.

3.2.2 Solution Framework

Our proposed solution framework is outlined in Fig. 3.2, which takes two sources of urban
data as inputs and contains two stages: (1) extracting trajectories and profile features in
section 3.3.1, (2) identifying driving behavior in section 3.3.2. c

3.3 Methodology

3.3.1 Data Preprocessing

In this stage, we employ the GPS trajectory data and the road map data to extract the
seeking and driving trajectories and online features, together with the profile features of
each human agent in each time period.
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3.3.1.1 Map Gridding and Time Quantization

We use a standard quantization trick to reduce the size of the location space. Specifically,
we divide the study area into equally-sized grid cells with a given side-length s in latitude
and longitude. Our method has two advantages: (i) we have the flexibility to adjust the
side-length to achieve different granularity, and (ii) it is easy to implement and highly
scalable in practice [61, 60, 82]. Fig. 3.7(b) shows the actual grid in Shenzhen, China
with a side-length l = 0.01◦ in latitude and longitude. Eliminating cells in the ocean,
those unreachable from the city, and other irrelevant cells gives a total of 1,934 valid
cells. We denote each grid cell as gi, with 1 ≤ gi ≤ 1, 934, and the complete grid
cell set as G = {gi}. We divide each day into five-minute intervals for a total of 288
intervals per day, denoted as I = {t̃j}, with 1 ≤ j ≤ 288. A spatio-temporal region r

is a pair of a grid cell s and a time interval t̃. Each GPS record p = ⟨lat, lng, t⟩ and be
represented as an aggregated state s = ⟨g, t̃⟩, where the location (lat, lng) ∈ g, the time
stamp t ∈ t̃. A trajectory of agent a then can be mapped to sequences of spatio-temporal
regions, tr = {a, ⟨s1, s2, ..., sn⟩}.

3.3.1.2 Transit Modes Extraction

Different transit modes can show different patterns of driving behavior. In the taxi driving
scenario, seeking and driving trajectories reflect different characteristics for each human
agent taxi driver. Thus, we split the trajectories into seeking Ts and driving trajectories
Td based on the status of the vehicle whether there are passengers on board. Fig. 3.3(b)
and 3.3(a) illustrate the distribution of the number of driving trajectories and the length
of each driving trajectory for each agent in each day, respectively. Here, T = 1 day.
The distributions suggest that most agents have 20 seeking trajectories every day, and the
average length of each seeking trajectory is around 14.03 km. The ratio between driving
and seeking trips per day is approximately 1:1.

3.3.1.3 Features Extraction

Each agent has unique personal (or profile) characteristics, such as the location with the
longest stay (possibly home location), daily working schedule (time duration), preferred
geographic area, etc. These characteristics can be the statistical values extracted from
their trajectory data. In this work, to augment the performance of driving behavior identi-
fication, we extracted the following 11 profile features for each agent in each time period
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(a) Number of seeking trajectories (b) Length of seeking trajectories

Figure 3.3: Features of transition modes extraction

(a) Mean seeking time (b) Mean seeking distance

Figure 3.4: Profile features analysis
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of analysis. Moreover, we extract one online feature, i.e., speed, over time for each tra-
jectory.
fp,1 & fp,2: The coordinates (in longitude and latitude direction) of

the longest-staying grid. Each agent can have his/her own preference on where to take a
break during work, thus we extract fp,1 & fp,2: longest-staying grid to represent the place
where an agent takes a break. The longest staying grid is the grid where the GPS records
remain unchanged for the longest time.
fp,3 & fp,4: Break start & end time. Similarly, each agent can have his/her own preference
on when to take a break during work, thus we extract fp,3 & fp,4: Break start & end time

to capture the schedule when an agent takes a break.
fp,5 & fp,6: The coordinates of the most frequently visited grid. Each agent has his/her own
favorite region to go, which can help identify the agent. Thus, we extract fp,5 & fp,6: most

frequently visited grid to capture the region that an agent visits the most frequently in T.
fp,7 & fp,8: Average seeking trip distance & time. Each agent has his/her own efficiency
on looking for passengers. The experienced agents can find passengers quickly after serv-
ing a trip, while the new agents may take longer time and distance to find a new passenger.
Thus, we extract fp,7 & fp,8: Average seeking trip time & distance to capture their effi-
ciency on finding new passengers. The distribution of these two features are shown in Fig.
3.4(a) and 3.4(b), respectively, where the x-axis the average seeking distance (in km) and
the average seeking time (in min) for an agent in a day, and the y-axis is the number of
driver-day’s. Here T = 1 day. From the figures, we can see that averagely agents spend
15 minutes to seek passengers within 3 km from his/her current location.
fp,9 & fp,10: Average driving trip time & distance. Each of the agent can have his/her own
preference on the length of trips that he/ she serves. For example, some agents prefer to
serve long trips, because they think they can earn much more at a time, and they may
look for passengers near the airport or train station where the passengers have higher
probabilities of asking for long trips. Some other agents prefer to look for short trips
because they think they can earn money more efficiently by serving short trips. Thus,
we calculate the average driving trip time and distance to capture each agent’s unique
preference on the length of driving trips.
fp,11: Number of trips served. Each agent has his/ her own strategy on looking for pas-
sengers. The experienced agents may serve more trips in T than the new agents. Thus,
we count the number of trips served of each agent in T to capture each agent’s level of
experience. This feature is just the number of driving trajectories in T.
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Figure 3.5: Siamese Network

fo,1: Speed. Given a trajectory tr = {a, ⟨(g1, t̃1)...(gn, t̃n)⟩}, we also extract an online
feature by calculating the speed information, denoted as v, for each data point in each
trajectory to extract more information about driving behavior. The updated trajectory
would be τ = ⟨(g1, t̃1, v1)...(gn, t̃n, vn)⟩, where the set of trajectories is T̃ .

3.3.2 Data Driven Modeling

The increasingly pervasiveness of GPS sensors has accumulated large scale driving be-
havior data, which makes it possible to identify human mobility signature from trajecto-
ries. However, two challenges arise in achieving this goal. First, the pool of agents is
large but the number of trajectories per agent is limited and a large number of new agents
rise up every day, thus the data is sparse and maybe only subset of the data can be seen
during training. Second, as a type of sequential data, trajectories has temporal depen-
dencies which needs to be learned. We outline how we tackle these two main challenges
next.

3.3.2.1 Siamese networks

To address the first challenge, we employ the siamese networks[17, 105]. Siamese net-
works train a metric to measure the similarity (or dissimilarity) from data, where the num-
ber of categories is very large or even not known during training, and where the size of
training samples for a single category is very small. The key idea of the siamese networks
is to find a function that maps the input patterns X into a lower-dimensional target space
Eθ to approximate the “semantic” distance in the input space, where similar inputs are
closer and dissimilar inputs are separated by a margin. Learning the dissimilarity metric
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is done by training a network, which consists of two identical sub-networks with shared
weights. Fig. 3.5 shows an illustration of this structure. In particular, the end-to-end dis-
similarity metric learning is replicated twice (one for each input) and the representations
Gθ(X1), Gθ(X2) are used to predict whether the two inputs belong to the same category.
A commonly used optimization function for siamese networks training[17] is :

min
θ
−((1− Y )Ls(Eθ(X1, X2)

i) + Y Ld(Eθ(X1, X2)
i))

s.t. Eθ(X1, X2) = ∥Gθ(X1)−Gθ(X2)∥,
(3.1)

where θ is the weights of the neural network, Y = 0 if the inputs X1 and X2 belong to
the same category and Y = 1 otherwise, Eθ(X1, X2)

i is the i-th sample, which consists
of a pair of inputs and a label (similar or dissimilar), Ls is the partial loss function for a
similar pair, Ld is the partial loss function for an dissimilar pair.

3.3.2.2 Long short-term memory (LSTM) networks

The second challenge is that trajectory data has temporal dependencies. Therefore, we
employ LSTM networks[35], which are capable of learning long-term dependencies for
sequential data (x1, x2, ..., xT ). LSTM sequentially updates a hidden-state representation
by introducing a memory state Ct and input gate it, output gate ot and forget gate ft to
control the flow of information through the time steps. At each time step t ∈ {1, 2, ..., T},
the hidden-state vector ht as:

it = σ(Wi · [ht−1, xt] + bi)

ft = σ(Wf · [ht−1, xt] + bf )

ot = σ(Wo · [ht−1, xt] + bo)

C̃t = tanh(WC · [ht−1, xt] + bC)

Ct = σ(ft ∗ Ct−1 + it ∗ C̃t)

ht = tanh(Ct) ∗ ot,

(3.2)

where Wx represents the weights for the respective gate(x) neurons and bx is the bias
for the respective gate(x). Since the trajectory data is a sequence of (g, t̃, v), we employ
LSTM to learn the embeddings of trajectories in the framework of siamese networks.
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Figure 3.6: ST-SiameseNet framework

3.3.2.3 ST-SiameseNet

Given those two challenges, we present a spatio-temporal representation learning method
to verify human mobility signature identity by implementing siamese networks with
LSTM, named as ST-SiameseNet. The purpose of this paper is to learn the representation
of trajectory with limited data and to use representation of trajectory data to compare or
match new samples from previously-unseen categories (e.g. trajectories from agents not
seen during training). To represent the feature of trajectory and learn the dissimilarity
of driving behavior, we incorporate LSTM and fully-connected networks (FCN) into the
middle layer of ST-SiameseNet, which is briefly depicted in Fig. 3.6.

We first extract profile features for each agent and the online feature for each data point
in the trajectory. And then randomly select a pair of seeking trajectories T̃s,1 and T̃s,2, a
pair of driving trajectories T̃d,1 and T̃d,2 (all the trajectories contain the online feature) and
a pair of profile features fp,1 and fp,2 in each time period. In the original siamese net-
works, there are two sub-networks with identical weights. To a further step, we introduce
six sub-networks where each two identical sub-networks share the set of weights since we
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have three types of inputs, i.e., T̃s,1 and T̃s,2 would share the weights of LSTMS , while
T̃d,1 and T̃d,2 use the same LSTMD to learn the representation. Since each agent has a
vectorized profile features in each time period, here we implement fully-connected layers
as a profile-learner to project the profile features. ST-SiameseNet learns the driving be-
havior from seeking, driving trajectories and profile features respectively and aggregates
the embedding layers with a sequence of fully-connected layers, i.e. dissimilarity-learner

as the dissimilarity metric. Differing from previous works [17] that use the L1 norm
to approximate the “semantic” distance, we utilize neural networks (as a more powerful
function) to learn the dissimilarity.

The learning process minimizes the binary cross entropy loss that drives the dissimi-
larity metric to be small for pairs of trajectories from the same agent, and large for those
from different agents. To achieve this property, we pose the following ST-SiameseNet
optimization problem:

min
θ
−(y log(Dθ(X1, X2)) + (1− y) log(1−Dθ(X1, X2))),

s.t. X1 = (T̃s,1, T̃d,1, fp,1), X2 = (T̃s,2, T̃d,2, fp,2),
(3.3)

where y = 0 if the trajectories belong to the same agent and y = 1 if the trajectories
come from two different agents, Dθ(X1, X2) is the prediction probability of how likely
the trajectories are from two different agents.

Algorithm 2 shows the training process of the ST-SiameseNet model. During the
training process, we apply the gradient descent approach to update parameters θ, with
learning rate α and a predefined imax, (i.e. the total number of iterations). We first ex-
tract profile features fp from trajectories T for each agent. And then compute the online
feature fo,1, i.e. speed information in each grid cell and update trajectories with the on-
line feature from T to T̃ . Moreover, we split trajectories into seeking trajectories T̃s and
driving trajectories T̃d for each agent. Since ST-SiameseNet pair-wisely trains the data,
we randomly select a pair of trajectories, either from the same agent or from different
agents in two time periods, with equal probability in each iteration. Next, we update
ST-SiameseNet parameters θ by using Eq 3.3, with α as the step size (Line 7).

3.4 Experimental Evaluation

In this section, we demonstrate the effectiveness of our proposed method by utilizing
GPS records collected 10 workdays from 2197 taxis in Shenzhen, China in July 2016.
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Algorithm 2 ST-SiameseNet Training
Require: Trajectories T , initialized parameters θ, learning rate α, max iteration imax.
Ensure: A well trained ST-SiameseNet with parameters θ.

1: Extract profile feature expectation vector fp.
2: Calculate the online feature fo,1 and update trajectories from T to T̃ .
3: Split seeking T̃s and driving T̃d trajectories.
4: Sample a pair of trajectories with the online feature T̃s,i, T̃d,i and a pair of profile

features fp,i.
5: while iter < imax do
6: Calculate gradient∇g(θ) using Eq 3.3.
7: Update θ ← θ + α∇g(θ).
8: end while

We compare our model with other baseline methods, analyze the generalization of our
approach and evaluate the importance of transit modes and profile features for each agent.
To support the reproducibility of the results in this paper, we have released our code at
Github 1.

3.4.1 Data Description

The purpose of our framework is to recognize human mobility signatures with GPS
records. In this paper, we use taxi driving scenario as an example to demonstrate our
techniques. However, the proposed solution can be easily generalized to other types of
agents and trajectories. Our analytical framework takes two urban data sources as input,
including (1) taxi trajectory data and (2) road map data. For consistency, both datasets are
collected in Shenzhen, China in July 2016.

Taxi trajectory data contains GPS records collected from taxis in Shenzhen, China
during July 2016. There were in total 17, 877 taxis equipped with GPS sets, where
each GPS set generates a GPS point every 40 seconds on average. Overall, a total of
51, 485, 760 GPS records are collected on each day, and each record contains five key
data fields, including taxi ID, time stamp, passenger indicator, latitude and longitude.
The passenger indicator field is a binary value, indicating if a passenger is aboard or not.

Road map data of Shenzhen covers the area defined between 22.44◦ to 22.87◦ in
latitude and 113.75◦ to 114.63◦ in longitude. The data is from OpenStreetMap [3] and has
21, 000 roads of six levels.

The road map data includes 21, 000 road segments with six levels as shown in Fig. 3.7(a).

1https://github.com/huiminren/ST-SiameseNet
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(a) Shenzhen road map (b) Map gridding

Figure 3.7: Shenzhen map data

In this paper, we utilize GPS records from 2197 taxis in Shenzhen, China from July 4th

to July 15th (10 workdays) 2016. To keep enough information in each trajectory, we filter
out the trajectory which length is less than 10 steps, where each step is a tuple of a grid
and a time slot. After filtering out those grids that taxis cannot reach, there are 1934 valid
grids as shown in Fig. 3.7(b). For each driver, we randomly select 5 seeking and 5 driving
trajectories in each work day as partial inputs of our ST-Siamese. 11 profile features and
1 online feature are extracted from the GPS records data.

3.4.2 Evaluation Metrics

To evaluate the performance of our proposed model and baseline methods, we measure
accuracy, precision, recall and F1 score against the ground truth among labels. In our
implementation, the dissimilarity score threshold is set to 0.5. If it is less than 0.5, we
consider that the trajectories belong to the same agent. Otherwise they are from different
agents. Note the threshold can be tuned on different datasets. In particular, precision is
intuitively the ability of the classifier not to confuse different agents. Recall shows the
ability of the classifier not to miss pairs of different drivers. The F1 score is a weighted
average of the precision and recall.

3.4.3 Baseline Algorithms

We compare the performances of our method against the following baseline algorithms.

1. Support Vector Machine (SVM). Taigman et al. [105] tested the similarity be-
tween faces using a linear SVM. Here we utilize the set of profile features as input,
described in section 3.3.1. We conduct absolute difference between profile feature
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(a) Models accuracy across days (b) Models accuracy across agents

Figure 3.8: Accuracy across days and agents

(a) Transit modes across days (b) Transit modes across agents

Figure 3.9: Model comparison among transit modes
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vectors of two agents and then employ SVM to classify whether these two agents
are same.

2. Fully-connected Neural Network (FNN). Fully-connected neural network is a ba-
sic classification or regression model in deep learning. Here we concatenate all the
trajectories in two time periods from two agents together as the inputs of the neural
network. In addition, we compare the model accuracy with and without features.

3. Naive Siamese Network. Chopra et al. [17] used a Siamese architecture for face
verification. Here we train a network which consists of two identical fully con-
nected networks that share the same set of weights. We concatenate all the trajecto-
ries in two time periods from each agent and evaluate the baseline with and without
features.

4. ST-SiameseNet-L1. To evaluate the advantages of using FCN than a predefined
function in learning dissimilarity, we replace FCN with the L1-norm distance to
approximate the ”semantic“ distance.

3.4.4 Results

3.4.4.1 Comparison results

We compare our ST-SiameseNet with the baseline models in terms of precision, recall
and F1 score. All the models train with trajectories from 500 agents in 5 days, validate
with trajectories from the same agents as training set but in another 5 days and test with
trajectories from 197 new agents in the latter 5 days. Similar to the training dataset, we
uniformly sample two sets of trajectories from the same agent or different agents in two
time periods during validation and testing. Table 3.1 shows the evaluation metrics from
all the methods. It is clear that our approach achieves the best performance. SVM outper-
forms other baseline models using profile features but is worse than our model. This is
because SVM is not able to model sequential inputs and the aggregation will lose infor-
mation of driving behavior. With profile and basic features added, both FNN and Siamese
FNN work better, indicating that features can provide useful information in both models.
However, all of the deep learning and machine learning models perform worse than our
model, since ST-SiameseNet has a more effective ability to capture the information of
sequential inputs by using LSTM. In addition, ST-SiameseNet-L1 performs worse than
ST-SiameseNet with FCN to learn the dissimilarity, showing that L1 norm has limited
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Table 3.1: Average results on real-world dataset and comparison with baselines

Methods Precision Recall F1 score

ST-SiameseNet 0.8710 0.8317 0.8508
SVM 0.8100 0.7661 0.7874
FNN (with features) 0.6112 0.6298 0.6195
FNN (without features) 0.5266 0.5470 0.5365
Naive Siamese (with features) 0.6137 0.6707 0.6407
Naive Siamese (without features) 0.5580 0.5657 0.5617
ST-SiameseNet-L1 0.8052 0.7775 0.7910

(a) Mean serving time (b) Number of serves per day

Figure 3.10: Analysis of profile features

ability to learn the dissimilarity between two identities. In particular, the F1 score of
ST-SiameseNet is over 0.85, which is significantly higher than all baselines.

3.4.4.2 Model generalization

We evaluate different design choices of our model on classification accuracy. Similar to
the previous experiments, we use the trajectories of the first 500 agents in 10 consecutive
days as training and validation sets and vary the split ratio.
Impact of different number of days. First, we vary the number of days in the training
set of the 500 agents to Nday = 3, 5, 7 and 9 respectively. We train trajectories of 500
agents from Day 1 to Day Nday, validate trajectories of the same 500 agents from Day
(Nday +1) to Day 10, test trajectories of the new 197 agents from Day (Nday +1) to Day
10. Fig. 3.8(a) depicts the training, validation and test accuracy across different days.
As more days are added to the training dataset, the training accuracy decreases slightly,
while validation and test accuracy gradually increase, indicating that larger datasets can

45



(a) Features across days (b) Features across agents

Figure 3.11: Model comparison among features

help with over-fitting problem. In addition, when the number of days extending from 3 to
5, both the validation and test accuracy have a dramatically increase, while the validation
and test accuracy have a small increase after adding more days, indicating that trajectories
of 500 agents from 5 days contain enough information to learn the similarity of agents.
Impact of different number of agents. we also vary the training dataset size by using
a subset of the agents. Subsets of sizes Nagents = 100, 500, 1000, 1500 and 2000 agents
in 5 days are used. We train trajectories of Nagents agents from Day 1 to Day 5, validate
trajectories of the same Nagents agents from Day 6 to Day 10, test trajectories of new 197
agents from Day 6 to Day 10. Fig. 3.8(b) shows the training, validation and test accu-
racy across different number of agents. With more agents added to the training dataset,
the neural networks have better generalizability and can have a better performance when
seeing new data. There is an enormous increase of validation and test accuracy when
the number of training agents growing from 100 to 500, indicating that the neural net-
works benefits from the increase of diversity of agents. However, similar to the impact
of different number of days, the validation and test accuracy are flattening when adding
more agents to the training pool, showing that trajectories of 500 agents from 5 days are
sufficient to learn the mobility signatures of agents.

3.4.4.3 Importance of transit modes

Transit modes can show different driving habits among different agents. Seeking and driv-
ing trajectories are two typical transit modes, defined based on the situation of the vehicle
whether any passenger on-board. Different agents would have different strategies to seek
passengers [82]. In this section, we would test if each of the transit mode can contribute
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to identify the drivers’ behavior. As can be seen from Fig. 3.9(a) and 3.9(b), both seeking
and driving trajectories have the ability of discriminating the same and different agents.
All the accuracy of seeking trajectories are higher than driving trajectories, which is con-
sistent with human intuition that different agents have different strategies when seeking
passengers, while agents do not have the choice of destination when passengers on board.
With both seeking and driving trajectories included, ST-SiameseNet performs the best by
integrating the information of both seeking and driving trajectories. Fig. 3.9(a) and 3.9(b)
also show the same trend as Fig. 3.8(a) and 3.8(b) that models of seeking trajectories only
and driving trajectories only benefit from larger dataset.

3.4.4.4 Importance of features

In this section, we evaluate the importance of features by comparing our model with and
without features. Each agent has unique personal characteristics which can be extracted
from his/her trajectory data over a time period [82]. In addition, Speed information of
each trajectory are able to capture agents’ driving behavior [22]. Fig.3.10(a) and 3.10(b)
describe the distribution of two profile features, mean serving time and number of service
trips. The orange bar depicts the absolute difference of profile features between same
agents, while the blue bar otherwise. There is an obvious difference between same agents
and different agents, indicating the profile features are able to identify the similarity of
driving behavior.

From Fig. 3.11(a) and 3.11(b), we can see that our ST-SiameseNet with trajectories
and features works the best comparing with the model with profile features only as well as
with trajectories only in different number of training days and different number of training
agents. In particular, the model with profile features only gets the worst performance,
indicating that the aggregation may lose information of driving behavior. Besides, if we
only use trajectories as inputs i.e. tr = ⟨s1, s2...sn⟩ (s = ⟨g, t̃⟩), all the test accuracy
across days and agents are also lower than our ST-SiameseNet with both trajectories and
features included, probably because some statistical information, such as mean seeking
distance, mean seeking time, number of serves, cannot be captured by LSTM. In addition,
Fig. 3.11(a) and 3.11(b) shows the same trend as Fig. 3.8(a) and 3.8(b) that the neural
networks benefit from larger datasets. Overall, with raw trajectory data and extracted
features working together, we can learn the driving patterns from trajectory data more
effectively and verify the agent more accurately. Note that we only extract 11 profile
features and 1 online feature, which requires little human work of feature engineering
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(a) Raw trajs projection (b) Embedded trajs projection

Figure 3.12: Projection comparison between raw and embedded trajectories

Figure 3.13: Multi-agents embeddings projection

comparing with [18], which extracted 137 statistical human-defined features.

3.4.5 Embeddings Visualization

The main goal of this paper is to identify agents by learning driving similarity. To fur-
ther access the accomplishment of this target, we provide some visualizations using the
learned embeddings of trajectories for several agents. The term of embedding is showed
in Fig. 3.6. We utilize t-SNE [75] to perform the representation learning and show the
embeddings in a 2-dimensional space. For each agent, we use the first half embeddings
from our model as the input of t-SNE since our model train two agents pair-wisely each
time. The expected result is that trajectories from different agents are far from each other,

48



(a) Driver 1 (b) Driver 2

Figure 3.14: Case 1 of identifying different drivers

(a) Driver 3 (b) Driver 4

Figure 3.15: Case 2 of identifying different drivers

while trajectories from the same agent are sufficiently close. For each agent, we select
10 subsets of trajectories from 5 days, i.e there are 10 points for each agent. First, we
randomly select two agents to compare the projection of raw trajectories and embedded
trajectories. Figure 3.12(a) and 3.12(b) illustrate the result of the comparison. We can see
that the separation of embedded trajectories are extremely better than the raw trajectories.
In particular, the raw trajectories projections of two agents are mixed together, while we
can easily separate two agents from their embedded projections. Furthermore, we visu-
alize the embedding results of multiple agents. As shown in Fig. 3.13, the separation of
each agent is obvious, which is consistent with our expectation.

3.4.6 Case Studies

To further understand how ST-SiameseNet identifies agents’ behaviors, we investigate
individual agents’ cases to show what factors ST-SiameseNet considers when identifying
the agents. Four case studies are presented.
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(a) Driver 1 & driver 2 (b) Driver 3 & driver 4

Figure 3.16: Profile feature comparison

3.4.6.1 Cases of identifying different drivers.

First, we show an example of two randomly selected human agent taxi driver, driver 1
and driver 2. We extract their trajectories and profile features on July 4th, 2016, then, our
proposed ST-SiameseNet consumes the trajectories and features and produces a dissimi-
larity score of 0.99, which means ST-SiameseNet identifies that this pair of inputs is from
two different agents. To figure out what factors that ST-SiameseNet consider to identify
them, we visualize the heat map of their visitation frequency on that day to each grid of
the city in Fig.3.14(a)&3.14(b). The darker red color in the grid indicates higher visita-
tion frequency. Fig.3.14(a)&3.14(b) illustrate that driver 1 and driver 2 have significantly
different active regions. Driver 1 likes working in the west part of the city, especially
near the airport, while driver 2 prefers to work in the east part near the downtown area.
The difference in the active regions of driver 1 and driver 2 helps ST-SiameseNet identify
them. Fig.3.16(a) shows the comparison of the profile features of driver 1 and driver 2,
which illustrates that they have significantly different feature values on fp,2: the longest

staying grid id in latitude direction and fp,6: the most frequently visited grid id in latitude

direction. This is consistent with the finding from the heat map, i.e., the difference in their
active regions.

ST-SiameseNet can also identify different drivers even if their active regions are sim-
ilar to each other. We select another case of identifying different drivers from our data
randomly. Fig.3.15(a)&3.15(b) show the heat map of the visitation frequency of driver
3 and driver 4, which indicate that driver 3 has similar active region as driver 4. They
both like working near the downtown area. And our proposed ST-SiameseNet success-
fully identifies them with a dissimilarity score of 0.88, which means they are significantly
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(a) Case 3 profile features (b) Case 4 profile features

Figure 3.17: Profile feature comparison for case 3 and 4

(a) Day 1 (b) Day 2

Figure 3.18: Case 3: Abnormal driving behavior

different. Fig.3.15(a)&3.15(b) show that driver 3 and driver 4 have similar active region
near the downtown area, and the difference on fp,2: the longest staying grid id in longi-

tude direction and fp,6: the most frequently visited grid id in longitude direction is small
as shown in Fig.3.16(b). However, they have significantly different profile feature val-
ues on fp,3 & fp,4: Break start & end time., and this information has been discovered by
ST-SiameseNet, thus driver 3 and driver 4 can be identified by ST-SiameseNet.

3.4.6.2 Case of identifying abnormal behavior of one driver ID

Apart from the case of identifying different drivers, ST-SiameseNet can deal with the
case of identifying abnormal driving behavior of "one" driver. Our dataset contains only
the licence plate of each vehicle. Therefore, abnormal behaviors of the same vehicle can
might suggest a change of driver. Here, we study a driver’s behavior in 2 days from
July 5th to July 6th 2016. Let’s call this driver "John". Our ST-SiameseNet produces a
dissimilarity score of 0.84 for the trajectories in these 2 days, which indicates that John’s
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(a) Day 1 (b) Day 2

Figure 3.19: Case 4: Normal driving behavior

behavior changes significantly from day 1 to day 2. To figure out how John’s behavior
changed significantly, we plot the heat map of his visitation frequency in Fig.3.18, from
which, we find that his active region changes from the west part of the city in day 1 to the
east part in day 2. Also, Fig.3.17(a) shows the profile features in these 2 days. Most of
the profile features change significantly, e.g., fp,2: the longest staying grid id in longitude

direction, fp,6: the most frequently visited grid id in longitude direction, fp,3 & fp,4: Break

start & end time. We also study a few more days after day2, the behaviors are similar to
that in day2, thus, this abnormal behavior after day 1 appears to be the result of a new
driver operating the vehicle after day 1.

3.4.6.3 Case of identifying normal behavior of one driver ID

For the normal behavior of a driver, ST-SiameseNet can identify it correctly. Here, we
study a driver’s behavior in 2 days from July 5th to July 6th 2016. Let’s call this driver
"Mike". Our ST-SiameseNet produces a dissimilarity score of 0.03, which indicates that
Mike’s behavior remains consistent from day 1 to day 2. The heat map of his visita-
tion frequency in Fig.3.19 illustrates his active region does not change. Also, his profile
features in these 2 days as shown in Fig.3.17(b) remain stable.

3.5 Related Work
Human mobility signature identification has been extensively studied in recent years due
to the emergence of the ride-sharing business model and urban intelligence[60, 21, 122,
134]. However, to the best of our knowledge, we make the first attempt to employ siamese

network to verify human mobility signature identification. Related work are summarized
below.

Urban computing. Urban computing is a general research area which integrates
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urban sensing, data management and data analytic together [73, 67, 132, 49, 74]. In par-
ticular, a group of work focus on taxi operation management, such as dispatching [99, 41]
and passenger seeking [131, 123, 124]. They aim at finding an optimal actionable so-
lution to improve the performance/revenue of individual taxi drivers or the entire fleet.
Rong et al. [94] solved the passenger seeking problem by giving direction recommenda-
tions to drivers. However, all of these works focus on finding “what” are the best driving
strategies (as an optimization problem), rather than considering the benefits of passen-
gers. By contrast, our work focuses on driver identification, which can enhance the safety
of passengers.

Driver behavior learning. Most existing literature on human driving behavior rely
on human-defined driving style feature set. These handcrafted vehicle movement features
derived from sensor data or constructed from real-world GPS data [70, 32, 25, 18, 134].
They used supervised classification, unsupervised clustering or reinforcement learning
to solve problems as such driver identification, sequential anomaly detection,etc [70, 22,
134, 50, 81]. Ezzini et al. [25] addressed the driver identification problem using real
driving datasets consisting of measurements taken from in-vehicle sensors, such as driver
camera, smartphone are placed within the car and the driver is connected to electrodes
and skin conductance response. However, such existing work require expensive sensor
installed in the vehicle or excessively rely on human-defined features. Dong et al. [22]
proposed a deep-learning framework to driving behavior analysis based on GPS data.
They used CNN and RNN respectively to predict driver identity among 50 and 1000
drivers for a given trajectory. Such frameworks are generally require all the categories be
known in advance as well as the training examples be available for all the categories, as
opposed to our objective which only a subset of the categories is known at the time of
training.

Siamese network. The siamese network [11] is an architecture for similarity learning
of inputs, which has been widely used in multiple applications, namely but a few, vision
area, unsupervised acoustic modelling, natural language processing [17, 36, 39, 104, 45].
Chopra et al.[17] learned complex similarity metrics of face verification by introducing
convolutional networks to siamese networks. Hoffer and Ailon [36] proposed a variant
of siamese networks, triplet networks to learn an image similarity. Hu et al.[39] applied
siamese networks with convolutional layers to match two sentences. However, to our best
knowledge, we are the first one to employ siamese network to human-generated spatio-
temporal data.
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3.6 Conclusion
In this paper, we propose the Spatio-temporal Siamese Networks (ST-SiameseNet) to
solve the Human Mobility Signature Identification (HuMID) problem. The HuMID prob-
lem aims at validating if an income set of trajectories belong to a certain agent based
on historical trajectory data. ST-SiameseNet can deal with large group of agents in a
single model. Also, we extract several effective profile features from the trajectories to
augment the performance of the ST-SiameseNet. The experimental results illustrate that
ST-SiameseNet outperforms state-of-the-art works and achieves an F1 score of 0.8508

on a real-world taxi trajectory dataset. Our proposed ST-SiameseNet framework can be
applied to many other real-world cases with human-generated spatio-temporal data other
than the ride-sharing and taxi case. In the future, we will continue studying the driver
identification problem with multiple inputs rather than pairwise inputs.

54



Chapter 4

Real Workplace Detection

4.1 Introduction

Local business development is playing an increasingly important role in city growth, since
it helps to create more jobs and increase tax revenue. Moreover, city government’s ca-
pacity and economic performance, such as GDP, labor market, and logistics, are also the
fundamental factors for a company’s registration, expansion and relocation decisions. As
a result, many governments provide financial aids and make strategic policies to attract
companies. For instance, Texas county approves tax breaks for Tesla, if it builds a $1.1
billion car plant near Austin 1. To ensure the effectiveness of the financial policies and
management, the government requires the companies to keep updating their actual oper-
ating addresses. However, the address information is not always accurately maintained.
For the extreme example, some entrepreneurs may exploit policy loopholes in a non-
compliant manner, which they register the office in a city with preferential tax policies,
while actually operate in other cities to take advantage of the labor, market or logistic ben-
efits there. These phenomena may violate the original purpose of the policy, bring more
inconvenience in government management, and even break the law [2, 1]. Therefore, it is
vital to discover real workplaces of the companies to regulate their operation and ensure
the healthy development of the local market.

To discover real workplaces of companies, most of the governments rely on the ac-
tive on-field screening over daily regulation. However, this traditional approach is time-
consuming and achieve limited coverage. Moreover, researchers [13] have attempted to

1https://www.cnbc.com/2020/07/14/texas-county-approves-tax-breaks-for-a-new-tesla-factory-near-austin.
html
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Figure 4.1: This figure shows our intuition. Different colors indicates different employees
in a company. Icons in dark blue indicate online purchase items. Employees may stay in
the same place in their daily life, which might indicate the real workplace of the company.

crawl company addresses from recruit sites as the real workplaces. However, it is difficult
to handle the situation where companies intentionally hide their workplace and detailed
address information.

To overcome the drawbacks of existing works, we can use a data mining method to
infer the real workplaces. Intuitively, employees often gather in the workplace of the
company. Fortunately, e-commerce apps can provide the information of: 1) company-
employee relations; and 2) employees’ position records. In practice, 1) the company-
employee relations can be identified when users issue invoices with the company name
for office supplies reimbursement; 2) the employees’ position records including check-
ins and shipping address are collected with their authorization. For example, as shown
in Figure 4.1, by utilizing employees’ records collected from the e-commerce Apps, it is
possible to develop a data mining method to identify companies’ real workplaces.

However, to develop an effective real workplace identification method based on e-
commercial data, we must address several challenges. First, company sizes and em-
ployee’s individual usage patterns in e-commerce platforms vary significantly across com-
panies. This introduces a challenge of generating high-quality locations via clustering for
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different companies. Moreover, the generated locations contain complicated observations
that cannot be simply captured and interpreted. For instance, there are multiple reasons
for users gathering, i.e., going to shopping mall, living in the same residence, going to
work, etc. It is challenging to identify valid workplaces from clusters across space over
time.

To address the above challenges, in this paper, we design a novel approach named
LocRecoginzer to identify real working locations from e-commercial data. Specifically,
LocRecognizer contains three main parts: 1) Data Pre-processing, which adopts a filter-
based method to remove unrelated records from massive e-commercial data. 2) Candidate

Location Generation, which constructs a two-stage clustering procedure, jointly captur-
ing dependencies from both user and group dimensions, to generate candidate locations.
3) Real Workplace Discovery, which proposes a multi-learner deep learning model, fully
incorporating spatial-temporal information, to further identify workplaces from location
candidates. The main contributions are summarized as follows:

• We formalize the problem of real workplace identification for e-commercial data and
identify its unique challenges resulting from the pattern complexity of company and
user.

• We propose LocRecoginzer, a novel two-step data mining method, to discover real
workplaces of companies from e-commercial data. LocRecoginzer adopts a two-stage
clustering method to generate location candidates, and further detect correlated work-
places by using a multi-learner deep learning model.

• The proposed LocRecoginzer method is evaluated extensively over two real-world datasets
from an e-commerce platform in Beijing and Nantong. We empirically demonstrate that
our LocRecoginzer outperforms six baseline methods on different evaluation criteria.

4.2 Overview

4.2.1 Preliminaries

Definition 11. User. We define the users related to a specific company as uci = (ui,1, ui,2, · · · , ui,j, ui,n),

where n is the number of users in the company ci. Moreover, the set of company users is

Uci and the set of all the companies is C.
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Definition 12. Check-in. A check-in consists of a location in latitude lat, longitude lng,

and a timestamp t, denoted as p = (lat, lng, t). For each user ui,j in the company ci,

the check-ins are denoted as pui,j
= ⟨ui,j, (p1, p2, · · · , pm)⟩, where m is the number of

check-ins. The set of users’ check-ins in the company ci is Pci .

Definition 13. Shipping Location. A shipping location is the geocoded location of a

shipping address, denoted as s = (lat, lng). For each user ui,j in the company ci, the

shipping locations are denoted as sui,j
= ⟨ui,j, (s1, s2, · · · , sq)⟩, where q is the number of

shipping locations. The set of users’ shipping locations in the company ci is Sci .

Definition 14. E-order. An e-order contains the order information when a user pur-

chases online, denoted as o = (OID, item, t), where OID is the identification number

of the order, item contains basic order information, such as category and price, and

t is the timestamp. For each user ui,j in the company ci, the e-orders are denoted as

oui,j
= ⟨ui,j, (o1, o2, · · · , or)⟩, where r is the number of e-orders. The set of users’ e-

order information in the company ci is Oci .

Definition 15. Workplace. The workplace is a location where the company-related users

work, denoted as w = (lat, lng). A company may have one or multiple workplaces and

the workplace set of the company ci is denoted asWci .

Problem Definition. Given the users’ check-ins P , shipping locations S and the e-order
information O, we aim to find out all the companies’ real workplacesW .

4.2.2 System Framework

The system framework of the proposed LocRecoginzer is illustrated in Figure 4.2. LocRe-
coginzer consists of three major components: data pre-processing, candidate location
generation, and real workplace discovery.
Data Pre-processing. The collected records contain unrelated information in both tem-
poral and spatial dimensions, e.g., active in non-working hours and not in a stable area.
Thus, we first take a Temporal Filter, which removes users’ check-ins during holidays
and night; then we adopt a Moving Filter, which filters out users’ check-ins when users
are moving (detailed in Section 4.3).
Candidate Location Generation. The gather of users may be the real workplace of the
company, but the variation of user usage behavior and company size make it difficult
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Figure 4.2: System framework.

to generate high-quality candidates. This component use prepossessed users’ check-
ins and shipping locations to generate candidate locations of real workplaces. It in-
cludes 1) User-wise Clustering, which groups a single user’s position records to normalize
skewed records among different users; 2) Group-wise Clustering, which further gathers
the user-wise clusters by an adaptive clustering algorithm among different companies
(detailed in Section 4.4).
Real Workplace Discovery. The generated candidates after being clustered, may still
be very complex. This makes it difficult for traditional machine learning algorithms to
characterize the underlying patterns of such data. To address this challenge, we make
use of a multi-learner deep learning model to identify the real workplaces by analyzing
users’ position records, e-order information, point-of-interest (POI) and company profile
information (detailed in Section 4.5).

4.3 Data Pre-processing

To remove unrelated records from e-commercial data from both temporal and spatial di-
mensions, we propose a filter-based method consisting of 1) Temporal Filter and 2) Mov-

ing Filter.
Temporal Filter. As most users work in day hours during workdays, the check-ins gener-
ated in office hours may reveal the company’s real workplaces (see Figure 4.3(a)). How-
ever, it is difficult to know the exact working hours for each user due to flextime in some
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(a) Example of Temporal Filter (b) Example of Moving Filter

Figure 4.3: Data Pre-processing.

companies. In case of moving out the informative records in the data pre-processing stage,
we only filter out users’ check-ins generated in holidays and the records from 0:00 am to
6:00 am in workdays.
Moving Filter. Since the companies’ real workplaces are fixed locations, the user’s
check-ins should be removed if he/she is moving. However, it is not easy to distinguish
whether they are staying or moving from consecutive check-ins since the position records
are sparse in different situations. According to the example in Figure 4.3(b), the blue user
moves fast in a short time period, while the time range between two consecutive check-ins
p1 and p2 of the red user is relatively large. Thus, we utilize a heuristic method to filter
out moving points. The current evaluated point will be filtered out if its speed is higher
than a threshold. It is set to 100m/min since a user would rarely exceed this threshold
when staying.

4.4 Candidate Location Generation

In this component, we generate candidate locations for the company’s real workplace
identification. The main idea is that the places where users gather in might be the work-
places of the company ci. We gather users’ position records, including check-ins Pci and
shipping locations Sci by implementing a two-stage clustering algorithm to generate the
candidate locations.

Definition 16. Candidate Location. A candidate location is a spatial point, which is the

centroid of a group spatially correlated user position. The candidate location is defined
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as l = (lat, lng). For each company ci, the candidate locations are denoted as lci =

⟨ci, (l1, l2, · · · , lv)⟩, where v is the number of candidate locations.

However, there are two main challenges when generating high quality candidate lo-
cations: 1) due to the diverse preference of using the e-commerce App, there are skewed
number of position records among different users, which makes the clustering algorithm
tend to generate locations where most active users frequently stay, while regard the real
workplaces as noises; 2) due to different company sizes, we cannot use the same param-
eters to cluster users’ activity locations for various companies.

To this end, we propose a user-wise clustering algorithm, which normalizes the skewed
check-ins among different users. And then we implement a group-wise clustering algo-
rithm, which gathers user group position records by adaptively setting parameters for the
clustering algorithm to generate candidate locations for each company.

4.4.1 User-wise Clustering
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Figure 4.4: Example of user-wise clustering.

Candidate locations should be generated by multiple users. Different users spend
various time on the e-commerce App, resulting in the skewed number of check-ins. Fig-
ure 4.4(a) demonstrates the distribution of users over their number of check-ins in 2020.
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We can see that 75% users have less than 4 unique check-ins, while 1% users have more
than 500 unique check-ins. Such skewed distribution affects the quality of the clustering.
As an example shown in the top of Figure 4.4(b), the area A may be considered as a
candidate location, while the area B may be regarded as noise by the clustering algorithm
due to the limited number. If we directly cluster the users’ activity locations, we may
generate redundant candidate locations and miss the correct one.

To address this issue, we cluster the check-in records user-by-user, so that differ-
ent check-ins can represent different activity areas of the user. As shown in the bottom
of Figure 4.4(b), a high quality candidate location would be generated in the next step.
Clustering methods such as the density-based clustering of applications with noise (DB-
SCAN) [24] and hierarchical clustering [115] could be adopted to find individual locations
for each user. Comparing with DBSCAN which removes points like p1 and p2, and all the
user’s activity areas can be kept even with only one record by the hierarchical clustering
method. Thus, we implement a hierarchical clustering algorithm to get the unique areas
where the user shows up. The Agglomerative proposed in [115] is a “bottom-up” hierar-
chical clustering algorithm that treats each position record as a cluster, then successively
merges two clusters if the distance between centroids is smaller than a threshold D. In
this work, we set D = 100m based on our observation and use the centroids of clusters
as the normalized check-ins for each user. The significance of user-wise clustering will
be evaluated in Section 4.6.

4.4.2 Group-wise Clustering

In this part, we aim to obtain candidate locations for companies’ real workplaces based
on users’ position records, i.e., cleaned check-ins and shipping locations. Considering
that the areas of the companies might be in different scales, we generate locations from
users by using DBSCAN [24]. Besides, DBSCAN can reduce noise information, which
helps us remove redundant candidate locations. DBSCAN groups together points based
on a maximum radius of the neighbor measurement ϵ and a minimum number of points
minPts.

However, due to the different company sizes, we cannot set the same parameters to
generate candidate locations in different companies. Figure 4.5 shows the clustering re-
sults of setting the same minPts in a large company c1 and a small one c2. We can see
that there are no candidate locations generated in company c2 when the minPts = 10

(bottom left in Figure 4.5), while there are a large number of redundant candidate loca-
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Figure 4.5: Parameters in DBSCAN.

tions in company c1 when the minPts = 2 (top right in Figure 4.5). It is impossible to
tune the parameters manually as the number of companies increases.

To overcome this challenge, we set the parameter minPts according to the number of
users in a company. It is inspired by the intuition that a large company has a large number
of users gathered in, while a small company has a small group of users. As can be seen
from Figure 4.5, both company c1 and company c2 contain a good number of candidate
locations when setting with a large and a small minPts respectively (top left and bottom
right). Taking these observations into consideration, we set the parameter minPts as,

minPts = max(1, ⌈log(n)⌉), (4.1)

where n is the number of users in the company. As for the neighbor measurement, we set
ϵ = 100m based on our observation.

4.5 Real Workplace Discovery

In this component, we would like to identify the real workplaces of the companies
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from the candidate locations. We propose a multi-learner deep learning model, which
fully incorporates spatial-temporal information from multi-source data, i.e., users’ po-
sition records, e-order information, POI and company profiles to further identify work-
places from candidate locations.

However, there are three main challenges when identifying the real workplaces: 1) Can-

didate relationship. Various features have been extracted for each candidate location, but
the relationship among candidate locations is not considered, such as the relative locality
among candidate locations and the ranking information of each feature. How to capture
the relationship among candidate locations when identifying the real workplaces is a chal-
lenge. 2) Mobility patterns. Users transition would affect the location identification [8].
However, feature engineering can only capture the static features for each candidate. How
to extract such patterns is challenging. 3) Company Profile. Users in different companies
have diverse performance, leading to divergent weights in each feature. How to capture
the influence of companies’ profiles is a challenge.

To this end, a multi-learner deep learning model is proposed to identify the real work-
places and the architecture is briefly depicted in Figure 4.6. We apply an attention-based
classification method to tackle challenge 1) candidate relationship (in the yellow part)
and then present two enhancement components: a mobility pattern leaner, which deals
with the challenge 2) mobility patterns (in the blue part) and a profile feature learner (in
the orange part), which solves the challenge 3) company profile. Finally, we show how
we fuse these three learners to identify the real workplaces (in the green part). In the
following, we elaborate them in details.

4.5.1 Candidate Relationship Learner

To tackle challenge 1) capturing the relationship among candidate locations, we extract
features from two aspects and then simultaneously consider all the candidate locations in
a company. The features we choose belong to two well-defined classes: geographic and
purchase behavior features.
Geographic Features fg. The geographic features encode spatial and temporal infor-
mation about the properties of the location candidates, which are extracted from users’
position records, i.e., the check-ins Pci and shipping locations Sci and POI information
for the company ci. Details are as follow:

• Spatial Features: This class refers to features that describe the environment around the
candidate location. The spatial features include: 1) Locality, which is the identification
number to represent the coordinates of the candidate location, i.e.,l → ⟨x, y⟩. In this
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paper, we divide the study area into equally-size grid cells and assign the two dimen-
sional grid cell IDs to each candidate location. The locality could show the relative
position among different candidates. 2) Density, which counts the number of users and
the number of position records in the candidate location cluster respectively. Intuitively,
a denser area could imply a higher likelihood for being a workplace since the office is
the place where all of the users visit. 3) Surroundings, which is the POI distribution of
the candidate.

• Temporal Features: This class extracts features about the users’ activity in the can-
didate location. The temporal features include: 1) Activeness, which calculates the
number of active days of users in the candidate location. A larger number of active-
ness in the candidate locations could signify higher confidence for being a residence
location. 2) Heterogeneity, which is the time distribution of users visiting the candidate
location. We discretize [6:00,23:59) into hourly time slots and calculate the visiting
time distribution.

Purchase Behavior Features fb. According to the study of Rensselaer Polytechnic In-
stitute [84], approximately 1.7 million packages are stolen near home each day. Conse-
quently, users usually ship the valuables or important items to companies when ordering
online. Besides, office supplies are usually shipped to companies for convenience. Thus,
the purchase behavior of users in different candidate locations may help us to identify the
real workplaces, where we extract from the e-order information Oci for the company ci.
The set of purchase behavior features we devise include:

• Purchase Density, which counts the number of orders in the candidate location.

• Purchase Power, which computes the average price of items in each candidate location.

• Purchase Preference, which is the item distribution purchased in the candidate location.
7 categories (e.g., office supplies, digital products, clothing, etc) are extracted to show
the purchase preference of users in the candidate location.

Model. Inspired by Transformer [107], which is capable to parallel learn the relationship
among each element in a set, we introduce the multi-head self-attention mechanism into
our LocRecognizer. In particular, we remove the positional encoding part since there are
no temporal dependencies among candidate locations for a company. To a further step,
for each candidate location in a company, the geographic fg and purchase behavior fea-
tures fb are fed to a dense layer to get a representation for the candidate. Then the set
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of representations are sent to a multi-head self-attention mechanism. The sequence of
context vectors is denoted as Z = (z1, · · · , zv), which is a high dimensional representa-
tion of each candidate location. Each context vector here has seen features from all other
candidate locations (the yellow part in Figure 4.6). Mathematically,

Attention(Q,K,V) = softmax(
QKT

√
dk

)V,

headi = Attention(QWQ
i ,kW

K
i ,VWV

i ),

Z = Concatenate(head1, . . . , headv)W
O

(4.2)

where Q,K,V are the query, key, and value matrices respectively learned from fg and fb,
and dk is a fixed scaling constant, and W ∗

∗ are appropriately-dimensioned weight matrices.

4.5.2 Mobility Patterns Learner

To solve the challenge 2) mobility patterns, we extract the mobility patterns to exploit
knowledge about user movements and transitions among candidate locations via neural
networks. The main idea is that users commute between home and work regularly on
workdays (see Figure 4.7(b)). If we consider such transition in a time period as a se-
quence, we could learn the semantic meanings of the candidate locations by exploiting
such movements.

However, there are other two challenges to generate the transition sequences. 1) Data
sparsity. According to Figure 4.7(a), 75% users are active in 132 days during 2020, which
is hard to extract informative transition sequence for a whole year. 2) Representation of
the candidate locations. As section 4.4 mentioned, candidate locations are generated in
different companies. And there is no relationship among candidate locations in various
companies, which makes no sense to use the location ID to represent each candidate
location.

To tackle the first challenge, for each user, we extract one transition sequence by
aggregating his/her check-ins in one year. In particular, we first group the active time
into [8:00, 17:00] and (17:00, 8:00), indicating working time and free time from Mon-
day to Friday. Then the candidate location with highest visited frequency by the user in
each time slot would be considered as one step in the transition sequence. As elaborated
in Figure 4.7(c), each transition sequence consists of ten candidate locations organized
chronologically. As for the second challenge, the geographic fg and purchase behavior
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(a) Users’ Active Days Distribution (b) Examples of Users’ Mobility

(c) Example of Transition Sequence Generation

Figure 4.7: Mobility Patterns

features fb are a good representation of the candidate locations. In this paper, we use
fg and fb to represent each candidate location. The transition sequence is denoted as
tr = ⟨l′1, l′2 . . . , l′10⟩, where l′ = Concatenate(fg, fb).

In order to improve the accuracy, we extract the mobility patterns from transition
sequences and learn the profile features of each company. For each company, we se-
lect k users transition sequences to capture the mobility patterns. To capture the mo-
bility patterns in transition sequences, we implement the Gated Recurrent Unit (GRU)
networks [16], which can learn temporal dependencies for sequential data without perfor-
mance decay. Each of the transition sequence tri,∀i, 1 ≤ i ≤ k would go through the
GRU layer to get an embedding vector ei. Finally, we concatenate the embedding vec-
tors e together to a dense layer to compress the mobility patterns for multiple transition
sequences. The final embedding of transition sequences is denoted as v (the blue part in
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Figure 4.6).

4.5.3 Company Profile Features Learner

The profile features are the property of a company. We assume that users from differ-
ent companies may have various activeness and purchase preference leading to divergent
weights in each feature. The profiles fp include:

• Business life, which is the age of the company.

• Type, which is the industry type of the company, i.e., IT, sales, etc. The type information
is a categorical value, converted by one-hot encoding.

• Size, which is the registered capital of the company. A large number of registered capital
indicates a large size of the company.

In addition, considering that the profile features are a one dimensional vector, we employ
a dense layer to learn the patterns (the orange part in Figure 4.6). The embedding of
profile features is denoted as pr.

4.5.4 Prediction and Optimization

To this end, each company consists of one transition embedding vector v, one profile
embedding pr and several high dimensional representations of candidate locations Z .
The green part in Figure 4.6 illustrates how we merge them together. We concatenate
the embedding vectors v and pr with each high dimensional representation zi and then
use a dense layer to fuse. Consequently, each candidate location not only obtains the
geographic and purchase behavior features but also contains the mobility patterns and
profile features of the company. The merged sequence of vectors is denoted as M =

(m1, · · · ,mv).
Finally, we convert the problem as a multi-label classification problem. This is be-

cause a company may have multiple real workplaces, i.e., we need to identify multiple
targets from the candidate locations of a company. Thus, we introduce a dense layer
with the sigmoid function to predict whether each of the candidate location is the real
workplace. The learning process minimizes the binary cross entropy loss which can help
identify the real workplaces for each company. To achieve this goal, we propose the
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following optimization problem:

min
θ

∑
li∈Lc

−(yi log(Pθ(mi)) + (1− yi) log(1− Pθ(mi))), (4.3)

where Lc is the candidate locations of company c, yi is the binary label of candidate
location li in Wc, and Pθ represents the neural network for predicting the probability of
being a real workplace.

4.6 Experiments

4.6.1 Data Description

Datasets. To validate the effectiveness of our model, we conduct the experiments on a
large-scale e-commerce platform in China. The key component of the identification is
to find the related users of the company. Such information could be found from the tax
sheets, companies’ registration information, users’ invoice data etc. In this paper, we
extract such relationship from invoice information in the e-commerce platform, i.e., a
user who issues an invoice with a company name would be considered as the company-
related user of the company. Note that all the datasets related to users have been mapped
to anonymous users to protect personal privacy. And all the experiments are conducted in
the intranet. The detailed description of our datasets is as follows:

Table 4.1: Statistics of datasets.
Datasets Beijing Nantong
# of companies 22,170 2,316
# of users 247,325 9,890
# of check-in records 183,689,776 3,596,099
# of shipping locations 791,542 24,052
# of orders 9,185,611 224,225
# of workplaces 29,817 1,498
# of candidates 2,325,726 46,199
# of POIs 1,907,089 415,639

• Users’ Check-ins. The check-ins are generated when users browsing the App with
the location services authorization. We collect the data from Beijing and Nantong in
2020. The basic statistics of the datasets are shown in Table 4.1. On average, there are
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around 11 users in each company with 742 check-ins in Beijing and 4 users with 1552
check-ins of each company in Nantong. Note that the average check-ins is much higher
than the results in Figure 4.4(a), since users may use the e-commerce App in the same
location and repeated check-ins would be generated.

• Shipping Location. The shipping location is extracted from the e-order information.
On average, each user has 3.2 shipping locations in Beijing and 2.43 shipping locations
in Nantong.

• E-Order Information. The E-order information contains an order ID, user ID, item
name, category, price. There are around 9 million orders in Beijing and 0.2 million
orders in Nantong during 2020.

• POI. The POI dataset contains a total number of 1,907,089 POIs in Beijing and 415,639
POIs in Nantong. The POI is categorized into 22 different types, such as hotel, shopping
mall, house, etc.

• Company Information. The company information includes company name, registra-
tion date, registered capital, and business scope provided by the government. There are
22,170 companies in Beijing and 2,316 companies in Nantong in our datasets.

(a) Ratio of Labeled Companies (b) Distribution of Candidate Locations

Figure 4.8: Stats

Ground-Truth Construction. We extract the ground truth from users’ shipping ad-
dresses via a natural language processing parser[51]. Specifically, if a company name
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is included in the shipping address, the Geocoded 2 address location would be consid-
ered as the real workplace of the company. However, it cannot identify the company’s
real workplaces if the users do not fill the company name in the shipping address. As
can be seen from Figure 4.8(a), users from 483,771 companies issue invoices from the
e-commerce platform in Beijing 2020, while only 22,170 companies, i.e. around 5% of
their names are included in users’ shipping address. On the contrary, our method is a
data driven approach, which can be used without such limits. After training our proposed
model with current labels, we can identify other companies’ workplaces in the real use.

Candidate locations are generated via DBSCAN and a candidate location will be la-
belled as the real working location if it is within 200 meters of the ground truth. As
shown in Table 4.1, there are 29,817 ground truth labels and around 2 million candidates
in Beijing, and 1,498 ground truth labels and around 46 thousands candidates in Nantong.
Averagely, companies from Beijing contains 60 candidate locations and companies in
Nantong have 20 candidates. The distribution of candidate locations in Beijing is shown
in Figure 4.8(b). We split the dataset into training set, validation set and test set with a
splitting ratio of 7: 2: 1 based on the companies, ensuring that companies in the testing
set would not appear in training and validation sets.

4.6.2 Experimental Settings

Evaluation Metrics. To get a comprehensive evaluation of the proposed method, Precision,
Recall and F1 score are adopted as the evaluation metrics. Precision measures how ac-
curate the model is out of the predicted labels. Recall is widely used to measure the
models’ ability of finding all relevant elements. The F1 score is a harmonic mean of the
Precision and Recall. Moreover, to overcome the randomness, the evaluation is repeated
for five times, of which the average performance is reported.
Baselines. We compare LocRecoginzer with six baselines:

• Geo: This method simply uses the Geocoding results of the registered address as the
real workplaces of companies.

• POI: This method implements the Geocoding results of the company names as the real
workplaces of companies.

• MaxU: This is a heuristic method which selects the location among candidates with
maximum number of users.

2https://en.wikipedia.org/wiki/Address_geocoding
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• Random Forest(RF) [34]: RF is a binary classification method. In this baseline model,
we independently identify each candidate location with the geographic and purchase
behavior features.

• XGBoost(XGB) [15]: XGB is an advanced tree-based classification method, which is
also implemented as a binary classification model to identify the workplaces among
candidate locations.

• Multilayer Perceptron(MLP) [95]: MLP is a naive neural network framework, which is
used to identify the real workplaces.

Variants. To evaluate each component of our proposed model, we also compare LocRe-
cognizer with five different variants.

• L.R.-nG: The geographic features are removed from LocRecognizer to show its impor-
tance.

• L.R.-nB: We remove the purchase behavior features to reveal its importance of LocRe-
cognizer.

• L.R.-nT: We remove users’ transition sequences to evaluate the significance of mobility
patterns learner.

• L.R.-nP: We take off the company profile features learner to evaluate how the profile
features influence LocRecognizer.

• L.R.-nU: We train LocRecognizer without user-wise clustering.

Implementations. We train the deep neural network with a machine learning library,
Pytorch, version 1.7.1. Our experiments run on a GPU server with 64 GB memory and a
Tesla V100 GPU.

4.6.3 Effectiveness Evaluation

Overall Performance. We compare LocRecognizer with baseline models in terms of
Precision, Recall and F1 score. The performance of different approaches in two cities
for the real workplace identification is presented in Table 4.2. We have the following
observations:
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Table 4.2: Overall performance comparison. The best result for each evaluation metric is
in bold.

Methods
Beijing Nantong

Prec. Rec. F1 Prec. Rec. F1

POI 0.4221 0.3178 0.3626 0.3790 0.3295 0.3525
Geo 0.5632 0.4240 0.4838 0.4718 0.4102 0.4389

MaxU 0.6534 0.5176 0.5776 0.5957 0.5068 0.5476
RF 0.6748 0.6980 0.6862 0.6570 0.7007 0.6781

XGB 0.6741 0.7130 0.6930 0.6737 0.7191 0.6956
MLP 0.7234 0.6306 0.6738 0.7052 0.6479 0.6753

L.R.-nG 0.7149 0.6885 0.7015 0.6692 0.6993 0.6839
L.R.-nB 0.7605 0.7047 0.7315 0.7213 0.6799 0.6999
L.R.-nT 0.7482 0.7067 0.7268 0.7347 0.6863 0.7097
L.R.-nP 0.7681 0.6554 0.7073 0.7430 0.7011 0.7215
L.R.-nU 0.6490 0.7748 0.7063 0.6207 0.7341 0.6727
LocRec. 0.7805 0.7231 0.7507 0.7736 0.7125 0.7418

1. The POI method performs worst since it is based on the coverage of POI database in
the Geocoding API. The performance indicates that more than 60% of the companies’
real workplaces are not included in the database. The Geocoding results of regis-
tered address and the heuristic method have similar performance, which are worse
than modeling methods. Both of these two methods have no ability to detect multiple
workplaces for the companies, leading to an unsatisfied Recall.

2. Although around 70% real workplaces are correctly identified by the tree-based mod-
els, the Precision is not satisfied. In the real world, the government would inspect
the company in vain if the Precision is low. The MLP works the best in Precision

among all baselines, but it is still worse than our proposed model.

3. LocRecognizer outperforms best on F1, indicating that our model seeks a good balance
between accuracy and coverage. Compared with the best baseline, a 5.7% performance
gain is witnessed in Beijing and 4.6% in Nantong in terms of F1, which shows the
significance of the candidate relationship learner.

Importance of Features. To evaluate the importance of each type of features, we com-
pare the variants of L.R.-nG, L.R.-nB, L.R.-nT and L.R.-nP with our proposed model
LocRecognizer. As can be seen from Table 4.2, the performance declines significantly
when removing the geographic features. Especially, it causes the Precision to decrease
6.6% in Beijing and 10.4% in Nantong, suggesting that the geographic features contribute
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most. The results of L.R.-nB and L.R.-nP degrade slightly comparing with LocRecog-
nizer, indicating that the purchase behavior features and company profile information
contribute little to our proposed method. There is 3.2% decrease in Beijing and 3.9% de-
crease Nantong in terms of the Precision after removing the mobility patterns, showing
that users’ mobility patterns could help us identify companies’ real workplaces.
Importance of User-wise Clustering. To evaluate the significance of user-wise clus-
tering, we compare our model LocRecognizer with L.R.-nU. An interesting observation
is that the Precision falls but the Recall grows, showing that the user-wise clustering
of users’ check-ins can help improve the precision but hurt the coverage. One possible
reason is that the user-wise clustering discards some of the users’ position data, leading
to the real workplaces not covered by the clustering algorithm in the first stage. How-
ever, a 13% performance gain in Beijing and 15% performance gain in Nantong of the
Precision illustrate that the user-wise clustering does reduce the redundant candidates to
improve the accuracy of the identification.

(a) Comparison in Beijing (b) Comparison in Nantong

Figure 4.9: Evaluation for robustness.

Robustness. Since some of the companies contain multiple workplaces, to evaluate the
robustness of our model, we compare LocRecognizer with baseline models by testing
companies with single and multiple workplaces respectively. As shown in Figure 4.9, the
Precision of all the models slightly increases in single workplace detection, indicating
that companies with single workplace are easier to be identified. Since the identification
of companies with multi workplaces is more complicated, the performance of all the
models falls compared with companies with single workplace. However, the decreases of
all the baseline models are larger than our LocRecognizer, which shows the robustness of
our proposed model.
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Inconsistency Detection. In our dataset, around 30% of the companies’ registered ad-
dresses are inconsistent with the actual office addresses. To evaluate the effectiveness of
inconsistency detection, we compare the predicted workplaces with the real ones for these
30% companies. The results show that 85.92% inconsistent companies can be detected in
Beijing and 77.88% in Nantong.

4.6.4 Deployment

Figure 4.10: System

We further build a developed system to show the effectiveness of LocRecognizer in
the real world. On Sep. 27th 2021, an anomalous company was found in Nantong, China
via LocRecognizer. As shown in Figure 4.10(on the left), LocRecognizer inferred the real
working location of the company X , which is 11.89 km away from its registered address.
The officers found that the guidepost on the first floor indicated the company X (figure
on the right top in Figure 4.10), while another company Y was cooperated on the address
(shown on the right bottom one in Figure 4.10). Both of these two companies were fined
due to the location of main office was not consistent with the registered address.

4.7 Related Work

The location identification problem has attracted researchers from a broad spectrum of
disciplines in recent years. Related work are summarized in three main areas: 1) geo-
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graphic information collection; 2) location-based services data mining; 3) urban com-
puting.
Geographic Information Collection. Geographic information is the collection of in-
formation about places and events that occur on the Earth’s surface [19]. In early years,
there are a large group of volunteers interested in providing geospatial data on public plat-
forms [30], such as OpenStreetMap [31], Wikimapia [52], etc. However, such work relies
on human labor which is inefficient and expensive. Recently, with the rapid development
of machine learning, lots of researchers have made efforts on collecting geographic in-
formation via data mining techniques. Li et al. [54] used geotagged photos to provide a
collective view of sense of place, in terms of significance and location. Mariotti et al. [77]
investigated the location patterns and the effects of co-working spaces by analyzing the ur-
ban context. However, such existing works focus on enriching the information of a known
geographic location instead of discovering a new location. With respect to previous work
in the general area, in this paper we discovered the real workplaces of companies which
were unknown before the detection.
Location-based Services Data Mining. Location-based services often collect users’ mo-
bility in different regions. Such information can be leveraged to suggest important loca-
tions for the governments, companies or users [47, 86, 126, 43, 142]. In particular, Zhu
et al. [142] detected illegal chemical facilities with chemical truck trajectories, which
clustered stay points to generate candidates and then proposed a classification model to
identify the illegal chemical facilities. However, they implemented the same parameters to
generate candidate locations which did not consider the different size of different compa-
nies. Karamshuk et al. [47] identified the optimal location for a new retail store by ranking
geographic and mobility features of candidate locations. However, the extracted features
highly depend on experts experiments, and the relationship among different features was
not considered. Jiang et al. [43] used delivery data to identify wrong locations claimed by
O2O merchants. They used GBDT to estimate relative distances among merchants, and
propose a segment search algorithm to compute the actual location. Different from it, our
workplaces are generated by mobility data and identified by an attention-based model.
Urban Computing. From a data mining perspective, we could classify our work in
the area of urban computing, which studies the extraction of knowledge from spatial-
temporal datasets and aims to improve services and intelligence in the city. Zhao et
al. [136] developed a quantitative approach for detecting location spoofing with millions
of geo-tagged tweets. Wang et al. [112] detected risky locations by calculating a risk
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score based on transportation weight and crowd weight. Huang et al. [40] proposed a
convolutional neural networks based method to find micro-seismic event location. Shu-
bina et al. [100] helped Japanese government identify two clusters of the coronavirus
disease 2019 (COVID-19) via web search query logs and user location information from
location-aware mobile devices. The present paper is well aligned with this stream of work
and extends the applicability of the urban computing methods to the field of location de-
tection.

4.8 Conclusion

In this paper, we propose a novel two-step data mining method, i.e., LocRecognizer to
identify companies’ real workplaces based on users’ records from the e-commerce plat-
form. We first adopt a two-stage clustering method to generate candidate locations, and
futher detect correlated workplaces by using a multi-learner deep learning model. Exper-
iments show our proposed model significantly outperforms six baselines by at least 5.7%
in Beijing and 4.0% in Nantong in terms of F1 score. A real-world application system
has been deployed in Nantong, China since Sep. 2021, which illustrates the effectiveness
of our solution. Finally, in future work, we plan to explore the social relationship among
users since it is limited to find company-related users via invoice data.
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Chapter 5

Illegal Chemical Facility Detection

5.1 Introduction

hemical materials are widely used in every aspects of our daily lives, e.g., energy con-
sumption and manufacture industries. Some of the chemicals can be highly dangerous
to the public, e.g., flammable or corrosive. For example, on August 4, 2020, a chemical
facility that stored ammonium nitrate at the Port of Beirut, Lebanon exploded, with 204
people killed and thousands injured in the blast [117] (As shown in Figure 5.1). As a
consequence, the process, transportation and storage of these hazardous chemical mate-
rials are strictly monitored by the government [112]. However, motivated by enormous
profit, there are many underground chemical businesses going on, where their storage and
process facilities are not registered and lack of proper protection measures. For example,
in Jan.2019, five unregistered chemical facilities were found nearby Melbourne, Australia
in which stored more than 6 million litres of hazardous chemicals. These facilities will
pose great danger to the public safety due to the mismanagement of chemicals, and if it
caught fire, the chemicals in it would pose a similar health and environmental risk to the
Beirut Explosion [116].

Existing methods to find these illegal chemical facilities either rely on the anonymous
tip-off reports, or are based on the active on-field screening over some suspicious areas.
However, both of them are time-consuming and achieve limited coverage.

Fortunately, hazardous chemical materials are highly regulated, and allowed to be
transported using only the hazardous chemical transportation (HCT) trucks, as demon-
strated in Figure 5.2(a). Such vehicles are requires to be equipped with GPS modules, as
shown in Figure 5.2(b), and the GPS data is reported to the governments directly. Inspired
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Figure 5.1: 2020 Beirut Explosion.

by the fact that HCT trajectories reflect the delivery activities at the chemical facilities,
we can implement trajectory data mining method to detect the illegal chemical facilities.

However, it is not a trivial task to locate the illegal chemical facilities from the HCT
trajectories directly: 1) there are multiple reasons to generate a stay point in a trajec-
tory, e.g., at gas stations, parking lots, restaurants, etc; and 2) due to the inefficiency of
traditional methods, we have very limited labels of illegal chemical facilities.

In this paper, we design a novel approach called ICFinder+ to solve the illegal haz-
ardous chemical facility detection problem. ICFinder+ contains two main parts: 1) Can-

didate Location Discovery, which discovers candidate locations based on the stay points
from the HCT trajectories; 2) Illegal Facility Detection, which extracts spatio-temporal
and contextual features from trajectories and then detect illegal facility locations in a rank-
ing manner. Moreover, we implement a supervision system and put it into real use. The
main contributions of the paper are summarized as follows:

• We propose a novel and ubiquitous way to locate the illegal hazardous chemical fa-
cilities using HCT trajectories. The proposed method overcomes the drawbacks of
coverage and massive human effort in the traditional methods.

• A two-step model is employed to discriminate the illegal hazardous chemical facilities
in the paper. The candidate locations are first generated based on the aggregations of
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(a) HCT Truck. (b) GPS Equipment.

Figure 5.2: HCT Regulation.

stay points in the trajectories. Each candidate location is modelled based on its spatio-
temporal and other contextual features to infer the probability to be an illegal chemical
facility.

• The proposed method is evaluated extensively over the real-world HCT trajectories.
The results confirm that our proposed method is more effective than the baseline ap-
proaches.

• To verify real effect of ICFinder+, we implement a real-world system in Nantong, China
since Nov.2020. Extra 20 illegal hazardous chemical facilities was found through our
approach as a supplementary support just after people active screening.

5.2 Overview

In this section, we firstly define the important concepts that used extensively in this paper.
And then, we outline overall framework of ICFinder+.

5.2.1 Definitions and Problem Statement

Definition 17. HCT Trajectory. A HCT trajectory is a sequence of spatio-temporal

points, denoted as tr = ⟨p1, p2, · · · , pn⟩, where each point p = ⟨lat, lng, t⟩ consists of a

location (e.g., longitude and latitude) at timestamp t. Points in a trajectory are organized

chronologically, namely, ∀i < n : pi.t < pi+1.t. The set of trajectories is T .
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Definition 18. Stay Point. A stay point is a sub-sequence of a trajectory, which means a

moving object stays in a geographic region for a period of time. Mathematically, given

a distance threshold Dmax and a time threshold Tmin, ⟨pi, pi+1, ..., pj⟩ is a stay point sp,

if distance(pi, pk) ≤ Dmax(∀k ∈ [i + 1, j]), distance(pi, pj+1) > Dmax (if i < n), and

|pj.t − pi.t| ≥ Tmin. The set of stay points is P . The coordinate and time of a sp is

estimated using its spatial and temporal centroid:

sp.lat =

∑j
i=k pk.lat

j − i+ 1
, sp.lng =

∑j
i=k pk.lng

j − i+ 1
,

sp.t = pi.t+
pj.t− pi.t

2

(5.1)

Definition 19. Candidate Location. A candidate location is a spatial area, which is

generated by a group of spatially correlated stay points from the trajectories. Location is

defined as lc = ⟨lat, lng⟩. The set of candidate location is Lc

Definition 20. White List. The white list is a list of facilities, where hazardous chemicals

can be legally manufactured and processed (denoted asW). The type of a facility inW
can be classified into two categories: 1) consumer; and 2) producer.

Consumers can legally consume the hazardous chemicals, and are denoted as C. Pro-

ducers can legally produce hazardous chemicals, and are denoted as P . W = C ∪ P .

Each facility in W contains the following properties: 1) name of the facility; 2) permitted

hazardous chemical list (producer only); and 3) location , lw = ⟨lat, lng⟩.

Definition 21. Illegal Hazardous Chemical Facility. Illegal hazardous chemical facil-

ities store or consume hazardous chemicals without the proper registration. The illegal

hazardous chemical facility is denoted as li = ⟨lat, lng⟩ and the set of illegal hazardous

chemical facilities is I.

Problem Statement: Illegal Hazardous Chemical Facility Detection. Given locations

Lc = {lj|j ∈ 1, ..., n} generated from HCT trajectories T and a white listW , we aim to

develop a system to infer the locations of illegal chemical facilities I.

5.2.2 Overall Framework

The modeling framework of illegal chemical facilities detection is illustrated in Fig-
ure 5.3, which consists of two main components:
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Figure 5.3: Modeling Framework.

Candidate Location Discovery. This component discovers the candidate locations of
illegal chemical facilities with HCT trajectories, a white list, points-of-interest (POI). In
this comment, three main steps are performed: 1) Noise Filtering, which removes the
outlier GPS points in the HCT trajectories; 2) Stay Point Detection, which extracts all the
stay points from trajectories; and 3) Location Discovery, which generate the candidate
locations based on the clustering results of the stay points (detailed in Section 5.3).
Illegal Facility Detection. This component determines if a candidate location is a illegal
chemical facility according to its probability to have loading/unloading events. In this
component, we first labels the candidate locations based on the white list and domain
knowledge, and then extract features via HCT trajectories and the corresponding contexts.
Finally, a ranking model is used to detect illegal hazardous chemical facilities (detailed in
Section 5.4).

5.3 Candidate Location Discovery

In this component, we extract the candidate locations from stay points of HCT trajectories
which are stored in JUST [56]. The main intuition here is that HCT trucks have to stop,
when loading/unloading hazardous chemicals. Thus, the stay points are highly related to
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illegal chemical facility locations.
However, there are two main challenges to extract these candidate locations from

the trajectories: 1) the GPS points of HCT trajectories contain some noise, during the
data collection; 2) there are many random stops for an HCT truck during the chemical
transportation.
To this end, in this section, we first process the trajectories with noise filtering techniques
to remove the outlier points. After that, we extracts the stay points from the trajectories
using a spatial clustering algorithm. Finally, the stay points are clustered to generate the
candidate locations, where we can filter the random stops during the transportation.

5.3.1 Trajectory Noise Filtering

Due to the environment features and sensor errors, GPS points in a trajectory may have
some shifts, which introduces difficulty and inaccuracy for the further analysis. In our
model, we employ a heuristic-based outlier detection algorithm [139] to remove the noise
points. In this algorithm, we first calculate the travel speed at each GPS point based on the
time interval and moving distance between a point and its precursor. The current evaluated
point will be filtered out from the trajectory if its speed is higher than a threshold. In our
setting, the speed threshold is set as 130 km/h since the moving speed of a HCT truck
would rarely exceed this threshold.

5.3.2 Stay Point Detection

In this step, we identify all the stop events from the HCT trajectories by extracting the stay
points using a clustering-based algorithm [55]. The algorithm first checks if the distance
between an anchor point and its successors in a trajectory is larger than a given threshold
Dmax. After that, the algorithm calculates the time span between the anchor point and the
last successor point within the distance threshold Dmax. If the time span is larger than a
given threshold Tmin, a stay point is identified and returned. In this problem, based on the
experts domain knowledge, we set the parameters as: Dmax = 100m, Tmin = 15min.

5.3.3 Candidate Location Generation

The candidate location is generated by clustering a set of spatially related stay points, as
each individual stay point in the trajectory may be generated by various random reasons.
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Besides, if the candidate location is the destination for a HCT truck, there must be a set
of stay points clustered nearby.

To this end, in this step, the candidate location is discovered from stay points via
clustering. The centroid of the cluster is set as the position. Since staying area might be
in different scale, we generate locations from stay points by using density-based clustering
of applications with noise (DBSCAN) [24]. DBSCAN groups together points based on a
maximum radius of the neighbor measurement ϵ and a minimum number of points in an
ϵ-neighbor of that point minPts. It first finds the points in the ϵ-neighbor of every point,
and identifies the core points which are the points if at least minPts points are within
distance ϵ of it. Then, DBSCAN selects the connected components of core points on the
neighbor graph. Finally, it assigns each non-core point to a nearby cluster if the cluster is
an ϵ-neighbor. The centroid of a cluster is the position of the candidate location. In this
work, we try different parameter combinations and find that a good candidate location can
be generated when ϵ = 50m,minPts = 8 .

5.4 Illegal Facility Detection

In this component, we apply a deep learning model to detect if a candidate location is an
illegal hazardous chemical facilities.

The most straightforward solution to tackle the problem is classifying the candidate
locations directly. However, only 22 illegal chemical facilities were detected in history,
which makes it impossible to train the model with such limited labels. On the other side,
there usually are some loading/unloading events at the chemical facilities.

Therefore, to detect the illegal chemical facilities, we only need to find all the candi-
date locations, which have loading/unloading events and are not on the white list.

To this end, we first label the candidate locations, based on the white list and the
domain knowledge. Then, we train a model to predict if an uncertain location has the L/U
events.

5.4.1 Location Labeling

In this step, we first categorize the locations into three groups: 1) white-listed L/U Loca-
tions; 2) Non-L/U Locations; and 3) Uncertain Locations. The details of each group are
as follows:
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• White-listed L/U location, which is a candidate location that has the loading/unloading
events near a legal chemical facility. A candidate location is labeled as the white-listed

L/U location if it is within 50 meters of a location in the white list.

• Non-L/U location, which is a candidate location that does not have loading/unloading
events. Based on the domain knowledge, it is not possible to have any chemical load-
ing/unloading events near some acceptable POI types, e.g., parking lots, toll stations,
and service areas. As a result, a candidate location is labeled as the non-L/U location if
there is an acceptable POI within 50 meters.

• Uncertain location, which are all the candidate locations that are not labeled by the
above heuristics. All the potential illegal chemical facilities are included in this set.

The first two groups of locations are used as positive and negative labels to train the
L/U locations detection model. All the uncertain locations are used for illegal chemical
facility detection.

5.4.2 Feature Extraction

In this step, we extract representative features to identify candidate locations with load-
ing/unloading events. However, there is a challenging, as both legal and illegal chemical
locations have L/U events, but many of their features are very different. Therefore, it will
be inaccurate, if we use the features, which are only valid at the legal chemical locations
(or white-listed L/U locations), to detect the loading/unloading events at the uncertain lo-
cations (i.e., illegal chemical facilities). For example, illegal chemical locations are more
likely to locate in rural areas compared with legal chemical locations, and illegal chemical
locations tend to be visited by fewer HCT trajectories according to their scale.

To this end, we should only select the features that are shared at both the legal and
illegal chemical facilities, but, at the same time, are very different from the Non-L/U
locations. Based on our observation, the key difference here is that, comparing to the Non-
L/U locations, legal and illegal chemical facilities are destinations of a transportation and
consume meaningful chemical combinations. Therefore, we select the features as follows:
Truck Behavior Features. To identify a destination in a trip, we extract the stay duration
and turning angles, as follows:

• Stay Duration. It is quite intuitive a L/U event usually requires a significant amount
of time to proceed. Thus, we extract the average, standard deviation, 20% and 50%
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(a) Turning Angle. (b) Origination Comparison.

Figure 5.4: Intuitions for Feature Extraction.

percentiles value of stay duration to characterize the stay temporal behavior of HCT
trucks at the candidate location.

• Turning Angles. It reflects the intention of the stay if it is a destination. Intuitively,
HCT trucks will take a U-turn and go back after loading/unloading chemicals. A turning
angle is calculated by connecting 1)the GPS points that are one minute before the stay
point; 2) the centroid of stay point; and 3) the GPS point that is one minute after the
stay point, as shown in Figure 5.4(a). We extract the feature by averaging the turning
angles of all stay points at the candidate location to indicate if the visits are intentional.

Goods Features. Based on the domain knowledge, all of the chemical facilities, whether
legal or not, require limited combinations of hazardous chemicals. Thus, only limited
types of hazardous chemicals will be delivered to L/U locations, while there will be mul-
tiple types of hazardous chemicals showing in non-L/U locations. However, we do not
know what kind of chemicals are delivered in each HCT trajectory and we do not know
whether the HCT trucks contain chemicals or not when stopping by the non-L/U loca-
tions. Only the types of permitted chemicals are provided for each producer in L/U loca-
tions. Therefore, we need to infer the hazardous chemicals distribution for L/U locations
and non-L/U locations via HCT trajectories .

1. Latent Chemicals Distribution in L/U Location: In this step, we learn the latent
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Figure 5.5: Figures.

related chemicals for the producers and consumers. First, we leverage the permit-
ted chemicals from producers, and the transportation relation between producers and
consumers to construct a heterogeneous graph, i.e., Hazard Chemicals Transportation
Graph (HCTG), as shown in Figure 5.5(a). There are three types of nodes in HCTG:
hazardous chemicals H, producers P , and consumers C. P and C are all derived from
the white list, and H is the set of all hazardous chemicals that have appeared in all
the producers. The edges between hazardous chemicals and producers are constructed
if a producer can produce a specific chemical, and the weight is set to 1. The edges
between producers and consumers are constructed by HCT trajectories. If the HCT
trucks stay at a producer and a consumer consecutively, we add a heterogeneous edge
between the producer and the consumer. The weight of the edge is set according to
the total number of trips from the producer to the consumer. Then, we apply a het-
erogeneous graph representation learning algorithm Metapath2vec [23] to learn the
embeddings of each producer and consumer in the graph, which reflects its latent re-
lated chemicals.

2. Latent Chemicals Distribution in non-L/U Location: The HCT trucks carry chem-
icals from facilities in the white list to a-non L/U location to have a rest. Thus, we
aggregate by weighted average the embeddings of L/U facilities that each truck has
stayed before coming to the current location to capture the latent chemical distribution
in the non-L/U locations
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Context Information. The HCT trucks may stop by multiple locations. With the context
information, we can have a better understanding of the stop’s purpose. As shown in Figure
5.6(a), the vehicle usually leaves chemical facility A and arrives at facility B, but one day
it stops at an unknown place C. Then we may consider C as an illegal chemical facility.
And in case II (shown in Figure 5.6(b)), the vehicle leaves home, stops at an unknown
location, and finally arrives at a restaurant. We may consider the unknown place as a
normal area since the driver may have a rest.

Figure 5.6: Cases of context information

To extract the context information, the most straightforward approach is to use a re-
current neural network to learn the latent representation of a group by trajectories which
pass through a target stay area. Usually, we use POI or road network to represent a lo-
cation. However, the high-dimensional feature sequence will suffer from the curse of
dimensionality. Thus, we implement an autoencoder to learn the embedding of the target
location. Specifically, we select all the trajectories which pass through the target stay area,
and for each trajectory, we implement an LSTM to get the trajectory embedding. Then
we merge them all and employ another LSTM with a self-attention module to learn the
overall embedding.
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5.4.3 Candidate Location Modeling

After extracting features of candidate locations, we train a binary classification model to
detect the L/U locations and then rank the probabilities of uncertain locations to detect
illegal facilities. During the training phase, we employ L/U locations as the positive labels
and Non-L/U locations as the negative labels. During the actual deployment, we predict
the probability of L/U locations for all uncertain locations and report the top candidate
locations to the government. Figure 5.7 shows the architecture of candidate location
selection, named LUInf, which first extracts the location and goods features, and then
learns the context information, and finally merges these two parts as the red one to predict
the loading/unloading patterns.

Figure 5.7: Architecture of Candidate Location Selection

5.5 Experiment Evaluation

In this section, we first describe the real dataset used in the experiments. After that,
we design three experiments to evaluate the effectiveness of ICFinder: 1) the correction
of identifying the L/U patterns at the candidate locations; 2) comparing ICFinder with
other traditional end-to-end methods on the same dataset; 3) the coverage of the historical
labeled data via ICFinder ranking.
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5.5.1 Data Descriptions

The datasets used in experiments are all collected from the City of Nantong, China. The
detailed descriptions are as follows:
HCT Trajectories. HCT trajectory datasets contain the 59.74 million GPS points gen-
erated by 2,891 HCT trucks which are operated in the City of Nantong, over a period of
5 months (i.e., from June 1th to October 31th, 2020). Each trajectory contains a truck
ID, a series of GPS points and the corresponding timestamp. The average sampling time
interval is around 2.5 minutes.
White List. The white listW contains 8512 facilities with 2,011 producer facilitiesP and
6,501 consumer facilities C. The total number of hazardous chemical items H is 1,347
while 35% of them only produced by less than 4 facilities we only use 875 of them.
POI. The POI dataset contains a total of 415,639 POIs, and are categorized into 22 dif-
ferent types.
Ground Truth Labels. Our ground truth labels come from reports of local government
screening operations at the same time period of the trajectory data. We have a total of 22
verified illegal hazardous facilities.

5.5.2 Evaluation of L/U Pattern Modeling

In this experiment, we evaluate the effectiveness of different ranking methods. The train-
ing data is collected with 3752 Non-L/U locations from the local authority and sampled
3652 L/U locations using the method described in Section 5.4.1. We use 60% locations
for training, 10% of locations for validating, and the rest 30% locations for testing.
HCTG Embedding Learning. The embedding of the candidate locations is calculated
based on the HCTG. We generate 500 random walks for each node in the length of 50.
The embedding size of the node is set as 64. During training process, the learning rate is
initialized as 0.025 and adjusted with cosine annealing scheduler.
Evaluation Metric. We use precision, recall, F1-score as the evaluation metrics. Specif-
ically, we count the number of True Positive NTP (correct identification of L/U loca-
tion), False Positive NFP (incorrect identification of non-L/U location) and False Negative
NFN (incorrect identification of L/U location) to calculate them:
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Table 5.1: Results of L/U Pattern Modeling
F1 Recall Precision

SVM 0.8889 0.8970 0.8810
MLP 0.8631 0.8424 0.8742
XGB-driver_behavior 0.7229 0.7273 0.7186
XGB-goods 0.8704 0.8545 0.8868
XGB 0.8968 0.9212 0.8736
LUInf 0.9351 0.9427 0.9276

Precision =
NTP

NTP +NFP

, (5.2)

Recall =
NTP

NTP +NFN

, (5.3)

F1 =
2Precision×Recall

Precision+Recall
. (5.4)

Candidate Models. We compare the effectiveness of different classical machine learn-
ing classification methods of Multi-Layer Perception (MLP), Support Vector Machine
(SVM), Xgboost (XGB) and LUInf.
Variants. We also compare our methods with three variants:

• XGB-Truck Behavior Features, which only uses truck behavior features and predicts
the L/U patterns with XBG.

• XGB-Goods Features, which only uses goods features and predicts the L/U patterns
with XBG.

• LUInf-Context Features, which uses all the features without context features and im-
plements the model with XGB. This model is implemented in ICFinder [142].

Results. The results are shown in Table 5.1, where all of the classification models achieve
a high level of accuracy and recall. Particularly, LUInf with all the features, achieves the
best performance. The results of variants indicate that both driver behavior and goods
features are important in improving the effectiveness. Moreover, the context features
contribute even more significantly to the results.
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Table 5.2: Results of Illegal Facility Detection
AUC

MLP 0.57
SVM 0.61
XGB 0.65

ICFinder 0.89
ICFinder+ 0.93

5.5.3 Evaluation of Illegal Facility Detection

In this experiment, we compare our methods with models that directly trained with the
limited the labeled illegal chemical facilities.
Baselines. We employ the same classification model and the following features.

• Spatial Features: 1) POI category distribution; 2) total length of road network; and 3)
number of road intersections.

• Temporal Features: 1) the average of stay points per day; 2) the average number of
unique drivers per day; 3) the mean and variance of vehicles staying time, and 4) the
average turning angles of vehicles.

Baselines are trained on 60% of those labeled data and compared with our method trained
on Section 5.5.2. Then the left 40% of data are used for testing.
Evaluation Metric. For this imbalance binary classification task we evaluate the per-
formance by AUC (Area under the ROC Curve) which reflects model performance with
different discrimination thresholds.
Results. The results are shown in Table 5.2. As we can see, although our method is not
directly trained on the labeled anomaly data, ICFinder is 0.24 higher than the best base-
line with XGB and ICFinder+ outperforms ICFinder by 4%. Our method can accurately
capture the loading/unloading patterns. Although baselines learned from data of anomaly
locations directly and used more features, the anomaly locations vary with each other in
many ways and can not be learned well with limited labels. The result confirms that the
loading/unloading pattern is the most significant factor, and therefore leads to the best
results.
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5.5.4 Ranking Results

To objectively demonstrate the effectiveness of our method, we mix the 22 labeled ground
truth and 1,142 uncertain locations discovered by our candidate location discovery com-
ponent, and rank them by the probability of L/U in descending order. Then, we evaluate
the number of recovered cases in the top-k list. For top-5, top-10 and top-15 list, there are
1, 3, and 6 cases recovered in the lists, respectively.

It is confirmed that our method effectively detect the facilities that was originally
detected by the traditional approaches. For the other high ranked candidate locations, all
of them are sent to the government officials as the tips for their next operation, detailed in
the next section.

5.6 Related Work

In this section, we summarize the related work in three main areas: 1) HCT problem; 2)
trajectory data mining; 3) urban computing.
Hazardous Chemical Transportation Problem. The problem of hazardous chemical
transportation (HCT) attracts great attention in urban management since it is ubiquitous
and dangerous. In academia, tremendous efforts have been devoted to dealing with HCT
problem [112, 46, 108, 109, 88, 26, 87]. Kara et al. [46] addressed the problem of
HCT route planning by focusing on the nature of the relationship between the regulator
and carriers. Fabiano et al. [26] presented a site-oriented framework for hazardous
chemical facilities risk assessment. Planas et al. [87] provided a monitoring system to
monitor HCT trucks based on regional responsibilities. Wang et al. [112] proposed a
system for risky zones identification based on HCT trajectory data and human mobility
data. However, most existing literature rely on that the locations of hazardous chemicals
facilities are known, as opposed to our object which the illegal facilities locations are
unknown and need to be detected.
Trajectory Data Mining. Trajectory data mining is a general research area which studies
discovering various knowledge from massive trajectory data [139], such as map genera-
tion [97], driver behavior analysis [92], taxi demand prediction [125], etc. In particular,
Lian et al. [63] proposed a Collaborative Exploration and Periodically Returning model
to predict whether people will seek new locations to visit. This problem is similar to verify
whether a location is visited by HCT drivers to do L/U behavior. However, they extracted
a large number of spatial-temporal context features for the prediction, while we cannot
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utilize such features which was fully considered in the Section 5.4.2 so that we need to
come up with other effective features. Bae et al. [6] used stay points clustering and pat-
tern mining to identify suspicious locations, while they did not consider the correlations
among different locations, which was important in hazardous chemicals business.
Urban Computing. Urban computing [140] is a general research area which integrates
urban sensing, data management and data analytic together. In particular, a lot of previous
works help government with urban planning, such as bike lane planning recommendation
[9], traffic estimation for urban deployment plan [135]. In addition, some efforts have
been dedicated to public security, such as crime rate inference [111], unregistered taxi
drivers identification [92], crowd flow alert [133], fire risk prediction [76]. To improve
the scalability and efficiency of urban trajectory data mining applications, some trajectory
data management systems are developed [56, 58, 57, 96]. In this work, we study HCT
trajectories and provide ICFinder to solve the illegal chemicals facilities problem.

5.7 Conclusion

In this paper, we proposed a novel approach called ICFinder+ to find out unregistered
or unqualified hazardous chemical facilities by mining HCT trajectories. We converted
the problem of detecting illegal hazardous chemical facilities into that of modeling load-
ing/unloading location patterns and trained the model by incorporating white lists and POI
data. Full-fledged trajectory features, including spatio-temporal, HCT-behavioral, goods
embedding and contextual features, were taken into consideration in loading/unloading
modeling. The feasibility and the ubiquity of ICFinder+ were evaluated with a reason-
ably big volume of real-world data.

On the basis of ICFinder, we have implemented a real-world application system,
which was deployed in Nantong, China since Nov.2020. Since then extra 20 illegal fa-
cilities have been found out from the same areas that were fully screened by professional
people before.

We are willing to achieve more precise ranking through the following future works:
1) As the label data accumulates, we are to incorporate integrated anomaly detection
methods.2) We are to scrutinize the difference between illegal facilities behaviours that
might enable us to extract other features or make more particularity models. 3) We are
to better enable the fusion of other kinds of data sources and use the integrated data to
further increase the precision.
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Chapter 6

Learn2Stay

6.1 INTRODUCTION

The stay point detection is a common problem in trajectory data mining. Researchers
use stay points to understand the semantics of location and human mobility. However,
traditional stay point detection algorithms are highly dependent on the GPS data [72, 114,
48, 120, 141]. Although GPS devices have been widely used to locate various types of
moving objects, it is still difficult for city managers to collect all objects’ GPS data. In
fact, the government only has access to GPS data for a small percentage of objects. Fortu-
nately, there are a large number of sensors which determine the present location installed
in urban space, such as cameras, ETC, base stations, etc. Such third-party sensing devices
offer a whole new opportunity to solve the problem of stay point detection. Among them,
surveillance cameras are the most widely used. By 2018, more than one billion surveil-
lance cameras were deployed worldwide [10]. These cameras help governments manage
their cities more efficiently. Compared to GPS devices, surveillance cameras have the
following three advantages:

• Easy access: Compared to GPS devices, which are prone to privacy, irregular oper-
ation, and equipment failure, surveillance cameras are installed and maintained by
city managers in a unified manner, allowing stable collect objects’ camera records.

• Wide coverage: All moving vehicles and major areas in the city can be monitored
by surveillance cameras. For GPS trajectories, only a portion of vehicle trips can
be accessed, which is a barrier to understanding traffic patterns.
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Figure 6.1: Example of Camera Record with Stay Point.

• Private friendly: Surveillance cameras are able to perceive the mobility in the urban
space without acquiring details of the object’s trajectory.

Due to the development of computer vision, researchers are able to use videos or
snapshot data from surveillance cameras to recover the object’s trajectory [66, 106, 137,
127], which is the basis of our work. There are rich application scenarios for inferring
the stay area based on such sparse trajectories: 1) Manage special vehicles. For special
vehicles, stay event often indicates potential safety risks. For example, the stay locations
of chemical transport vehicles reveal illegal chemical storage, and the stay locations of
construction waste transfer vehicles relate to illegal dumping. 2) Discovering potential
popular areas. Because of the wide coverage of surveillance cameras, we are able to
discover popular areas of the city without bias compared to the traditional method using
taxi trajectory. 3) Mining vehicles’ mobility. The stay behavior can reflect the travel
intention of the object. However, the semantic information of the camera visited by the
vehicle is limited. The sequences of stay areas inferred from surveillance camera records
are able to model the mobility of objects better.

Generally, when a vehicle travels on the road network, it is captured by the surveil-
lance camera and generates a vehicle-device binding access record through object detec-
tion and license plate recognition technology. Figure 6.1 shows a trajectory with stay
points, the green line indicates the real trajectory of the vehicle, and the dots indicate the
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camera position. When the vehicle passes the camera in order, some camera records are
generated, such as the blue icon. Obviously, the sparse trajectory composed by camera
records is a down-sampling of the real trajectory of the object, which presents a huge un-
certainty when used in the stay point detection problem. Uncertainty is mainly reflected
in three aspects:

1) Stay Event Uncertainty. For two consecutive camera records with stay points, the
time interval is divided into two parts, the stay time and the moving time. According
to the definition of stay point [139], when the stay time at a location is greater than the
threshold, a stay event is considered to occur. However, the stay time within the blind
spot of the cameras is difficult to estimate due to the fact that the camera record unlike the
GPS trajectory isn’t updated according to the fixed frequency, as shown in Figure 6.2(a).
It is not possible to detect whether the stay events have occurred from the camera record
using the traditional method.

2) Stay Area Uncertainty. Although the cameras have wide coverage, most of them
will only be deployed at key nodes of the road due to resource limitations which leads to
a blind spot between cameras. We statistics all two consecutive camera records having
stay points and estimate the potential stay area using the spatial distribution of real stay
points as in Figure 6.2(b). Figure 6.2(b) shows that the greater the range of locations
where the vehicle may stay when two consecutive cameras are positioned further apart.
And, there are more than 75% records whose potential stay exceeds 10 square kilometers.
Traditional stay point detection algorithms cannot be applied to such sparse trajectories.

3) Instability of the surveillance camera. Affected by the environment and detected
objects, surveillance cameras make recognition errors once in a while, which are most
commonly in false alerts and missed detection. Taking Figure 6.2(c) as an example, when
a missed detection occurs, it can further enhance the stay area uncertainty because of the
missing next record. And false alerts are produced as noise samples which have a negative
impact on modeling stay areas.

To overcome the uncertainty, we design a two-stage approach where the algorithm
first detects whether a stay occurs within each of two consecutive camera records, which
is used to eliminate the effect of stay event uncertainty. In the second stage, inspired
by recommendation systems, we propose a layer-by-layer solution process combining
coarse-grained and fine-grained selection to reduce stay area uncertainty. Specifically,
the coarse-grained selection module uses the spatial distribution of stay points to generate
the candidate region set as initialization, and the fine-grained selection module infers the
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exact stay areas by modeling the stay probability of each region within the candidate
region set.

To this end, we propose and implement a novel framework for stay area detection,
named SAInf (Stay Area Inference). SAInf automatically mines the vehicle stay areas by
modeling the stay behavior. The proposed framework contains three main components: 1)
data pre-processing, which cleans, detects the stay points from the GPS trajectories, and
assigns the stay points to the corresponding camera record pairs. 2) Stay event detection,
which detects stay events within camera record pairs by testing travel speed. and 3) stay
area identification, which generates candidate regions by modeling the spatial distribution
of stay points and selecting the most likely stay area in its candidate region set. The main
contributions of the paper are summarized as follows:

• As far as we know, our work is the first research to perform the stay point detection
problem on a sparse trajectory. We analyze the stay point detection problem under
a sparse trajectory setting and present the problem formulation and challenges in
this paper.

• A novel stay point detection framework is proposed, called SAInf. SAInf pro-
vides a standardized pipeline for addressing the uncertainties from camera records.
Noteworthy, we also design a model called StayNet for fine-grained stay area iden-
tification. StayNet models the complex relationship between candidate regions and
stay points, taking account of various factors.

• We evaluated the proposed method using a real dataset from Nantong, China. The
results show that our method is efficient, with a performance improvement of about
58% compared to the current state-of-art baseline.

• A service based on SAInf is deployed in real-world applications.

6.2 OVERVIEW

In this section, we first give some preliminaries and used notations, then we define the
stay point detection problem under sparse trajectory and outline our solution framework.
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Figure 6.2: Challenges to Identify Stay Areas.

6.2.1 PRELIMINARY

Definition 1 (Region): To simplify the problem, we partition a city into disjointed M×N

grids based on latitude and longitude, where a grid denotes a region. All the grids form
a region set R = {rii, rij, . . . , rmn}, where rij is the cell region in the i-th row and j-th
column of the grid map.

Definition 2 (Camera Check-in Point): In the sparse trajectory setting, we call the
camera record is camera check-in point. A surveillance camera record is generated when
a vehicle passes a camera. The record contains the mobility of the vehicle, denoted as
a 3-tuple ccp =< vid, cid, t >, where vid denotes vehicle ID, cid indicates the visited
camera and t is the visit time. A camera is bound to a fixed location location(cid) =<

latcid, lngcid >.
Definition 3 (Camera Check-in Pair): A camera check-in pair consists of two consec-

utive camera check-in points. The pair is represented as ccpr =< ccpi, ccpi+1 >, where
ccpi denotes a camera check-in record. For simplicity, we use the CC pair to indicate it.

Definition 4 (GPS Trajectory): A trajectory is a sequence of GPS points, denoted as
tr =< p1, p2, . . . , pn >, where each point p =< lng, lat, t > indicates the longitude and
latitude at a location time t. The points in the trajectory are organized chronologically.

Definition 5 (Stay Event): A stay point sp means that a moving object stays in a
geographic region for a while, which is a subsequence of GPS trajectory. Formally, given
a distance threshold Dmax and a time threshold Tmin, < pi, pi+1, . . . , pj > is a stay point
sp while distance(pi, pk) ≤ Dmax(∀k ∈ [i+ 1, j]), distance(pi, pj+1) > Dmax(if j <

n) and |pj.t − pi.t| ⩾ Tmin. The time interval of a sp is pj.t − pj.t. In our work, we
are more concerned with whether and where the moving objects stay than with the time
interval of stay points. Therefore, stay points are regarded as stay events, and stay points
correspond to stay events one by one.
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Problem Statement. Given historical GPS trajectories TR = {trj|i ∈ [1, . . . , p]}
and CC pairs CCPR = {ccpri|i ∈ [1, . . . , q]}, the stay point detection problem under
sparse trajectory setting is to infer regions to stay.

6.2.2 Framework Overview

The system framework of SAInf is elaborated in Figure 6.3, consisting of three compo-
nents:

Data Pre-processing. This component with the CC pairs and GPS trajectories per-
forms three main tasks.1) Trajectory Noise Filtering, which is used to remove outlier GPS
points. 2) Stay Point Detection, which extracts all stay points from GPS trajectories as
ground truth. 3) Stay Pair Matching, which matches CC pairs with stay points in chrono-
logical order.

Stay Event Detection. This component provides a pipeline for detecting stay events
from CC pairs, considering the difference between the two types of CC pair patterns.
Two main tasks are performed:1) CC pair Modeling , which characterizes the CC pairs
by modeling the travel speed. 2) Stay Query Pair Detection, which builds a stat model for
two types of CC pairs to detect if the stay event occurs within CC pairs.

Stay Area Identification. This component receives CC pairs having stay events.
Two steps are designed in this component to estimate the stay area: 1) Candidate Regions

Generation, which generates a candidate region set for initialization by modeling the
spatial distribution of real stay points. 2) Stay Area Selection, which builds a deep learning
model to estimate stay probability in each candidate region, and output the top-k regions
with the highest probability.

Specifically, CC pairs and GPS trajectories are fed into the framework in the offline
learning phase, then the SAInf detects the stay events from the GPS trajectories as ground
truth. SAInf extracts stay patterns by learning the relationship between CC pairs and their
corresponding stay events. In the online inference phase, the SAInf receives CC pairs
and uses the trained stay detection module and stay area identification module to infer the
regions where vehicles stay.

6.3 Data Pre-processing

In this component, trajectories are cleaned, and stay points are extracted. Then the stay
points and CC pairs are matched in chronological order.
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Figure 6.3: System framework.

6.3.1 Trajectory Noise Filtering

The GPS trajectories generated by a vehicle usually contain noise points. For example,
as shown in Figure 6.4(a), the error of p4 and p6 might be several hundred meters away
from its true location due to the urban canyon effect. Such noise points would affect the
quality of stay point detection. A heuristic-based approach proposed in [139] is used to
filter noise points in trajectories. The algorithm sequentially calculates the traveling speed
for each point in a trajectory based on its precursor and itself. If the speed is larger than
the threshold, the current examined point is removed from the trajectory. In this example,
if v34 and v56 are larger than the speed threshold, they are removed from the trajectory.
The speed threshold is set to 72km/h since the moving speed of a vehicle in urban space
would rarely exceed this threshold.
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6.3.2 Stay Point Detection

Based on the cleaned trajectories, we extract all stay points from them. We use stay points
as ground truth for modeling the relationship between stay points and CC pairs. The stay
point detection algorithm proposed in [55] is employed. The algorithm first checks if the
distance between an anchor point and its successors in a trajectory is larger than a given
threshold Dmax. In the example shown in Figure 6.4(b), p3 is the current anchor point,
and p4 to p7 are its successors within Dmax. It then calculates the duration between the
anchor point and the last successor within Dmax (p3 and p6). If the duration is larger
than the given temporal threshold Tmin, a stay point is detected (p3 to p6), and the anchor
point moves to the next point after the current stay point (p7). Otherwise, the anchor
point moves forward by one (p4). This process is repeated until the anchor point moves
to the end of the sequence. The algorithm has the chance to generate stay points that are
temporally consecutive, which makes little difference for stay area detection. Therefore,
we also merge those consecutive stay points. We tried different parameter combinations
and found that most delivery time of waybills can be included in stay points when we set
Dmax = 50m and Tmin = 300s.

6.3.3 Stay Pair Matching

In order to mine the relationship between the CC pair and the stay location, we need
to match the corresponding stay points for each CC pair. Referring to the process of a
vehicle being recorded by the camera while driving on the road network, the vehicle first
is caught by camera A, then moves into the blind spot where may stay, and finally is
caught by camera B to generate a complete CC pair. A natural idea is to match the stay
points in the CC pair time range according to the temporal order. We propose to use the
visit time of the CC pair and the start and end times of the stay points to match the stay
points sandwiched in the corresponding CC pair. After the stay pair module, stay CC
pairs and non-stay CC pairs are generated for stay detection.

6.4 Stay pair Detection

In this component, We detect whether stay occurs within each CC pair so that we can more
accurately model the stay area based on the detected CC pairs in the later component.
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Figure 6.4: Example of Pre-Processing.

6.4.1 Motivation

The stay pair detection mainly consists of two steps: 1) CC pair modeling, which models
all CC pair based on travel speed; 2) Stay query pair detection, which detects stay points.
This is inspired by two insights discovered in the dataset:

Unbalanced data distribution in the camera OD pair: In general, an intuitive idea
is that stay events are based on the distribution of historical travel duration for each CC
pair, since vehicles spend more time cost in passing through a CC pair with a stay than a
CC pair without a stay. It requires us to model each possible camera OD pair separately.
However, it is difficult to model each CC pair individually due to the unbalanced data
distribution corresponding to the camera OD pair referring to Figure 6.5(a). Figure 6.5(a)
shows that 60% trips under camera OD pair are less than 10 and 90% trips are less than
100. It shows that it is difficult for us to capture the transportation pattern under each
camera OD pair in its entirety. To make the most of data, we need to model the CC pairs
under all camera OD pairs uniformly.

Positive correlation between distance and travel duration: Because the travel dis-
tance between different camera OD pairs is different, the travel time is still affected by
the distance when the vehicle is driving normally. As an example, there are two CC pairs,
named ccpr1 and ccpr2, the shortest reachable distance between two pairs is 2000 miles
and 100 miles respectively, and the travel time is 7 minutes for both. This is because the
vehicle spends at least 400 seconds passing the two cameras from ccpr1 and the remain-
ing 20 seconds are not enough to generate a stay point that has at least 300 seconds. In
contrast, ccpr2 has a higher probability to generate a stay event due to the actual travel
duration being much longer than the travel duration without a stay event. Figure 6.5(b)
demonstrates the fact that the travel time increases with distance in the camera OD pair,
and the distance used in the figure is the Euclidean distance. Therefore, we need to elim-
inate the effect of distance on travel time when modeling travel time uniformly.
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Figure 6.5: Insights of Stay Pair Detection.

6.4.2 Main idea

Inspired by these two insights, we model all CC pairs uniformly and use distance to
normalize the travel time within each pair by dividing the distance to reduce the effect of
skewed data distribution and distance on travel time. As shown in Fig. 5(b), considering
that the travel duration within CC pairs is proportional to the corresponding distance, we
normalize the travel duration by dividing the distance. The equation is shown as eq. (6.1).
Equation eq. (6.1) describes the statistic si for the CC pair ccpri, ccpri contains two
camera check-in points ccpm and ccpn.

s∗ =
1

s
(6.1)

However, we take the reciprocal of the statistic s∗ instead of s due to the division
by zero problem. Statistic s∗ describes the stay events within the CC pairs in numerical
form which is similar to s. When a stay event occurs, the travel duration becomes longer
under the same travel distance setting and s∗ becomes smaller, and vice versa. Another
advantage is that s∗ describes how fast the vehicle moves between cameras, which is
easier to understand.

In practice, the real routing of the vehicle is unknown due to the problem set. For
simplicity, we use the geographic distance between cameras instead of the real travel
distance. Finally, speed within CC pairs is the statistic for detecting whether the stay
event occurs between cameras.

With the visual analysis in the statistic s∗, it is found that the complexity is less for
the stay pair detection problem. We directly use hypothesis testing [90] to calculate the
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Algorithm 3 Stay Event Detection
Input: stay CC pairs Dstay; unstay CC pairs Dunstay.
Output: stay query pair D̂stay.
Initialize: D̂stay ← ∅; α← 0.05
1: for ccpri ← Dstay ∪ Dunstay do
2: vi ← speed(ccpri);
3: end for
4: Vstay ← {vi|i ∈ Nstay};
5: Vunstay ← {vi|i ∈ Nunstay};
6: ts1 ← hypothesis_testing(Vstay, α);
7: ts2 ← hypothesis_testing(Vunstay, α);
8: while ts2 − ts1 > τ do
9: α← α− δ;

10: ts1 ← hypothesis_testing(Vstay, α);
11: ts2 ← hypothesis_testing(Vunstay, α);
12: end while
13: v∗ ← (ts2 + ts1)/2;
14: for vi ← Vstay ∪ Vunstay do
15: if vi ≤ v∗ then
16: D̂stay ← D̂stay ∪ {ccpri};
17: end if
18: end for
19: return D̂stay

threshold of the statistic s∗ to detect stay events. The pseudo-code of the stay pair de-
tection is illustrated in Algorithm 3, which takes stay CC pairs Dstay and unstay CC pair
Dunsaty, and returns the stay query pair D̂stay from the Dstay. First, algorithm 1 calcu-
lates the speed of each CC pair from the stay CC pair and the unstay CC pair (line 1-2).
The speed from the two types of CC pairs is sampled as the population Vstay and Vunstay,
respectively. Then, the hypothesis testing initialization in the statistics Vstay and Vunstay,
respectively (line 3-5). Next, we perform hypothesis testing on the statistics Vstay and
Vunstay, respectively. For hypothesis test T1 at vstay, each of the two competing models,
the null model, and the alternative model, is separately fitted to the data less than or equal
to threshold v∗. For the hypothesis test T2 in Vunstay, the two models are reversed. Note
that we did not choose the common significance levels α like 0.05 and 0.01 because we
found confusion interval when α was tested using these two values. Confusion interval is
part that falls into either the rejection or acceptance regions of both tests at the same time
making it impossible to discern the test results. Figure 6.6(a) shows the confusion interval
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(c) United Hypothesis testing

Figure 6.6: Examples of Different Significance Levels.

generated at α = 0.01, where the blank part belongs to the rejection region of both tests,
and thus the data in it are neither stay nor normal driving. Similarly, Figure 6.6(b) shows
the confusion interval generated when α = 0.05, where the overlapping part belongs to
the rejection domain of both tests and is rejected by both tests. The data in the confusion
interval in both examples are not discriminable. Therefore, we chose a compromise by
having the acceptance region of both tests be the rejection region of the other. We call
the method United Hypothesis testing. Figure 6.6(c) illustrates such an example (line 5).
More specifically, we use the iterative method to calculate the boundary position of the
united hypothesis test and return the threshold v∗ when the difference between the reject
region position of both tests is less than the threshold τ . Eventually, CC pair D̂stay with
stay events is detected and returned based on threshold v∗ (line 11-14).

6.5 Stay Area Identification

Due to the high uncertainty in temporal and spatial aspects, in order to ensure the perfor-
mance and computational efficiency of the method, we regard the stay region selection
problem as the recommendation problem, inspired by the recommender system [93]. Stay
Area Identification performs coarse and fine selecting in the potential stay areas of each
stay query pair. Specifically, in the coarse selecting process, the algorithm determines the
candidate region set from the stay query pair by modeling the reachable range. In the
refined selecting stage, the algorithm selects the most likely regions from the candidate
region set.

6.5.1 Candidate Regions Generation

The candidate area generation problem for CC pairs is essentially estimating the reachable
range at a fixed start and end location. We denote the start camera check-in location as A,
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(c) Spatial distribution of case II.
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Figure 6.7: Visualization at Stay Points within CC Pairs

108



and the end camera check-in location as B, there are two possible cases to calculate the
candidate region set:

Case I: A and B are in the same location. In this case, the candidate area is a circle.
The vehicle starts from the center of the circle and then returns to the center again. The
radius of the circle is the maximum distance that each CC pair can move at the travel
duration.

Case II: A and B are in a different location. The candidate area is an ellipse with A
and B as the foci, and distance 2a is the distance that can be traveled by the travel duration
within each CC pair. The distance 2c is the geographical distance between two cameras
in the CC pair.

In both cases, the traditional solution is to set a travel speed based on experience
to calculate the maximum travel distance within the travel duration from each CC pair.
However, due to the complexity of vehicle mobility and the diversity of spatial-temporal
context on CC pairs, the travel speed is expected to be dynamic for different cc pairs.
Blindly using a non-universal empirical value can lead to a redundant candidate region
set obtained by the coarse selecting stage, which in turn affects the performance of the
fine selecting stage. To explore the spatial distribution of stay points in the two cases, we
visualized the stay points and camera positions. In particular, for Case II, we normalize
the camera positions so that the camera positions of all CC pairs overlap. Visualization
results are shown in Figure 6.7(a) and 6.7(c). It is found that the stay points are overall
two-dimensional Gaussian distribution around the camera locations. Therefore, we pro-
pose a KDE-based method [121] to select candidate regions. Kernel Density Estimation
(KDE) find potential stay candidate region through fitting the spatial distribution of stay
points in both two types of case.

KDE is a non-parametric method to estimate the probability density function of a
random variable based on kernels as weights. Following the kernel density model, we
define the density score for a stay point x with respect to its CC pair ci as follows:

fh(x) =
1

n

n∑
i=1

Kh (x− ci) =
1

nh

n∑
i=1

K

(
x− ci
h

)
(6.2)

where h represents the bandwidth, x stands for a stay point, ci represents the i-th
camera. Specifically, ci represents the center of the circle in Case I. In case 2, ci represents
the midpoint of the two camera positions. And n represents the number of samples. In
our problem, the samples are the location of stay point, (x − ci) denotes the geographic
distance between the stay point x and the camera ci, and K(.) is the kernel function. We
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Algorithm 4 Candidate Regions Generation

Input: stay query pair D̂stay; region set R
Output: candidate region set S.
Initialize: D̂1

stay ← ∅; D̂2
stay ← ∅; S ← ∅

1: for ccpri ← D̂stay do
2: if dist(ccpri) = 0 then
3: D̂1

stay ← D̂1
stay ∪ {ccpri};

4: else
5: D̂2

stay ← D̂2
stay ∪ {ccpri};

6: end if
7: end for
8: F1 ← KDE(D̂1

stay);
9: τd ← mean(percentile(F1, 95));

10: F2 ← KDE(D̂2
stay);

11: τdr ← mean(percentile(F2, 95));
12: for ccpri ← D̂stay do
13: if dist(ccpri) = 0 then
14: polyi ← circle(τd);
15: else
16: d← dist(ccpri);
17: polyi ← ellipse(d ∗ τdr, d);
18: end if
19: S[ccpri]← spatial_overlap_query(polyi, R);
20: end for
21: return S;

use the Gaussian kernel function in the paper, which is expressed as follows:

K(x) =
1√
2π

e−
1
2
x2

(6.3)

Note that, Figure 6.7(a) and 6.7(c) show some outliers, and they are mostly noise
generated by camera false alert and missed detection. Furthermore, Figure 6.7(b) and
6.7(d), demonstrate the fact that more than 90% x in both type cases are concentrated
within a certain range of the center ci. Because distance cannot be directly compared in
the normalized spatial distribution, the distance ratio in Figure 6.7(d) is used instead of
distance, which refers to the ratio of a to c in the ellipse. Based on the above two facts,
we used the 95th percentile of the obtained two-dimensional Gaussian distribution as the
maximum boundary of the potential stay region after fitting the spatial distribution with
KDE.
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Specifically, for Case I, we use the 95th percentile as the boundary of the candidate
region. The polygon corresponding to the boundary is used as the radius of the candidate
circle region according to the average distance from each vertex to the center for simplic-
ity (line 6-7). Similarly, for Case II, Algorithm 2 use the 95th percentile as the boundary
of the candidate ellipse region, and return polygon corresponding to the boundary (line
8-9). The average distances which from each vertex to the two focis is 2a and the distance
between the two normalized cameras is 2c in the ellipse. To ensure the dynamics of the
boundary, we use the distance rate a/c to calculate the adaptive boundary of the candi-
date region instead of the fixed spatial threshold. In this setup, the 2a in candidate ellipse
region is able to vary with the distance between the two cameras in the CC pair. Finally,
the algorithm 2 preform spatial overlap query between the candidate circle and ellipse
regions and the predefined regions, and return the overlapping regions as candidate sets
(line 10-17).

6.5.2 Stay Area Selection

In the previous process, the candidate region generation module estimates adaptive range
thresholds to generate the candidate region set for each stay query pair. Then, our task
is to select n stay regions from the candidate region set as the output in the stay area
selection module. However, because of the complex the stay pattern, three challenges
arise. The first challenge is how to model the relationship between spatial regions and
stay points. Second, representing the spatio-temporal context of the stay query pair is the
second challenge considering the rich spatio-temporal relationships in CC pairs. Finally,
how to effectively fuse these information to model the stay probability in each region
from candidate region set is another challenge.

Main Idea. To overcome these problems, we obtained three insights as follows by an-
alyzing the historical stay points. The heat map of vehicle stay at various POIs and periods
is presented in Figure 6.8(a). It indicates that stay pattern in same type of vehicles tends
to be similar, similar in the sense that vehicles will stay at similar locations during simi-
lar time periods. For example, hazardous chemical vehicles need to transport chemicals,
they often stay near companies, stores, medical and other facilities centrally. And taxis
are more inclined to visit hot spots frequently. We propose to capture the spatio-temporal
information of the stay query pairs through time periods, passing camera locations and
weather, etc. Furthermore, Vehicles’ stay behavior is purposeful and is relevant to region
semantically. Relying on the fact that semantic information of the region is described by
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(a) Stay Point Heatmap.
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(b) Historical Stay Preferences.

Figure 6.8: Insight of Stay Area Selection.

the contained POI, we naturally use POI to represent regions to further model the rela-
tionship between stay points and regions. Figure 6.8(b) shows the average POI vector
for each vehicle’s historical stay region, which is revealed that vehicles’ stay preferences
are personalized. So the historical stay points affect where the vehicle will stay in the
future, because historical data contains vehicle stay preferences. Overall, we transform
the selecting problem in the set into the ranking problem with the stay probability in each
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region, and the ground truth of the stay point is used as the supervisory signal.
Model Overview. In practice, we designed a stay region selection model, called

StayNet. Figure 6.9 depicts the structure of StayNet, which consists of four components
to select the top-k regions for each stay query pair:

• Candidate Region Representation, which models all regions in the candidate re-
gion set uniformly using TF-IDF value of POIs, and output variable representation
of each region;

• Vehicle Representation, which explores each vehicle’s preference representation
through mining historical stay behaviors.

• Spatio-temporal Context Encoding, which extracts and embeds spatio-temporal
features of each stay query pair, and combines the embeddings and vehicle histori-
cal representation to generate a hidden representation which indicates dynamics.

• Knowledge Fusion, which fuse and further enhances each region representation
with the spatio-temporal context representation in an adaptive manner so that an
ideal prediction result can be achieved.

Candidate Grid Representation. The function of the location is key to whether the
vehicle stays. To weaken the influence of invariant features in the region and enhance
the features that can be distinguished from each other in the candidate region, we expect
that candidate region set is observed uniformly. Considering the uniform modeling of
variable-length collections, we use Transformer.

Transformer [107] has since been widely used in natural language processing, com-
puter vision, and sequence modeling, which follows the architecture of the encoder-
decoder structure. Both encoder and decoder are composed of stack identical Trans-
former Block (TB) layers. Each transformer block has two sub-layers, including a multi-
head self-attention mechanism (MultiHead(.)), and a simple position-wise fully connected
feed-forward network (FFN(.)). The residual connection [33] is used around each of the
two sub-layers, followed by a layer normalization [5].

The MultiHead(.) is an ensemble of h single-head attention, which concatenates all
heads in parallel and projects them once again. A single-head attention mechanism is
described in the form of formula eq. (6.4), which calculates the weighted sum of the
values, where the weights are obtained by interacting with the corresponding query and
key using softmax function:
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Figure 6.9: The Structure of StayNet.

Attention(Q,K,V) = softmax

(
QKT

√
dk

)
V (6.4)

where 1√
dk

is the scaling factor, Q,K ∈ RL×dmodel is the query matrix and the key ma-
trix, V ∈ RL×dmodel is the key matrix which from multiple queries, keys and values packed
together, respectively. L is the collection length of queries, keys and values. Further, the
MultiHead(.) is as follows:

MultiHead(Q,K,V) = [head1; . . . ; headh]W
O

where headi = Attention(QWQ
i ,KWK

i ,VWV
i )

(6.5)

where WQ
i ∈ Rdmodel×dk ,WK

i ∈ Rdmodel×dk , W V
i ∈ Rdmodel×dv , WO ∈ Rhdv×dmodel are
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the learnable parameter matrices.
The FFN(.) layer contains a fully connected feed-forward network, which is applied

to each position separately and identically. It consists of two linear transformations with
a ReLU activation with learnable parameters W1, W2, b1, and b2:

FFN(X) = max(0,XW1 + b1)W2 + b2, (6.6)

Consider a set X ∈ RL×d with L elements and each element with d-dimensional
features, the process of passing through Transformer Encoder with multiple Transformer
Block layers is as follows:

X0 = X

X̃j+1 = LayerNorm(MultiHead(Xj,Xj,Xj) + Xj)

Xj+1 = LayerNorm(FFN(X̃j+1) + X̃j+1)

(6.7)

where m is the number of transformer block layers. The Sm is the final output of
the transformer block. Note that elements in the set are disordered so that the positional
encoding layer is removed. In this component, we use the vector composed of TF-IDF
values for 16 types of POI to indicate the functional features of each region, and combine
all regions in a candidate region set as the input Xr, Xr ∈ RL×16. It is expected that the
differential representation between regions is captured through double transformer block
layers as encoder after processing with feed-forward network:

X̃r = TransEnc(FFN(Xr))

Er = TransEnc(X̃r)
(6.8)

Vehicle Representation.
To parameterize vehicle preferences, we propose to use the vehicle’s historical stay

points to learn the corresponding embedding. Considering the BiGRU is computationally
cheaper, we use BiGRU to model the vehicle’s historical stay points instead of Trans-
former. BiGRU is used in sequence modeling to extract context information from tempo-
ral vector sequences. BiGRU is composed of a forward GRU unit and a backward GRU
unit. The hidden layer output of BiGRU at time t is spliced through the hidden layer
output of the forward GRU unit and backward GRU unit, as shown in formula eq. (6.9):
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−→
ht = GRU(xt,

−−→
ht−1)

←−
ht = GRU(xt,

←−−
ht−1)

ht = [
−→
ht ,
←−
ht ]

(6.9)

where GRU consists of an updated gate and a reset gate. Gate structure selectively
remembers and update cell states and current inputs to solve the problem of RNN gradient
disappearance or explosion. For time t, the GRU cell state calculation formula is as
follows:

rt = σ (wr [ht−1, xt] + br)

zt = σ (wz [ht−1, xt] + bz)

h̃t = tanh (wh [rtht−1, xt] + bh)

ht = (1− zt)ht−1 + zth̃t

(6.10)

where σ and tanh are the Sigmoid function and Tanh function, respectively. wr,wz,wh,br,bz
and bh are learnable parameters. xt is the input vector of time t, ht is the hidden state, and
is also the output vector, containing all the valid information of the previous t time step.
rt is the reset gate, which adds the current input xt on hidden state of the previous unit
ht−1 in a targeted manner and return current state h̃t. zt is the update gate, which controls
the proportion of hidden state of the previous unit ht−1 updates to the current state h̃t.

The outputs of the BiGRU are sent to a vehicle-level sum pooling to obtain the pref-
erences representation of each vehicle, denoted as eh:

eh = BiGRU(Xh) (6.11)

where Xh ∈ RM∗16, M is the length of historical stay point records. Similar to Xr,
the vector composed of TF-IDF values for 16 types of POI is used to characterize the stay
region. In practice, we use stay points generated from GPS trajectories in the past for a
fixed period of time for vehicle representation, and strictly control the respective collec-
tion time of stay points used for vehicle representation and stay points used as ground
truth to prevent information leakage. For example, we use stay point data generated by
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GPS trajectory from Jan-Mar in the vehicle representation component and stay point data
from Apr-Sep as ground truth for the overall stay area identification framework. Also, the
mean vector of preference vectors is used for unobserved vehicles. When the service is
deployed, the vehicle representation module inputs the sequence of stay areas predicted
by the model.

Stay Query Pair Representation.
Because the stay event is also related to its own spatio-temporal context, we extract

three types of features in the stay query pair to depict it including spatial features, tem-
poral features, and extra features. The spatial features xs are composed of the latitude,
longitude, and position embedding of the two cameras visited consecutively and the corre-
sponding grid coordinates. Camera position embedding is pre-trained on camera check-in
trajectory by DeepWalk [85]. There are two features that belong to the temporal type. One
is the index of the discrete-time bin xb corresponding to the start and end of the stay query
pair, the other is the binary value xd indicating whether the time slot is on workdays or
weekends. Finally, extra feature xw is the weather type during the occurrence in each stay
query pair. During processing, the xd and xw are fed firstly into an embedding layer to
obtain the dense representation. Then, we concatenate them together and send them to a
feed-forward network to obtain the stay query pair representation est. Details are shown
in formula 12:

ew = Embed(xw)

eb = Embed(xb)

est = FFN([xs; ew; eb;xd; eh])

(6.12)

Knowledge Fusion.
The knowledge fusion component takes candidate region representation Er and stay

query pair representation est as the input, enhances Er using cross attention based on est,
and returns stay probability of each candidate region. Moreover, residual connections
are used o ensure the stability of the training. Knowledge fusion is formally defined as
follows:

Est = MultiHead(Er, est, est) + Er

ŷ = FFN(Est)
(6.13)
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In the training phase, we use BCEloss to optimize the optimized StayNet:

loss = BCELoss(ŷ, y) (6.14)

where ŷ is predicted result, y is corresponding ground truth. It should be noted that the
proportion of negative samples far exceeds that of positive samples due to the imbalance
of positive and negative samples in the candidate region set. In practice, we use the
negative to positive sample ratio to weight the loss of positive samples in BCEloss.

6.6 EXPERIMENTS

6.6.1 Experimental Settings

We use a real world dataset which contains camera check-in records and GPS trajectory
data for 2,182 vehicles that were collected from Nantong, China from March 1, 2021 to
March 18, 2022.

• Camera Check-in Record. A total of 14,058 smart surveillance cameras are de-
ployed at intersections in Nantong. When a vehicle passes them, a log record con-
taining timestamp, longitude, latitude, license plate number and the corresponding
camera ID is generated. The dataset contains 1.22 million records generated by
2182 vehicles in 175 days.

• GPS Trajectory. They are raw GPS logs generated by the vehicle’s navigation de-
vice, each record contains license plate number, longitude, latitude and timestamp.
In the paper, 230 million data for 265 days from 2182 vehicles were used. These
data are pre-processed, where the first 90 days of stay points from the trajectories
are used for vehicle representation, and the stay points detected from the rest of
data are used as ground truth.

• POI. We collected 15 categories of POI data from Nantong for characterizing the
area using services from Baidu Map.

• Weather. Weather data is collected from open API services to model the context of
stay behavior.

In practice, after the GPS trajectory and camera check-in records are processed by
the data pre-processing module, the stay points detected from the GPS trajectory and the
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camera check-in records are combined in chronological order to obtain two types of CC
pairs for stay area inference. The POI data is projected onto a preset grid and the tf-idf
vector of region from grid is calculated. Last, a total of 329.3 thousand CC pairs are
generated, of which 60% are used for training, 20% for validation, and finally 20% for
testing.

Evaluation Metrics. We choose hit ratio, which measures how many real stay regions
can recall successfully from its k query results. It is formulated as

hit@k =
#hits of topK
#stay region

(6.15)

To uniformly evaluate the performance of the method, we construct the sum of different
hit@k called SUM. In addition, A weighted ACC is used for evaluating the performance
of stay event detection. we use ratio of unstay and stay to balance because it the number
of CC pairs in the two categories is significantly disproportionate:

ACC =
w ∗ #right stay CC pair + #right unstay CC pair

#stay CC pair + #unstay CC pair
(6.16)

Hyperparameters. The stay point detection algorithm uses the two thresholds are 50
meters and 300 seconds. The region size is set to 1km × 1km. The 2-layer transfomer
encoder is used in StayNet. 4 and 8 headers are used in the transformer and attention
mechanisms, respectively. The hidden size of FC layer in FFN, BiGRU, transformer and
self-attention are all set to 128. Weather type and time of day index is embedded to R2.
Beside, we used Sigmoid function as the activation function for the fully connected layer
in the knowledge fusion component. In training phase, we adopt Adam optimizer with
β1= 0.9 and β2= 0.999 and use an initial learning rate 7e-3. The training epoch is set to
100 rounds.

Implementations. Our algorithm and other baselines are completely implemented in
Python. The algorithm with neural networks is implemented using the PyTorch. Exper-
iments are conducted on a workstation with an AMD Ryzen9 5900X @ 4.2GHz, 32GB
memory, NVIDIA RTX3090 and Windows 10 OS.

6.6.2 Comparison of Frameworks.

Baseline. To the best of our knowledge, there is no solution that can be used to solve the
problem well. Therefore, we designed three baselines based on the enforcement experi-

119



ence of city managers.

• Random Infer (RInf). For each CC pair, we do not detect whether the stay event
occurs or not, and randomly select k regions in the whole city as the result.

• Spatial Heuristic Infer (SHInf). Without detecting stay events, the framework
determines the candidate range based on the empirical parameter and performs spa-
tial heuristic selection in candidate region set within the range. Spatial heuristic
selection sorts the candidate region set in descending order by stay frequency, and
returns the top k regions

• Velocity Heuristic Infer (VHInf). The empirical velocity is used as the threshold
for detecting stay events. We use the empirical velocity and the interval of the CC
pair to calculate the reachable range and perform spatial heuristic selection on the
candidate region set within the reachable range.

Variants. We also compare SAInf with its three variants:

• SAInf-nD. This variant uses the empirical velocity as a threshold to detect stay
events. Settings of stay area inference are consistent with SAInf

• SAInf-nS. This variant uses fixed empirical spatial threshold to determin the range
of candidate region set instead of adaptive stay region generation.

• SAInf-nC. Instead of using StayNet as the selection model, this variant uses spatial
heuristic selection.

Evaluation. Table 6.1 shows the performance of the proposed framework as com-
pared to all other competing framework. Our proposed SAInf significantly outperforms
all competing baselines by achieving the highest all metric. Overall 58.03% performance
improvement in SAInf compared to the current best method. And, SAInf in hit@1,
hit@3hit@3 improved by 95.56%, 57.06% and 43.41% respectively. The ACC is only
improved by 0.8%, which is related to the fact that the empirical speed parameters are
taken close to the adaptive threshold. Also, because ACC is a comprehensive evaluation
metric that distinguishes between stay and unstay CC pairs, although it is a small im-
provement, it can largely affect the final inference results. RInf and SHInf do not detect
stay events, but perform stay region selection for all input CC pairs. This rough process-
ing results in part stay CC pairs being lost, which seriously affects the subsequent stay
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Table 6.1: Stay Area Infer Evaluation.
Methods hit@1 hit@3 hit@5 Sum ACC
RInf 0.0001 0.0004 0.0007 0.0012 0.5000
SHInf 0.1966 0.4023 0.5055 1.1044 0.5000
VHInf 0.2141∗ 0.4155∗ 0.5218∗ 1.1514∗ 0.9704∗

SAInf-nD 0.4170 0.6430 0.7263 1.7863 0.9704
SAInf-nC 0.4084 0.6224 0.7140 1.7448 0.9784
SAInf-nS 0.2785 0.4839 0.5806 1.3430 0.9784
SAInf(Ours) 0.4373 0.6659 0.7477 1.8509 0.9784

region inference. And even worse, the large and invalid results generated consume com-
putational and storage resources. VHInf performs stay event detection on CC pairs by
empirical speed to avoid losting CC pair with stay point. In contrast, the candidate region
set for VHInf depends on the empirical velocity and the duration of the CC pair. It sug-
gests that candidate region set that vary dynamically with the CC pair are more helpful
in the stay region selection. VHInf obtains the optimal performance in addition to our
framework.

For the three variants of SAInf, the performance improvement of SAInf-nS is the most
significant, which demonstrates the effectiveness of StayNet. Moreover, it can be found
that the performance of both SAInf-nC and SAInf-nV using empirical parameters is lower
than our framework, which indicates the superiority of our proposed stay event detection
algorithm and candidate region generation algorithm. Specifically, in the candidate region
generation, the recall of the algorithm and the number of candidate region are trade-off.
In general, to recall all possible resident regions would increase the number of candidate
regions, resulting in a poor selection phase. When the edge length of the region is 1000m,
our candidate region generation algorithm can guarantee the average number of candidate
regions to be 32 under the condition that 91% of the results are recalled, but the algorithm
based on empirical parameters makes the average number of candidate regions rise to
101 under the condition that 94% of the results are recalled. The experimental results
prove that we have reached a better balance. Similarly, the adaptive stay event detection
algorithm effectively reduces the effect of confuse intervals leading to better experimental
performance than empirical parameters.

Parameter Sensitivity. We conducted experiments in a square region with side lengths
of 500m, 1000m and 1500m respectively, and the results of the experiments are presented
in Figure 6.10. Figure 6.10 shows the best baseline and our method and its variants.
Overall, all variants showed improvement compared to the baseline method, and the most
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Figure 6.10: Experimental Results of Different Framework.

significant improvement was seen at the 1500m setting. The performance improvement
becomes larger as the side length of the region becomes larger. This is similar to our
intuition that the larger the granularity of the region the better the performance of the
model, but the more difficult it is to apply in practice. To balance the performance and
management, we choose a region with a side length of 1000m as the minimum unit when
it is deployed.

6.6.3 Comparison of Selection Model.

Baseline. The baselines for selection model falls into three types overall, which are
heuristics, instance modeling, and joint modeling. The heuristic method contains both
spatial heuristic selection (SHS) and spatio-temporal heuristic selection (STHS). The spa-
tial heuristic selection returns the k regions with the highest frequency in the candidate
region set. The spatio-temporal heuristic selection takes into account the temporal di-
mension which is start time of the CC pair. The instance modeling approach models
each region in the candidate region set individually as a binary classification problem,
and returns the k regions with the highest stay probability. Such methods include logis-
tic regression (LR), eXtreme Gradient Boosting (XGBOOST) and multilayer perceptron
(MLP). The joint modeling combines all regions from the candidate region set together
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Table 6.2: Area Selection Evaluation.
Methods hit@1 hit@3 hit@5 Sum
Random 0.1063 0.2520 0.3426 0.7009
SHS 0.3303 0.5740 0.6887 1.5930
STHS 0.3394 0.5614 0.6596 1.5604
LR 0.2977 0.5999 0.7526 1.6502
XGBOOST 0.4737∗ 0.7191 0.8314 2.0242
MLP 0.4182 0.7107 0.8232 1.9521
RNN 0.3285 0.6124 0.7536 1.6945
Transformer 0.4663 0.7434∗ 0.8487∗ 2.0584∗

StayNet-nGlo 0.4777 0.7559 0.8598 2.0935
StayNet-nFus 0.5149 0.7839 0.8856 2.1843
StayNet-nVeh 0.5135 0.7858 0.8882 2.1874
StayNet (Ours) 0.5187 0.7899 0.8869 2.1954

into the model, and return the stay probabilities in each region to increase the information
interaction among regions. RNN and Transformer both belong to the this type.

Variants. Three variants are listed as follows:

• SatyNet-nFus. Attention mechanism is replaced by addition in SatyNet-nFus.

• SatyNet-nGlo. We remove the spatio-temporal context encoding and use only the
output of the vehicle representation for knowledge fusion.

• SatyNet-nHis. This variant removes the vehicle representation component.

Evaluation. The results of area selection are presented in Table 6.2. It can be seen that
compared to the current best algorithm, proposed method has an overall improvement of
6.7% and in hit@1,hit@3 and hit@5 improved by 11.2%, 6.3% and 4.5%, respectively.
Specifically, with the exception of StayNet and its variants, XGBOOST achieved the
highest hit@1, demonstrating the superiority of instance modeling. While transformer
achieved the highest hit@3,hit@5 and sum result. This may be related to the fact that
the joint modeling approach is able to better capture the functional differences among
regions within the candidate region set, and such differences describe more essentially
the interaction of the functionality of regions on the stay behavior. From the different
types of methods, the all heuristics show a significant improvement compared to random
selection, which indicates that the functionality and spatio-temporal context of region has
a strong correlation with the stay behavior. It is worth noting that although STHS has an
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improvement in hit@1 compared to SHS, it then decreases in overall performance. Only
STHS takes into account the effect of temporal dimension, but due to the limitation of ob-
servation data, STHS cannot accurately model the effect of regions on stay behavior. The
instance modeling approach can make more efficient use of historical observation data,
and achieves better results than heuristics by modeling the nonlinear correlation between
regions and the stay behavior pattern. It is important that in the instance modeling ap-
proach, each region contains a POI tf-idf vector of the region and spatio-temporal context
information. However, due to the fact that the instance modeling uses individual view
of each region in the candidate region set, it cannot accurately quantify the differences
among regions and leads to a lower differentiation in stay probabilities. MLP and XG-
BOOS have similar results in hit@3 and hit@5, and XGBOOST achieves the best results
for hit@1 except for our method. It indicates that XGBOOST can effectively attenuate
the effect of useless features in the region on the results, because of its powerful feature
filtering ability. In fact, this is similar in implication to the purpose of joint modeling,
which is to better differentiate features among regions. In contrast, the joint modeling
approach can uniformly observe all instances in the candidate region set and effectively
improve the accuracy of ranking. Among them, transformer achieves competitive re-
sults in most metrics. RNN degrades the performance because the sequential modeling
approach cannot process the instances in the stay region set in parallel. Comparing with
variants of our proposed method, we found that the biggest improvement was achieved by
encoding spatio-temporal contextual information separately and then performing knowl-
edge fusion. From StayNet-nFus to StayNet, the knowledge fusion component of StayNet
using the attention mechanism is able to better fuse spatial-temporal context encoding and
region representation. Finally, the results of StayNet-nVeh show that the introduction of
vehicle representation enhances the ranking ability of the model to some extent, further
improving the overall performance. It is worth noting that although the vehicle indicates
limited improvements in performance, it will accelerate model convergence.

Parameter Sensitivity. In addition, we also evaluated the performance of different
selection models under the three region settings. The best baseline, our model and its vari-
ants are compared in Figure 6.11. Contrary to the results of the framework, our method
and its variants achieve the maximum boost on a region with a 500m side length. This is
related to the number of candidate regions and the distribution of POIs; when the num-
ber of candidate regions becomes larger, the task becomes more difficult and the model
performance decreases. Since POIs are spatially clustered, when the size of the region
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Figure 6.11: Experimental Results of Different Selection Model.

becomes small, the POI loses its ability to characterize the regions lacking significant
POI. At the same time, as the regions become larger, the number of candidate regions
becomes smaller, the difficulty of the task decreases, and the performance improvement
of our model diminishes.

6.6.4 Case Study.

We further give a case study to test the effectiveness of SAInf in a real world setting,
shown in Figure 6.12. We use SAInf to infer the potential stationing area of the vehicle
on the camera check-in logs collected in real time and compare the results with the stay
point of the corresponding vehicle equipped with a GPS device. It was found that 3 of the
top 5 regions output by SAInf had vehicles actually staying. Based on the results of the
SAInf, government managers can investigate these regions, for example they can discover
illegal construction waste dumping sites.
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Figure 6.12: Case Study in Real World Environment.

6.7 RELATED WORK

6.7.1 Stay Point Detection

The stay of mobile objects is often accompanied by rich semantics. Mining stay points
can help us understand the mobility of objects and the functionality of location. In the
past decades, with the popularity of GPS devices, a large number of trajectory mining re-
search efforts have emerged. These works usually use stay points for mining. It is divided
into three main areas of work. 1) Location Discovery. Wang [114] proposed a clustering
algorithm based on stay points and grid density to detect hotspot areas in cities from GPS
trajectory data. Zheng [141] used the user’s sequence of stay points to learn the correla-
tion of location. 2) Event Discovery. Ruan [98] propose a framework, where the cluster
of stay points in the delivery order’s trajectory is annotated to infer the delivery location
and delivery time. Zhu [142] correlated the cluster of stay points with loading and un-
loading events to identify illegal chemical facilities by ranking the unregistered locations.
Yu [128] proposed a congestion location detection method based on stay point clustering,
which uses the directional residuals and velocities to mine the road congestion locations.
3) Mobility Understanding. Ji [42] modeled the user’s location history and analyzed their
daily behavior based on a sequence of historical stay points. Liu et al.[68] designed a
recommender system that uses common activities to annotate a user’s stay points to learn
the transfer probabilities between activities and the generation probabilities between ac-
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tivities and stay points. However, these efforts are designed based on GPS trajectory data.
Limited by the privacy and coverage of GPS device, we cannot capture the comprehensive
behavioral patterns of all moving objects in the city. Unlike them, a new kind of data is
used by us, vehicle camera recordings. With three advantages of wide spatial distribution,
full vehicle coverage and privacy-friendly characteristics, vehicle camera records can pro-
vide a more comprehensive perception of moving objects. However, limited by resources,
cameras are only deployed at key intersections, which leads to significant uncertainties,
including stay event uncertainty, stay location uncertainty and identification uncertainty.
To address these problems, we propose a two-stage framework to infer the vehicle’s stay
area based on camera records. It provides the underlying support for subsequent semantic
mining using camera records.

6.7.2 Surveillance Camera Records Mining

Surveillance camera records mining refers to the use of camera-captured vehicle records
to discover various knowledge. In order to monitor the traffic status of the whole urban,
Yu [129] proposed a framework to infer citywide traffic flow based on surveillance camera
recordings. Qin [89]. developed a robust and interpretable traffic state attribution frame-
work based on surveillance camera recordings for complementary road states. In order
to achieve a more fine-grained location-based service, Chen [14] integrated the spatio-
temporal characteristics of vehicles in urban traffic monitoring systems and used OD pairs
from camera recordings to detect potential community for each vehicle. However these
works tend to address the problem of unbalanced distribution of camera recording data
and missing data due to the instability of the devices. In our work, we focus on solving
the problem of uncertainty in camera recording mining. Although Chen attempt to solve
the problem, our problem setting is more difficult because the real deployment granularity
of cameras is actually more sparse and they do not essentially solve the problem of stay
detection.

6.8 Conclusion

In this paper, we explore for the first time the stay point detection problem under camera
records data setting and design a framework SAInf to solve it. SAInf models the effect of
specific spatio-temporal context on stay behavior by learning the relationship between CC
pairs and stay points. In practice, SAInf detect stay point through a two-stage design, first
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discovering the CC pair containing stay points through stay event detection module, then
estimating the exact locations of the stay points with the stay area identification module.
The data pre-processing module provides support for offline learning. Experiments show
SAInf outperforms baselines by 58% on real-world dataset. Finally, an intelligent stay
area inference system based on SAInf is deployed and used internally. In the future, we
will further explore the design of other modules in the framework to achieve end-to-end
stay point detection under the camera records data setting. One future direction is that
obtaining the more robust potential stay candidate set by predicting the stay interval time
within CC pairs to improve the system performance.
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